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Abstract

Causal interpretation of correlational findings
from observational studies has been a major
type of misinformation in science communica-
tion. Prior studies on identifying inappropriate
use of causal language relied on manual con-
tent analysis, which is not scalable for exam-
ining a large volume of science publications.
In this study, we first annotated a corpus of
over 3,000 PubMed research conclusion sen-
tences, then developed a BERT-based predic-
tion model that classifies conclusion sentences
into “no relationship”, “correlational”, “condi-
tional causal”, and “direct causal” categories,
achieving an accuracy of 0.90 and a macro-
F1 of 0.88. We then applied the prediction
model to measure the causal language use in
the research conclusions of about 38,000 ob-
servational studies in PubMed. The prediction
result shows that 21.7% studies used direct
causal language exclusively in their conclu-
sions, and 32.4% used some direct causal lan-
guage. We also found that the ratio of causal
language use differs among authors from dif-
ferent countries, challenging the notion of a
shared consensus on causal language use in
the global science community. Our prediction
model could also be used to help identify the
inappropriate use of causal language in science
publications.

1 Introduction

Establishing causality is one of the most impor-
tant goals and concerns of science. Therefore,
the language that describes causal relationships
plays a crucial role in communicating science find-
ings among scientists and with the general public
(Kleinberg and Hripcsak, 2011). However, scien-
tists and journalists have been found to inappropri-
ately use causal language in research publications
and news articles. Specifically, causal interpreta-
tion of correlational findings from observational

studies has been a major type of misinformation
in science communication (Cofield et al., 2010;
Sumner et al., 2014; Chiu et al., 2017; Boutron
and Ravaud, 2018). In scientific research, observa-
tional studies (non-intervention) are designed for
testing association/correlation between variables,
while intervention studies, such as clinical trials,
are for testing causal relations (Buhse et al., 2018).
Misinterpreting correlations as causations can lead
to serious consequences, such as wrong medical
decisions (Buhse et al., 2018) or harmful mis-
perception of certain groups of people in society
(Richardson et al., 2014).

The misinterpretations are often attributed to
humans’ inherent tendency to conflate correlation
and causation (Bleske-Rechek et al., 2015), and
journalists’ lack of scientific training or their pur-
suit of sensational effect (Fahnestock, 1998; Sum-
ner et al., 2014). However, misinterpreting corre-
lational findings as causal claims has been found
not only in news stories and press releases writ-
ten by journalists (Sumner et al., 2014), but also in
research papers published by scientists. For exam-
ple, Robinson et al. (2007) manually examined the
methodologies of educational studies and found an
increasing number of nonintervention studies us-
ing causal statements, from 34% in 1994 to 43%
in 2004. Cofield et al. (2010), also through manual
content analysis, found 31% of observational stud-
ies in obesity and nutrition inappropriately used
causal language.

Scientists’ inappropriate use of causal language
may also be attributed to the pursuit of exaggera-
tion in research contribution, or the lack of train-
ing in science writing, especially for non-English
speaking researchers. For example, a number
of linguistic studies have found that expressing
and interpreting epistemic modality is not an easy
task for learners of English as a second language
(Holmes, 1982). There is also a lack of consistent
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teaching of strategies for thinking about probabil-
ity and causality (Stanovich, 2010). With English
as the most popular language for scientific writ-
ing, non-native English-speaking authors’ native
languages may also affect their choice of causal
expressions (Hyland and Milton, 1997; Hyland,
1998; McEnery and Kifle, 2002; Kranich, 2009),
adding to the challenge of establishing a shared
standard of causal language use in the global sci-
ence community.

In this study, we developed a prediction model
to automatically identify correlational and causal
statements in research conclusions. We then ap-
plied this model to the observational studies in
PubMed to answer three research questions re-
garding causal language use. First, what is the
overall ratio of causal lanugage use in observa-
tional studies? Second, what is the trend of causal
language use? Third, do authors from different
countries and language backgrounds use causal
language at different levels? This study con-
tributes to the field of computational social science
by providing a new prediction model to identify
causal language use in research findings, and by
providing new evidence from large-scale analysis
for answering research questions regarding causal
language use in global science communication.

2 Related Work

2.1 Challenge in Describing Causal Relations

Making valid causal inferences from observa-
tional data is a challenging and risky process
(Hernán and Robins, 2006). Linguistic expres-
sions of causal relations vary greatly (Dunietz
et al., 2017). Commonly used causal markers can
be domain- and genre-dependent (Mulkar-Mehta
et al., 2011). Therefore, choosing the appropri-
ate linguistic cues to describe different causal lev-
els has been identified as one of the main diffi-
culties that student writers experience in manag-
ing epistemic meaning (Holmes, 1982). Though
such difficulty is reflected in a number of best-
practice guides for science writers (Zweig and De-
Voto, 2018), suggestions in those guides are gen-
erally based on the judgment of only a few indi-
viduals (Adams et al., 2017), and there lacks con-
sistent teaching of strategies for thinking about
probability and causality (Stanovich, 1992). As
a result, authors of observational studies some-
times wrongly extrapolate their results for clini-
cal practice recommendations rather than suggest-

ing follow-up randomized controlled trials (RCTs)
(Prasad et al., 2013). Inappropriate use of causal
language was then observed by researchers in dif-
ferent science reporting venues, such as leading
research journals (e.g. Cofield et al., 2010; Brown
et al., 2013; Lazarus et al., 2015), and press re-
leases (e.g. Yavchitz et al., 2012).

2.2 Definition of Causal Relations
Detecting causal language use is closely related to
the work of cause-effect relation extraction. NLP
tasks such as SemEval-2007 (Girju et al., 2007)
and SemEval-2010 (Hendrickx et al., 2009) in-
cluded extracting cause-effect relations as a sub-
task of semantic relation extraction. Overall, the
cause-effect relation could broadly refer to rela-
tions between events and entities (Bethard and
Martin, 2008; Mirza and Tonelli, 2014; Chambers
et al., 2014), clauses (Grivaz, 2010), and discourse
arguments (Prasad et al., 2008).

Contrarily, some studies specifically focused on
the causal relations expressed between indepen-
dent variables and dependent variables. They nor-
mally formulate the task as a binary classification
problem to distinguish causation from correlation
(e.g. Cofield et al., 2010). To capture the differ-
ent levels of certainty in research findings, Sum-
ner et al. (2014) proposed a more fine-grained cat-
egorization with seven levels: no mentioned rela-
tionship, statement of no relationship, statement of
correlation, ambiguous statement of relationship,
conditional statement of causation, statement of
can, and statement of causation.

In comparison, some defined patterns by the
broader definition are not applicable to the nar-
rower definition. For example, relations such as
“purpose” and “motivation” (Dunietz et al., 2015)
between news events are hard to be generalized
to describe relations between variables in research
findings. Meanwhile, discourse markers such as
reporting verbs (Mihăilă et al., 2013) and conjunc-
tions like “because” are commonly used indicators
for causal relations at clause or discourse levels,
but are rarely used to describe relations between
variables. In this study, we adopted the narrow
definition and focused on the causal relations ex-
pressed between dependent variable and indepen-
dent variables.

2.3 Corpora for Causal Relation Analysis
Texts from different domains have been used for
causal relation analysis, such as news articles (e.g.



4666

Khoo et al., 1998; Girju et al., 2002; Girju, 2003;
Prasad et al., 2008; Sumner et al., 2014), health
and biomedical publications (e.g. Cofield et al.,
2010; Khoo et al., 2000; Mihăilă et al., 2013; Sum-
ner et al., 2014; Sharma et al., 2018), expository
texts (Kaplan and Berry-Rogghe, 1991), and tech-
nical texts (Garcia et al., 1997). Mulkar-Mehta
et al. (2011) compared the causal markers from
different domains, some of which are domain-
specific. Dunietz et al. (2017) also found that
biomedical texts and other specialized fields may
have context-specific language constructs about
causality. A review of these prior studies showed
that to date there is no existing corpus particu-
larly focusing on research findings in the health
domain.

2.4 Methods for Identifying Causal Relations

Both manual and machine learning approaches
have been used to extract causal relations. Man-
ual approaches often applied domain-specific,
knowledge-based inferences (e.g. Kaplan and
Berry-Rogghe, 1991) and hand-coded rules to en-
code the causal language cues (e.g. Garcia et al.,
1997; Cofield et al., 2010; Lazarus et al., 2015;
Chiu et al., 2017). However, such manual ap-
proaches often require an exhaustive list of lin-
guistic cues, which costs a significant amount of
human effort and its generalizability may be lim-
ited by the small sample size.

Meanwhile, machine learning algorithms, such
as Logistic Regression (Bui et al., 2010), Naive
Bayes (Chang and Choi, 2004), Decision Trees
(Blanco et al., 2008), Conditional Random Fields
(CRF) (Mihăilă and Ananiadou, 2013) and SVM,
have also been used to extract causal relations.
SVM was among the most frequently applied al-
gorithms (e.g. Sarker and Gonzalez, 2015; Mirza
and Tonelli, 2016).

Most recently, deep learning approaches have
also been used to extract causal relations. For
example, Miwa and Bansal (2016) proposed a
LSTM-RNN model incorporated with rich lin-
guistic structures to extract relations in nominal
relation extraction in SemEval-2010 (Hendrickx
et al., 2009), which outperformed the CNN-based
models. Dasgupta et al. (2018) proposed a bidi-
rectional LSTM model to extract causal relations
from drug effect data and news articles, with better
performance than the rule-based approaches and
CRF.

Despite the progress on machine learning ap-
proaches for causal relation detection, due to the
different definition of causal relations and the
dataset, experimental results may not be neces-
sarily comparable to each other. Their general-
izability remains an open question for tasks fo-
cusing on research conclusions. To this end, Li
et al. (2017) adopted a simplified taxonomy from
(Sumner et al., 2014) for causal relations in re-
search findings, and used SVM to develop a four-
category classifier with a 0.718 F1-score, suggest-
ing room for further performance improvement. In
this study we will investigate traditional and deep
learning methods for building causal language pre-
diction model with a new, human-annotated cor-
pus dedicated to research conclusions.

3 Corpus Construction

To perform automatic detection of causal language
use in research findings, a data set consisting of
both causal and non-causal statements is needed.
We chose PubMed as the data source to construct
the corpus. We focused on health because it is a re-
search topic of high social impact, and inappropri-
ate use of causal language in health literature has
been reported in prior manual studies. PubMed
provides convenient access to a large number of
health research publications with rich metadata
particularly useful for this study.

In this study we chose to analyze the abstracts
instead of full-text articles because the PubMed
abstracts are openly available to the public while
many full-text articles are behind a paywall. The
research papers in PubMed may include an un-
structured abstract, or a structured abstract which
usually has a conclusion subsection to present the
major findings. For the convenience of locating
research findings, we used the structured abstracts
only.

We selected a sample of structured abstracts
based on a three-dimensional stratified sampling
strategy. First, to account for the vocabulary vari-
ation among different health issues, five common
health topics —nutrition, diabetes, obesity, breast
cancer, and cholesterol— were selected. Sec-
ond, because different study designs can affect
the strength of the research findings, and thus af-
fect the language choice for correlational or causal
relations, we sampled both observational stud-
ies and randomized controlled trials (RCTs) using
PubMed’s metadata property “Publication Type”.
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For observational studies, we also used an ad-
vanced keyword search query1 to further identify
four different types of observational studies (case-
control, cross-sectional, retrospective cohort, and
prospective cohort). Third, the abstracts were se-
lected based on the length of the conclusion sub-
section. The XML files from PubMed contain oc-
casional parsing errors, resulting in extremely long
conclusions which actually included paragraphs in
the following sections. For quality control pur-
pose, we used the Stanford CoreNLP tool (Man-
ning et al., 2014) to split the conclusion subsec-
tions into sentences and removed the articles with
conclusions longer than four sentences. Eventu-
ally, articles were sampled with the conclusion
length as 1, 2, 3, or 4 sentences.

We then constructed a coding schema to de-
fine the relation categories for research findings.
Drawing on prior studies of factuality (Kilicoglu
et al., 2015) and causal strength (Sumner et al.,
2014), we defined a causal level taxonomy as a
simplified combination of the taxonomies in the
two studies: correlational, conditional causal, di-
rect causal, and no relationship. Table 1 lists
the category definitions and some common lan-
guage cues used to identify the relation type for
each category. Table 2 shows the examples of sen-
tences with different relation types. Sometimes a
sentence may contain language cues indicating a
causal relationship, such as “a reliable way to de-
termine”; however, if the sentence describes the
function of certain tools or diagnoses rather than
the explicit relations between independent vari-
able and dependent variables, it should be labelled
as “no relationship” (as shown in Example 6 of
Table 2). Meanwhile, sentences that discuss study
limitations, as shown in Example 7 of Table 2,
should be labelled as “no relationship”.

A sample of 30 abstracts were randomly se-
lected for the inter-coder reliability test. Specif-
ically, two annotators labelled the relation type
for each sentence from the 30 conclusion sub-
sections, and also highlighted the linguistic in-
dicators. The overall Cohen’s Kappa agreement
(Cohen, 1960) was 0.98, indicating a near-perfect
inter-coder agreement (McHugh, 2012). Disagree-
ments in the annotation were later resolved by the
two annotators through discussion.

One of the annotators, who has linguistics back-

1Public Health: Search Strategies by Study Type (University
of Adelaide)

ground, then annotated the rest of the data. The
annotator also marked unsure cases and brought to
team discussion before finalizing the annotations.
The corpus contains 3,126 annotated sentences, of
which 3,061 sentences contained only one type
of relations, and the remaining 65 sentences had
more than one type of relations. Table 3 shows the
relation type distribution of single-class sentences
in the corpus.

4 Experiments and Evaluation

We trained and evaluated four machine learn-
ing approaches for classifying causal language
use in conclusion sentences. The learning ap-
proaches are bag-of-words based Linear SVM, Bi-
directional Recurrent Neural Network, BERT (De-
vlin et al., 2018), and BioBERT (Lee et al., 2019).

4.1 Experimental Setup

Linear SVM. We used the Scikit Learn vectorizer
with unigrams and bigrams as feature set to con-
vert texts to sparse vectors. Adding tri-grams did
not improve model performance. Performance on
count and tf-idf vectorizations were similar. The
parameter C in LinearSVM was set to 0.1 after
tuning.
BiRNN. Different from the traditional bag-of-
words methods that convert a text to a sparse
vector, BiRNN and BERT are deep learning ap-
proaches designed to transform a text to a dense
vector that can better represent the meaning of the
text. In our implementation, we used the combi-
nation of two word embeddings: the PMC embed-
ding based on full-text research publications from
PubMed Central (PMC) 2, and the universal GloVe
embedding. We found that the PMC embedding
did better than GloVe, and their combination per-
formed the best. In addition, we used GRU re-
current network units, which are generally simpler
and faster than LSTM units.
BERT. BERT is the latest method for pre-training
language representations, which has achieved the
state-of-the-art results on a wide array of NLP
tasks, including sentence classification. We used
the Pytorch version of BERT with its pre-trained
model (Cased BERT-Base, which performs better
than the Uncased one) 3. Because the distribution
of sentence relationships in our corpus is unbal-
anced, we revised the loss function in the original

2http://bio.nlplab.org/
3https://github.com/huggingface/pytorch-pretrained-BERT
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Relation Type Description Language Cue
Correlational The statement describes the association between

variables, but causation cannot be explicitly
stated.

association, associated with, predictor, at high
risk of

Conditional Causal The statement shows that one variable directly
changes the other. However, the relation carries
an element of doubt in it, which is normally via
hedges or modalities.

increase, decrease, lead to, effect on, contribute
to, result in
Cues indicating doubt:
may, might, appear to, probably

Direct Causal The statement says that the independent variable
directly alters the dependent variable.

increase, decrease, lead to, effective in, con-
tribute to, reduce

No Relationship No correlation or causation relationship is men-
tioned in the statement.

Table 1: A taxonomy of relation types and examples of commonly used language cues.

Annotation Example Sentence
Correlational 1 The findings from this large prospective study show that men who are taller and who have greater

adiposity have an elevated risk of high-grade prostate cancer and prostate cancer death.
2 The association of high PCT and CRP was no more predictive of mortality than high CRP.

Conditional Causal 3 MTHFR A1298C polymorphism might contribute to an increased risk of breast cancer and/or ovar-
ian cancer susceptibility.

Direct Causal 4 Participatory community-based nutrition education for caregivers improved child dietary diversity
even in a food insecure area.

5 The adoption of a comprehensive preoperative multidisciplinary approach led to significant improve-
ments in the postoperative outcomes and also in the compliance to the postoperative follow-up.

No Relationship 6 A quick foot-of-the-bed clinical assessment is not a reliable way to determine frailty.
7 This approach may, however, be difficult to implement on a large scale.

Table 2: Examples of sentences and annotated relation types.

Label Count Ratio
Correlational 998 32.6%
Conditional Causal 213 7.0%
Direct Causal 494 16.1%
No Relationship 1356 44.3%
Total 3061 100.0%

Table 3: Distribution of sentence types in the corpus.

code to ensure that the penalty on misclassifying
rare classes was high.
BioBERT. BioBERT is a domain specific lan-
guage representation model that is based on BERT
and further pre-trained on large-scale biomedi-
cal corpora. BioBERT has shown to outper-
form BERT on three representative biomedical
text mining tasks (Lee et al., 2019). In our ex-
periment, we used the same BERT code as de-
scribed above, and replaced the Cased BERT-Base
pre-trained model with the BioBERT model.

4.2 Evaluation

To compare the performance of the above four
learning approaches, we evaluated them on our
annotated corpus via 5-fold stratified cross-

validation. The result in Table 4 shows that
BioBERT performed the best by all measures, fol-
lowed by BERT, BiRNN and then LinearSVM.
BioBERT achieved 0.881 macro-averaged F1
score with fairly balanced performance on each
category except the conditional causal one, which
only covers 7% data in the training set. See the
performance scores per category in Table 5 and the
confusion matrix in Fig. 1.

Precision Recall Accuracy F1
LinearSVM 0.739 0.711 0.772 0.722
BiRNN 0.801 0.825 0.836 0.811
BERT 0.867 0.883 0.889 0.874
BioBERT 0.878 0.886 0.901 0.881

Table 4: Model performance: BioBERT> BERT >
BiRNN > LinearSVM. (F1 represents macro-F1.)

4.3 Error Analysis

Error analysis of misclassified cases shows the
most common disagreement between machine
prediction and human annotation is between the
categories of direct causal and no relationship,
even though the two categories are not semanti-
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Precision Recall F1
Correlational 0.917 0.924 0.921
Conditional Causal 0.791 0.854 0.822
Direct Causal 0.878 0.858 0.868
No Relationship 0.915 0.906 0.911

Table 5: Detailed performance of BioBERT on each
category of sentence relationship.

correlation

conditional

direct causal

no relation

Predicted

correlation

conditional

direct causal

no relation

A
ct

ua
l

922 11 11 54

5 182 9 17

13 14 424 43

65 23 39 1229

Figure 1: Confusion matrix. The prediction results on
each test fold from 5-fold cross-validation were assem-
bled together.

cally close in our dataset. This is largely caused
by the confounding language cues in the no re-
lationship examples. Specifically, a no relation-
ship sentence that describes implications for fu-
ture studies or functions of certain assessments
may contain causal markers, such as “is critical
to achieving”, and “improved” in the following
Examples 1 and 2, and thus mislead the predic-
tion model. In addition, causal markers sometimes
appeared in subordinate clauses instead of in the
main clauses, which could also confuse the pre-
diction model (see “the impact of” in Example 3).
The prediction model also has some difficultly in
recognizing the less commonly used causal mark-
ers, especially when nouns were used to describe
causal relations, such as “cause” and “the key role
of” in Examples 4 and 5.
Sentence examples:
1. However, training and experience of nurses in

aromatherapy massage is critical to achieving
positive results.

2. These findings pose the question: why has not
the nutritional status of children improved, al-
though the living conditions of their families
have significantly improved?

3. Some studies that have assessed the impact of
monitoring guidelines on clinical practice show
only limited impact.

4. However, body mass index greater than 25 and
smoking history are cause for caution.

5. Findings reinforce the key role of mvpa for
childrens health.

4.4 Learning Curve
Our training dataset contains 3,061 sentences. To
test whether the dataset size is sufficient to build a
strong prediction model, we ran a learning curve
test by setting aside 20% of the dataset for test-
ing (i.e., about 600 examples), and then trained the
BioBERT model with the 10%, 20%, ..., 100% of
the remaining data (i.e., about 2500). We ran the
experiment 5 times. As shown in Fig. 2, the aver-
age performance levels off around 60% of training
data (i.e., about 1500), indicating that the train-
ing dataset is sufficient, although a larger dataset
might help build a stronger model.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Training set ratio

0.75

0.80

0.85

0.90

0.95

A
cc
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Figure 2: Learning curve. The average performance
levels off around 60% of the training data, which is
about 1500 examples.

5 Application to Observational Studies

In this section, we aim to investigate the causal
language use in observational studies at a large
scale. In 2014, the PubMed staff introduced ob-
servational study to their list of publication types4.
To date 61,830 PubMed publications have been
manually assigned to the observational study cat-
egory. However, some complicated studies were
assigned to multiple study design categories, such
as both observational study and randomized con-
trolled trial. After removing those with multiple
study design types, we obtained 51,274 publica-
tions. Among them, 38,191 studies have struc-
tured abstracts with a conclusion subsection. For
the reason mentioned in section 3, we do not con-
sider those publications with more than 4 sen-
tences in their conclusion subsections, since those
with more than 4 sentences are often the result
4https://www.ncbi.nlm.nih.gov/mesh/68064888
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Figure 3: Distribution of number of sentences in the
abstract conclusion subsections of the 38,191 observa-
tional studies. 98.8% of the publications have 4 or less
sentences.

of PubMed metadata concatenating the conclusion
subsection with the following paragraphs. Among
the 38,191 publications, 98.8% have 4 or less sen-
tences. (Fig. 3 shows the distribution of number
of sentences included in the conclusion subsec-
tions.) The final data set of observational studies
includes 37,746 publications, which in total con-
tains 72,565 conclusion sentences.

We then applied the sentence classification
model, as described in the previous section, to
these conclusion sentences. The prediction results
from the model are used to answer three research
questions regarding causal language use in obser-
vational studies.

5.1 Results and Discussion

We aim to investigate the following questions:
RQ1. What is the overall ratio of causal lanugage
use in observational studies?

The prediction result shows that among the
37,746 observational studies, 22% did not men-
tion either correlation or causal relations. Because
we would like to focus on distinguishing correla-
tion vs. causal statements, the publications with-
out mentioning relations were excluded, and the
remaining 78% or 29,410 studies were used in fur-
ther analyses.

Since PubMed also includes a small number of
non-English publications with an English abstract,
we used the PubMed metadata “language” to sep-
arate the 29,410 studies into the English subset
(28,217 publications) and the non-English subset
(1,193 publications).

The predictions were made on individual sen-
tences. A conclusion subsection may contain mul-
tiple sentences; only 33% of the publications con-
sist of one conclusion sentence.

Using the result from the 28,217 English pub-

53.7% 21.7%8.4%

8.1%

5.8% 2.3%0%

Correlational Direct causal

Conditional causal

Figure 4: The constitution of the three relationships.

lications, a Venn diagram (Fig. 4) was generated
to show the proportion of studies mentioning one
or more types of relations. It shows that 83.5% of
studies contained only one type of relation in the
conclusion: 53.7% correlational, 8.1% conditional
causal, and 21.7% direct causal. Most of these
studies contain only one sentence in the conclu-
sion subsection. A manual examination of exam-
ples in the mixed categories found two main types
of cases. The first type usually includes findings
for multiple research questions. The second type
uses multiple sentences to describe one finding;
for example, the first sentence describes a corre-
lation, and the second generalizes the correlation
to a conditional or direct causal relation.

In this study we focus on the inappropriate use
of direct causal language in observational stud-
ies. Therefore, we calculated the percentage of
studies that used direct causal language in at least
one finding sentence, and the percentage of stud-
ies that exclusively used direct causal language in
their findings. Our result shows that 21.7% studies
used direct causal exclusively in their conclusions,
and 32.4% used some direct causal language. This
result is close to the manual estimation reported in
(Cofield et al., 2010), which is 31%.
RQ2. What is the trend of causal language use?

From now on, in the following figures and ta-
bles, for simplicity, we use word causal for the
studies that used some direct causal language, and
phrase causal only for those that used direct causal
exclusively. Fig. 5 illustrates the ratios of causal
language use and causal only from year 2013 to
2019. The two ratios follow the same pattern. Dif-
ferent from (Robinson et al., 2007), no obvious in-
crease of causal language use was observed in our
study.

One limitation of our study is that the PubMed
labels of observational studies were introduced in
2014 (although some 2013 publications were an-
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notated too); therefore, our dataset covers only
seven years with partial data from 2013 and 2019.
In the future we will design a classifier to automat-
ically label observational studies, and then will be
able to analyze the trend with more longitudinal
data.

2013 2014 2015 2016 2017 2018 2019

0.200
0.225
0.250
0.275
0.300
0.325
0.350
0.375

Ratio of causal language use

Ratio of causal only

Figure 5: Causal language use over recent years.

RQ3. Do authors from different countries and
language backgrounds use causal language at dif-
ferent levels? Prior studies in linguistics, as de-
scribed in sections 1 and 2, have found that Ger-
man, French, and Dutch translations tend to use
stronger claims than the original English science
publications. In this study, we will be able to
compare causal language use in English and non-
English publications, all with English abstracts.
We hypothesize that if authors’ native languages
did affect their causal language use in English, the
effect would be more pronounced in the English
abstracts of the non-English publications, because
these authors mainly used their native languages
for science communication.

Language Papers Causal Causal only
German 34 0.706 0.500
French 145 0.490 0.393
Chinese 80 0.487 0.388
Italian 32 0.469 0.375
Spanish 715 0.394 0.297
English 28217 0.323 0.217
Portugese 124 0.266 0.194

Table 6: Ratios of causal language use in studies pub-
lished in English and other languages (sorted by causal
only, reversely). Languages with fewer than 30 publi-
cations were excluded.

Table 6 shows the ratios of causal language use
in the non-English subset. The result shows that
publications in some languages, such as German,
used much more causal language than those in En-
glish and Portugese.

Country Papers Causal Causal only
Germany 909 0.421 0.295
Italy 1314 0.390 0.287
France 992 0.342 0.247
Spain 1621 0.365 0.239
UK 1071 0.331 0.222
Brazil 750 0.316 0.219
Japan 1299 0.296 0.216
China 919 0.301 0.215
Netherlands 797 0.359 0.213
Korea 772 0.284 0.201
US 4771 0.277 0.174

Table 7: Ratios of causal language use in different
countries (sorted by causal only, reversely). Countries
with fewer than 750 publications were excluded.

Table 7 shows the ratios in the English subset,
broken down by the authors’ countries. For each
publication, each author’s country was extracted
from the PubMed affiliation metadata. Publi-
cations with authors from more than one coun-
try were excluded. The result shows that Ger-
many has the highest ratio of causal language use
(42.1%). In comparison, the US has the lowest ra-
tio.

Because some languages are used in multiple
countries and some countries did not publish many
papers, not all results in Table 6 and Table 7 are
comparable. However, we were able to identify
four country-language pairs that correspond well
to each other: Germany-German, Italy-Italian,
France-French, and China-Chinese. In the case of
other non-English languages, Portugese is majorly
used by Brazil and Portugal, and Spanish is ma-
jorly used in Spain and Mexico. In the above four
pairs, the ratios of causal language use in the non-
English subsets were all higher than those in the
English subset.

These results provide supportive evidence to the
claim that causal language use varies across coun-
tries and languages, and thus challenge the notion
of a shared consensus on causal language use in
global science community.

6 Conclusion and Future Work

In this study we developed a manually-annotated
corpus for causal statements in science publica-
tions, and used the corpus to train a prediction
model to identify correlational, conditional causal,
and direct causal statements in research conclu-
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sions, achieving an accuracy of 0.90 and a macro-
F1 score of 0.88. This prediction model pro-
vides an automated approach for identifying po-
tential misuse of causal language in science writ-
ing. When applying the model to investigating
association between causal language use and au-
thors’ countries or native languages, the result
lends support to the claim that causal language use
varies across countries and languages, and thus
challenges the notion of a shared consensus of
causal language use in the global science commu-
nity. The result is also important for raising aware-
ness towards recognizing disparities in causal lan-
guage use in science communication.

In the future we will further our investigation
by developing prediction models to automatically
identify study designs in more fine-grained cate-
gories, such as cross-sectional, case-control, ret-
rospective cohort, and prospective cohort. We
will then be able to accurately identify inappro-
priate causal language use in weaker study design
types, and also to compare among countries and
languages in each specific study design types.

We also plan to extend our work to other do-
mains in the future. In our current work we
chose the biomedical domain as the starting point
not only for the problem significance but also for
the high-quality and rich metadata provided by
PubMed that can help identify study types. By
contrast, no such data are available in other do-
mains yet. Toward this new goal, we also plan to
develop a classification method to identify study
types in other domains such as psychology and ed-
ucation.

The corpus and the code are available
at https://github.com/junwang4/
causal-language-use-in-science.
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