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Abstract

The need for automatic document sum-
marization that can be used for practi-
cal applications is increasing rapidly. In
this paper, we propose a general frame-
work for summarization that extracts sen-
tences from a document using externally
related information. Our work is aimed
at single document summarization using
small amounts of reference summaries.
In particular, we address document sum-
marization in the framework of multi-
task learning using curriculum learning for
sentence extraction and document classi-
fication. The proposed framework en-
ables us to obtain better feature representa-
tions to extract sentences from documents.
We evaluate our proposed summarization
method on two datasets: financial report
and news corpus. Experimental results
demonstrate that our summarizers achieve
performance that is comparable to state-
of-the-art systems.

1 Introduction

With rapid increase in the volume of textual data
that are available both online and offline, the
need for automatic document summarization that
can be implement in practical scenarios is in-
creasing (Li et al., 2016; Chopra et al., 2016;
Takase et al., 2016). Among the several sum-
marization systems, extractive summarization ap-
proaches (Erkan and Radev, 2004; McDonald,
2007; Wong et al., 2008) are widely used. These
techniques identify and subsequently concatenate
relevant sentences automatically from a docu-
ment to create its summary while preserving its
original information content. Such approaches
are popular and widely used for practical appli-

cations because they are computationally cost-
effective and less complex. Extractive summariza-
tion approaches based on neural network-based
approaches (Kågebäck et al., 2014; Cao et al.,
2015; Yin and Pei, 2015; Cao et al., 2016) have ad-
vanced rapidly. Recently, an attentional encoder-
decoder for extractive single-document summa-
rization was proposed and its application to the
news corpus was demonstrated (Cheng and Lap-
ata, 2016; Nallapati et al., 2017).

The neural network-based approaches rely
heavily on large amounts of reference sum-
maries for training neural models, and conse-
quently, for tuning a large number of parameters.
The reference summaries are manually or semi-
automatically created in advance. Some existing
studies employ parallel corpora as artificial ref-
erence summaries (Woodsend and Lapata, 2010;
Cheng and Lapata, 2016). However, preparing
such large volumes of reference summaries man-
ually is sometimes costly. Particularly, it is infea-
sible for humans to create hundreds of thousands
of reference summaries in cases where summa-
rization requires domain-specific or expert knowl-
edge. Such cases include financial reports, finan-
cial and economic news (Filippova et al., 2009),
and scientific articles (Parveen et al., 2016).

A fundamental requirement in extractive sum-
marization is the identification of salient sentences
from a document, i.e., sentences that represent key
subjects mentioned in the document. Such sub-
jects are often described in the form of topics, cat-
egories, sentiments, and other meta-information
about a document. Sometimes they are extracted
from external information related to document
contents. Once one knows the subjects of a docu-
ment beforehand, a straightforward strategy in ex-
tractive summarization is to select sentences that
are relevant to the subjects. Importantly, subjects
should be inferred from sentences identified from
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the document. For example, assume that we are
about to summarize a financial report of a com-
pany with knowledge from external information
sources that the company has strong earnings. In
this case, we might select sentences that explain
factors affecting increase of earnings so that a
reader of the summary can intuitively understand
the company’s financial situation.

The key idea is that we regard the subjects
of a document as pseudo-rough reference sum-
maries. Then, if we are able to estimate the sub-
jects with small amounts of documents and the ex-
ternal information in them, the identification of
salient sentences from a document can be sup-
ported by sentence features that have been learned
from document subject estimation. As a result,
smaller amounts of actual reference summaries are
only needed as mutually learning feature represen-
tations for both subject estimation and sentence
identification from pseudo-rough reference sum-
maries.

As described earlier, we focus on single docu-
ment summarization with small amounts of refer-
ence summaries, and propose a general framework
for summarization that is useful for extracting sen-
tences from a document along with its external re-
lated information. Particularly, we formalize esti-
mation of the above-described document subjects
as a document classification task and solve doc-
ument summarization in the framework of multi-
task learning for sentence extraction and docu-
ment classification.

Our proposed summarization framework com-
prises two components: one designed for sentence
extraction, which selects sentences relevant to the
subjects of an input document, and one for docu-
ment classification, which predicts the subject of
the input document. In the multi-task learning
framework, document classification supports sen-
tence extraction by learning common feature rep-
resentations of salient sentences for summariza-
tion. We use recurrent neural network encoder–
decoder as sentence extractor and document clas-
sifier.

We evaluate our proposed summarization
method on two datasets: the NIKKEI, the leading
financial news publisher in Japan and a financial
report corpus; and the New York Times Annotated
Corpus (Sandhaus, 2008). The results of experi-
mental evaluations demonstrate that our summa-
rizers achieve a performance that is comparable to

those of state-of-the-art systems.
The contribution of this paper is two-fold. First,

we propose a general framework for single doc-
ument summarization with small amounts of ref-
erence summaries, which is important for practi-
cal implementation of summarization techniques.
Second, we propose a multi-task learning method
with curriculum learning that supports sentence
extraction from a document while solving docu-
ment classification. Here, we assume that a doc-
ument is classifiable into certain subjects, which
comprise the meta-information of the document.
Furthermore, sentences for a summary are ex-
tracted in relation to the subjects.

2 Problem Statement and Data
Preparation

In this section, we define the task of sentence
extraction for document summarization as ad-
dressed in this paper. We specifically exam-
ine documents that satisfy the following require-
ments. (1) Reference summaries are few. (2)
The document is associated with a list of sub-
jects, {a1, a2, · · · , am} (ai ∈ {0, 1}), that in-
cludes topics, categories, sentiments, and other
meta-information. aj = 1 denotes that the doc-
ument is classified into the subject j. Given a doc-
ument D consisting of a sequence of sentences
{s1, s2, · · · , sn}, we aim to extract k sentences
in relation to a document subject aj , which is ex-
pected to be included in the summary (k < n) of
the document. We predict both a subject aj for the
document and a label yi ∈ {0, 1} for each sen-
tence within the document, which indicates that
the i-th sentence should be extracted.

In this study, we use two datasets for our sen-
tence extraction task: the NIKKEI financial report
corpus and New York Times news corpus.

For the financial report corpus, we used finan-
cial reports published every quarter during 2013–
2016 by Japanese exchange listed companies. The
reports explained the economic activity and the
factors affecting revenue or profits for the quarter.
For the reference summary, which is the gold stan-
dard summary used for training a classifier that
predicts a sentence label, we use financial news
articles published by the NIKKEI 1. The NIKKEI
publishes articles summarizing financial reports of
each company. It covers approximately 10 % of all
the reports: 3911 reports from 2013 to 2016. The

1http://www.nikkei.com/
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Figure 1: Proposed multi-task learning framework for sentence extraction with document classification

language of the reports and the articles is Japanese.
For the document subject of a financial report, we
used profit and revenue information as a subject
aj (j = 1, 2), which indicates its profit and rev-
enue increase compared to an earlier term.

Our second dataset, the New York Times An-
notated Corpus (NYTAC), is a collection of arti-
cles from the New York Times. The gold standard
summaries are attached to some of the articles. As
the subject of a document article, we use already
annotated category of the news from its metadata
such as Business and Arts.

For the task of sentence extraction, the gold
standard labels indicating sentences that should be
extracted are needed. To attach the labels on sen-
tences that maximize the Rouge score with respect
to gold summaries, we introduce a greedy ap-
proach (Cheng and Lapata, 2016; Nallapati et al.,
2017). We first select one sentence that has a max-
imum Rouge score with respect to the entire gold
standard summary. We add it to the reference sum-
mary set and select sentences incrementally until
no candidate sentence improves the score when
added to the current summary set. The labels of
sentences in the summary set are set as y = 1.
The greedy approach is efficient because the com-
putational costs associated with the identification
of a global optimal summary set are too large.

The labels are attached by computing ROUGE-
1 (Lin, 2004). ROUGE-1 and ROUGE-2 are re-
ported as best for emulating evaluation by hu-
mans (Owczarzak et al., 2012). For financial re-
ports, words apart from nouns, verbs, adjectives,
and adverbs are removed for computing appropri-
ate ROUGE scores. The accuracy between the la-
bels attached by ROUGE-1 and humans is 81%.

3 Summarization Model

This section introduces our novel summarization
framework. Figure 1 presents the proposed multi-
task learning framework for sentence extraction
with document classification. The left half of the
figure shows the common sentence extraction part.
The right half depicts a novel sentence extraction
by document classification. We assume that a doc-
ument is classifiable into certain subjects that rep-
resent meta-information of the document, and as-
sume that sentences for a summary are extracted
in relation to the subjects. Therefore, solving doc-
ument classification supports sentence extraction
from a document with multi-task learning of both
tasks.

In Fig. 1, si denotes the embedding of sentence
i. Furthermore, yi denotes whether the sentence
should be extracted and aj is a subject of a doc-
ument, which includes topics, categories, senti-
ments, or other meta-information. The predictor
component computes pi ≡ p(yi = 1 | D), the
probability of sentence i extraction. Our proposed
method estimates pi by learning both sentence ex-
traction and document classification.

We now explain how learning document clas-
sification supports sentence extraction. In Fig. 1,
savg is the weighted average of si in terms of
the probability of sentence extraction. It means
that savg includes much more information about
sentences with higher extraction probability. The
probability that the document is related to a sub-
ject qj ≡ p(aj = 1 | D) is estimated by savg.
The error is larger if the contents of extracted sen-
tences do not correspond with the document sub-
ject. By feeding back this error to the predictor,
the model learns to extract sentences related to
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Figure 2: Sentence extraction model using LSTM-RNN with multi-task learning

the document subject. For example, in the case
of a financial report, profit information indicating
profit and revenue increase compared with an ear-
lier term is used as a document subject. Positive
sentences are expected to be extracted so that the
extracted sentences reflect good financial results if
the profit and revenue increase.

Figure. 2 shows the entire model. With respect
to the predictor component in the proposed model,
we use an encoder–decoder architecture modeled
by recurrent neural networks (Kim et al., 2016)
based on recent neural extractive summarization
approaches (Cheng and Lapata, 2016; Nallapati
et al., 2017). However, our summarization frame-
work is applicable to all models of sentence ex-
traction using distributed representation as inputs.
We explain four sub-modules of the summariza-
tion model: sentence encoder, document encoder,
sentence extraction, and document classification.

3.1 Sentence Encoder
We use Convolutional Neural Network (CNN) to
obtain a sentence embedding from word embed-
dings. The training speed of single-layer CNN is
high. It is effective for sentence-level classifica-
tion such as sentiment analysis (Kim, 2014). Ac-
tually, CNN is suitable for use because our model
requires a high computational cost. Sentence em-
beddings are used for both sentence extraction and
document classification.

Let xi ∈ Rd denote the embedding of the i-
th word in the sentence, and xi:i+q−1 ∈ Rdq rep-
resent a concatenated vector that represents a se-
quence of q words. Convolutional filter w ∈ Rdq
is applied as

siw = f(w · xi:i+q + b), (1)

where f is a nonlinear function such as the hy-
perbolic tangent and b is the bias. Max pooling
over time is applied to obtain a single feature sw
representing the sentence under filter w.

3.2 Document Encoder and Extractor

The LSTM-RNN Encoder–Decoder model is used
for sentence extraction. First, on the encoder part,
all sentences of a document are input into the hid-
den layers of RNN. LSTM assigns the input gate,
forget gate, output gate, and memory cells as acti-
vation functions of RNN.

In Fig. 2, hn ∈ Rk is the output of the encoder
part, for which information of all sentences is in-
put. The extraction probability is estimated based
on the encoder part output. The hidden layer of the
decoder part h̄t ∈ Rk is updated by LSTM equal
to the encoder part. The initial value h̄0 is hn. The
input is the prior sentence st−1 multiplied by the
extraction probability pt−1. Therefore, more in-
formation about sentences that are likely to be ex-
tracted is input to the hidden layer. Based on each
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hidden layer, the extraction probability of sentence
t is computed as shown below.

ht = LSTM(st, ht−1) (2)

h̄t = LSTM(pt−1 · st−1, h̄t−1) (3)

pt = σ(wy · [ht : h̄t] + by) (4)

Here, wy ∈ R2k represents the weight vector,
by stands for the bias, and : is the concatenation
operator of vectors. By concatenating the hidden
layers of the decoder part with the encoder part,
the extraction probability is computed by refer-
encing the information of input sentences more di-
rectly. It seems reasonable to pay attention to the
input sentence directly when deciding whether the
sentence should be extracted or not.

3.3 Document Classification
Using the embeddings and estimated extraction
probability of sentences, the probability distribu-
tion of input document subjects is estimated. The
probability that a document is classified into the
subject j, qj , is computed as shown below.

qj = σ(wa · savg + ba) (5)

savg =
∑

t pt · st∑
i pi

(6)

Here, wa signifies the weight vector and ba
is the bias. Additionally, savg represents the
weighted average of sentence embeddings. Each
sentence is weighted by the estimated extraction
probability. The predictor computes the probabil-
ity distribution of a document subject from savg,
which means that the predictor pays more atten-
tion to sentences that are likely to be extracted.

3.4 Multi-Task Learning with Curriculum
Learning

This section presents an explanation of the proce-
dure followed to train the summarization model.
The model parameters are updated to maximize
the likelihood of all sentence labels and document
subject labels. This is equivalent to minimization
of the following error terms.

Ey(θ)=−
n∑
t=1

(yt log pt+(1−yt) log(1−pt))

+λθ‖θ‖2
(7)

Ea(θ)=−
m∑
j=1

(aj log qj+(1−aj) log(1−qj))

+λθ‖θ‖2
(8)

In these equations, ‖θ‖2 is the L2 norm, and λθ
is the regularization term. L2 regularization is in-
troduced to avoid overfitting.

Multi-task learning is generally complicated be-
cause the parameter is optimized simultaneously
for sentence extraction and document classifica-
tion. We introduce curriculum learning (Bengio
et al., 2009) to overcome this difficulty. Curricu-
lum learning is a learning method that aims to im-
prove the performance of a complicated model or
data. The model starts by learning a simple model
or data, and gradually adapts to more complicated
ones.

We introduce two kinds of curriculum learn-
ing for multi-task learning. We apply baby step
curriculum learning (Cirik et al., 2016), which
demonstrates the effectiveness of the LSTM-RNN
architecture. In this, the dataset is categorized
based on the difficulty and added to the order of
ease.

We divide the dataset into three subsets based
on the combination of document type and objec-
tive function. The first subset has documents with
an attached reference summary. The model is
trained for optimizing sentence extraction. The
second uses the same documents as the first. How-
ever, the objective function is document classifica-
tion. The last one has documents with no refer-
ence summary. Only the likelihood of document
subjects as pseudo-rough reference summaries is
maximized in the last dataset. For sentence extrac-
tion task, it is more difficult to train from the last
dataset than the first dataset because information
related to document subjects are more truncated
than the reference summary. The second dataset is
the bridge between the first and the last.

For document classification, sentences are
weight-averaged by the estimated sentence extrac-
tion probability pt. In the second dataset, sen-
tences are weighted not only by pt, but also the
true label yt. pt in Eq.(6) is replaced by p̄t as fol-
lows.

p̄t = κpt + (1− κ)yt (9)

Here, κ is the mixing rate of extraction probabil-
ity and the true label. At the beginning of training,
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pt is not predicted accurately. This will affect doc-
ument classification adversely, therefore κ is set to
nearly zero so that the true label yt is used for doc-
ument classification. By using the true label, train-
ing for sentence extraction and document classi-
fication does not mutually interfere. As training
progress, κ gets larger and document classification
supports sentence extraction.

We believe that our basic idea of curriculum
learning, with some modifications depending on
the task applied, can be applied for other kinds of
multi-task learning in general.

4 Experimental Setup

4.1 Dataset

The NIKKEI Financial Report Corpus

For training and evaluation, we used financial re-
ports published from April 2013 through Septem-
ber 2016. The reports used for evaluation and
validation were published in the last and the sec-
ond to last quarter. All other reports were used
for training. The numbers of reports used for
training, validation, and evaluation were 12, 262,
191, and 183. In the training dataset, 8, 725 re-
ports with no reference summary were included
and used only for training of document classifi-
cation, which predicts document subjects. As for
document subjects, we used subjects of two kinds
as aj ∈ {0, 1} (j = 1, 2), indicating that the
profit and revenue increases compared with the
prior term. aj = 1 denotes that the value in-
creases.

New York Times Annotated Corpus

For the experiment using NYTAC, we evaluated
our model using different amounts of reference
summary. The numbers of articles used for both
validation and evaluation were 200. For training,
we prepared 125, 250, and 500 articles. For train-
ing of document classification, we used 3000 ar-
ticles for which the reference summary was not
attached. As document subjects, we used the
category of a news article aj ∈ {0, 1} (j =
1, 2, · · · , C) as a subject. Each subject corre-
sponded to a news article category, such as ”Busi-
ness” and ”Arts.” aj = 1 denotes that a document
is classified into the category j. C is the number
of categories, which is 26 in our experiment.

4.2 Implementation Details

The word embeddings were pre-trained using
Skip-gram (Mikolov et al., 2013) on all 1, 043, 064
articles in the Japanese version of Wikipedia.
The dimensions of word embedding were 200.
Those of the hidden layer in LSTM-RNN were
400. For CNN, the list of kernel sizes was
{1, 2, 3, 4, 5, 6}. The number of feature maps was
50. Adadelta (Zeiler, 2012) was used for updat-
ing parameters. The initial learning rate was 10−6.
The hyper parameters were optimized using grid
search. We extracted three sentences with the
highest scores in the manner described in an ear-
lier report (Cheng and Lapata, 2016).

4.3 Baselines

For the NIKKEI financial report dataset, we used
LEAD, which extracts the leading three sentences
of a document as a baseline. We also built a base-
line classifier LREG using logistic regression and
human engineered features. The features were
sentence length, position in the document, number
of entities, nouns, verbs, adverbs, and adjectives in
the sentence. We also added the sentiment of sen-
tence to the features. For the financial report sum-
marization, sentiment information is important be-
cause positive/negative sentences are frequently
included in the summary when the revenue in-
creases/decreases. The sentiment is computed by
the frequency of words that appear in the articles
when the revenue increases/decreases. For both
datasets, we assigned NN-SE(Cheng and Lapata,
2016) as the baseline. The difference between
NN-SE and our model is the introduction of multi-
task learning and curriculum learning. The hyper-
parameters are the same as those of our model.
Through comparison with NN-SE, we can validate
the effectiveness of the proposed framework.

5 Results

5.1 Results obtained from the NIKKEI
Financial Report Corpus

Table1 presents the results for financial reports
using F-measure. The precision and recall are
calculated based on binary classification setup.
LEAD, LREG, and NN-SE are used as the base-
lines. The proposed neural multi-task learning
model, NN-ML, is significantly inferior to NN-SE
and LREG. However, NN-ML-CL, the proposed
model with curriculum learning, is superior to all
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Table 1: F-measure evaluation (%) on financial re-
ports

Models F-measure Precision Recall
LEAD 42.1 39.1 50.4
LREG 60.5 67.6 66.5
NN-SE 59.9 58.0 68.8
NN-ML 55.2 52.1 64.6
NN-ML-CL 60.6 54.6 74.9

Table 2: F-measure evaluation (%) depending on
the amount of reference summary

Models 125 250 500 1000 2000
NN-SE 55.2 56.1 58.0 58.0 58.1
NN-ML-CL 58.1 58.4 59.4 59.3 59.2

other models. This result shows that merely in-
troducing multi-task learning does not positively
influence on sentence extraction. However, cur-
riculum learning overcomes the difficulty of multi-
task learning; thus, document classification has
positive effects on sentence extraction.

We confirmed the relation between the effec-
tiveness of our model and the amount of refer-
ence summaries. We compared NN-ML-CL (our
model) and NN-SE in several cases for which the
amounts of reference summaries were 125, 250,
500, 1000, and 2000; the results are shown in Ta-
ble 2. As observed, NN-ML-CL is superior to NN-
SE in all cases. The margin between NN-ML-CL
and NN-SE grows as the amount decreases, which
means that document classification is more effec-
tive in cases with fewer reference summaries.

We also reported the results of human evalu-
ation for summaries generated by the respective
systems. Referring to the gold summary, partic-
ipants ranked the generated summaries generated
by four systems: NN-ML-CL(our system), NN-
SE, LEAD, and LREG. The judging criteria was
informativeness, which indicates how a generated
summary covers information in the gold summary.
From the test documents, we remove summaries
for which the same sentences were extracted by
different systems and randomly sampled 20 docu-
ments. 6 persons participated in the evaluation.

Table 3 presents the distribution of ranking and
the average. Our NN-ML-CL model is ranked first
in more than half the tests and markedly surpasses
other models. Comparison with NN-SE verifies
the effectiveness of multi-task learning for human
evaluation.

Table 3: Ranking distributions (%) and the aver-
age evaluated by humans

Models 1st 2nd 3rd 4th Ave.
LEAD 21.7 20.0 28.3 30.0 2.67
LREG 20.0 28.3 26.7 25.0 2.45
NN-SE 31.7 21.7 16.7 30.0 2.57
NN-ML-CL 51.7 20.0 21.7 6.7 1.83

Table 4: ROUGE scores (%) for various amounts
of reference summaries in NYTAC

Model Ref. ROUGE-1 ROUGE-2
NN-SE 125 17.2 12.1

250 16.8 11.3
500 18.0 12.5

NN-ML-CL 125 18.1 12.7
250 18.3 12.7
500 18.5 12.9

5.2 Results on NYTAC

Table 4 presents our results for NYTAC using
ROUGE-1 and ROUGE-2. In all cases, NN-ML-
CL outperforms NN-SE on both metrics. When
the amount of reference summary is 250, the mar-
gin between NN-ML-CL and NN-SE is the largest
on each metric. For cases with 125 and 500 ref-
erence summaries, improvement is observed, but
the margin is smaller than in the case for financial
reports.

5.3 Discussion

In this section, we discuss how document clas-
sification contributes to the improvement of sen-
tence extraction performance on the financial re-
port dataset.

As mentioned above, NN-ML, the model that
uses multi-task learning, exhibits a performance
that is worse than that of NN-SE, the model that
does not use multi-task learning. One possible ex-
planation would be that it is difficult to optimize
the parameters to maximize the likelihood of both
sentence extraction and document classification si-
multaneously. If the learning task of sentence ex-
traction does not proceed well enough, the task of
document classification may also not work well.
The reason is that the classification task relies on
the estimated probability for sentence extraction in
our proposed summarization framework.

However, curriculum learning improves the per-
formance of the model with multi-task learn-
ing. By introducing curriculum learning into the
framework, we are able to start training the model
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Table 5: Rates (%) of extracted sentences corre-
sponding with a document subject

Correspond Not Others
NN-SE 40.0 40.0 20.0
NN-ML-CL 85.7 14.3 0.0

Table 6: Example of gold summary and sentences
extracted using NN-ML-CL and NN-SE

Sentences extracted by NN-ML-CL
The rapid progress of the strong yen adversely influenced
financial results, but the growth of revenue in areas such
as Europe, Asia, and Oceania increased the revenue to 535
billion yen.
The demand for air conditioners increased because of the
intense July heat.
Sentences extracted by NN-SE
As for fluorine resin, the demand for semiconductors rose
steadily. However, competing Chinese companies gained
power, and revenue for electrical wire use declined.
The revenue of parts for guided missiles increase year-on-
year, but the revenue of medical equipment decrease.
News Article (Gold summary)
In Southeast Asia and Europe, high-end models of air
conditioners sold well. In China and US, revenue rose and
overcame the adverse influence of strong yen. The cor-
porate tax ratio reduction also supported business perfor-
mance. The revenue of air-conditioners, a leading prod-
uct of Daikin, rose 9% in Southeast Asia. The revenue
network in Vietnam and Indonesia expanded. revenue of
air-conditioners rose at a higher pace than market scale.
In China, the revenue of air conditioners for business use
recovered. High-end models were also selling well.

only for sentence extraction. Then, the training for
document classification is started gradually. Even-
tually, it contributes to the improvement of the per-
formance of sentence extraction through the multi-
task learning approach.

From the results for the financial report corpus,
we confirmed that the contents of sentences ex-
tracted by our model corresponded with revenue
and profit changes. Before validation, the sen-
tences were categorized as corresponding to or not
corresponding to others. We compared the results
of sentence extraction with NN-ML-CL and NN-
SE and checked the category distribution of sen-
tences extracted using NN-ML-CL or NN-SE.

Table 5 shows that 85.7% of sentences extracted
using NN-ML-CL correspond to changes of rev-
enues and profits. However, only 40.0% of sen-
tences extracted by NN-SE correspond to these pa-
rameters, which indicates that document classifi-
cation supports extraction of sentences related to
the revenue and profit change, and contributes to
the improvement.

Table 6 shows sentences extracted from finan-
cial reports published by Daikin, Ltd., the lead-
ing air-conditioner manufacturer in Japan. During
this term, the air conditioner revenue increased;
moreover, revenues and profits increased consid-
erably year-on-year. NN-ML-CL extracted sen-
tences that mention the good revenue performance
of air-conditioners in Asia and Europe, which is
the same as that in the gold summary. In contrast,
NN-SE extracts sentences mentioning the bad rev-
enue performance of fluorine resin and medical
equipment, which are not described in the gold
summary. NN-SE is badly affected owing to train-
ing on past reports and articles. Our model ex-
tracts sentences with words that appear frequently
in a positive context. Therefore, sentences related
to good revenue performance are extracted.

There are two main ways of applications for our
summarization approach with document classifi-
cation. In the first case, the text collection has
explicitly annotated document labels, which in-
cludes the collection of news articles with their
category information, product reviews with their
rating, scholarly paper abstracts with their disci-
pline information, etc. In the second case, a docu-
ment label can be acquired from external informa-
tion sources about the text collection. For financial
reports, the information about financial situation
of a target company is extracted from the financial
statement, which in turn can be used for a label of
document classification.

6 Related Work

Based on the recent advances of neural network-
based approaches (Kågebäck et al., 2014; Cao
et al., 2015; Yin and Pei, 2015; Cao et al.,
2016), an attentional encoder-decoder for extrac-
tive single-document summarization and its appli-
cation to the news corpus was proposed (Cheng
and Lapata, 2016; Nallapati et al., 2017). Al-
though we employ an encoder-decoder architec-
ture in the predictor component of our summariza-
tion framework, the framework can be applied to
all models of sentence extraction using distributed
representation as inputs, including recently ad-
vanced other attention-based encoder-decoder net-
works (Wang et al., 2016; Yang et al., 2016)

(Cheng and Lapata, 2016; Nallapati et al.,
2017) argue that a stumbling block to applying
neural network models to extractive summariza-
tion is the lack of training data and documents with
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sentences labeled as summary-worthy. To over-
come this, several studies have used artificial ref-
erence summaries (Sun et al., 2005; Svore et al.,
2007; Woodsend and Lapata, 2010; Cheng and
Lapata, 2016) compiled by collecting documents
and corresponding highlights from other sources.
However, preparing such a parallel corpus often
requires domain-specific or expert knowledge de-
pending on the domain (Filippova et al., 2009;
Parveen et al., 2016). Our summarization uses
document-associated information as pseudo rough
reference summaries, which enables us to learn
feature representations for both document classi-
fication and sentence identification with smaller
amounts of actual reference summaries.

Neural networks based multi-task learning has
recently proven effective in many NLP problems
(Liu et al., 2015, 2016; Firat et al., 2016; Dong
et al., 2015). Aiming at single document summa-
rization with relatively small amounts of reference
summaries, we demonstrated document summa-
rization in the framework of multi-task learning
with curriculum learning for sentence extraction
and document classification. This enabled us to
obtain better feature representations to extract sen-
tences from documents.

7 Conclusion

In this paper, we proposed a general framework
for extractive summarization using document sub-
jects. Our key idea is to use a multi-task learn-
ing method that supports sentence extraction while
enabling document classification, assuming that a
document can be classified into certain subjects,
and sentences for a summary are extracted in rela-
tion to the subjects.

This framework enables single document sum-
marization with relatively small amounts of refer-
ence summaries since document subjects can be
used as pseudo-rough reference summaries. Our
proposed method can be widely applied for actual
documents attached with meta-information such
as product reviews, sports news and so on.

Experimental results showed that our model is
less effective on the news corpus. For higher per-
formance, more information such as the embed-
dings of news descriptors for document classifica-
tion must be used.
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