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Abstract

In this work, we investigate the possibility

of cross-website transfer learning for tackling

the cold-start problem. To address the cold-

start issues commonly present in a collabora-

tive �ltering (CF) system, most existing cross-

domain CF models require auxiliary rating

data from another domain; nevertheless, un-

der the cross-website scenario, such data is of-

ten unobtainable. Therefore, we propose the

nearest-neighbor transfer matrix factorization

(NT-MF) model, where a topic model is ap-

plied to the unstructured user-generated con-

tent in the source domain, and the similarity

between users in the latent topic space is uti-

lized to guide the target-domain CF model.

Speci�cally, the latent factors of the nearest-

neighbors are regarded as a set of pseudo ob-

servations, which can be used to estimate the

unknown parameters in the model. Improve-

ment over previous methods, especially for the

cold-start users, is demonstrated with experi-

ments on a real-world cross-website dataset.

1 Introduction

While collaborative �ltering (CF) approaches are

one of the most successful methods for building rec-

ommender systems, their performance deteriorates

dramatically under cold-start situations. That is, low

prediction accuracy is observed for users/items with

very few ratings. Content-based recommender sys-

tems may also suffer from the cold-start problem.

For instance, content-based nearest-neighbor mod-

els (Pazzani and Billsus, 2007) might not be as ef-

fective if some users contain too few information to

generate a meaningful set of neighbors.

Two types of solutions have been proposed to ad-

dress the cold-start problem. The �rst is to cre-

ate hybrid recommendation models that impose a

content-based model on a CF model to enrich the

information for users/items with sparse rating pro-

�les (Burke, 2002; Burke, 2007). The second is to

transfer the information from auxiliary domains as

a remedy to the cold-start individuals (Deng et al.,

2015). This paper aims at bringing a marriage be-

tween these two types of strategies.

Although transfer learning gradually gains pop-

ularity in handling the cold-start issue (Roy et al.,

2012), most of them assume a homogeneous model

where observations in both domains are of the same

type. That is, to transfer knowledge to a rating-

based/text-based recommender system, the source

system must also be rating-based/text-based. Some

earlier works even require the ratings from both do-

mains to be in the same format (Li et al., 2009),

or assume speci�c structured text, such as user-

provided tags (Shi et al., 2011; Deng et al., 2015). In

this work, by contrast, no source-domain ratings are

available and unstructured user-generated content is

treated as the auxiliary data. We propose a hetero-

geneous transfer learning framework to utilize un-

structured auxiliary text for a better target-domain

CF model.

As there is no single service satisfying all so-

cial needs, users nowadays hold multiple accounts

across many websites. Furthermore, the account

linking mechanism is often available on these web-

sites. This allows a precise mapping between the

accounts of the same user to be built. One major ap-

plication of our approach is to improve the recom-
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mendation quality in the target service using auxil-

iary data obtained from another seemingly irrelevant

service.

For instance, consider a new user on YouTube.

The initial recommended videos for this user is

likely to be irrelevant as there is very few infor-

mation available. However, with the account link-

ing mechanism, YouTube accounts can be linked to

Twitter accounts with a simple click. Our goal is to

utilize the content generated by this user on Twitter,

despite the possibility that the content is irrelevant

to their preference on video browsing, to produce a

better video recommendation list on YouTube.

Seemingly intuitive, there exist some dif�culties

in such cross-website transfer learning approach.

The biggest challenge lies in the fact that most users

do not use multiple services (e.g. social media sites)

for the same purpose. Usually a user registers for

multiple services because each of them serves its

own purpose. As a result, we cannot assume the ex-

istence of direct mentions about target-domain items

in the source-domain text data. For example, a regu-

lar YouTube viewer does not necessarily tweet about

the videos he/she has viewed. Thus simple meth-

ods such as keyword matching are likely to fail.

The same reasoning also implies that, when transfer-

ring knowledge across websites or services, the as-

sumption of a shared rating format or structured text

is overly optimistic. Even websites aiming for the

same purpose often violate this assumption, let alone

websites of different types. Therefore, we expect

that the source and target services contain heteroge-

neous information (e.g. content vs. rating). In our

model, we make a less strong assumption: regard-

less of the type of information available in each do-

main, the users that are similar in one domain should

have similar taste in the other domain. Thus, instead

of directly transfer the content material from source

to target domain, we transfer the similarity between

users, and use it as a guide to improve the CF model

in the target domain.

2 LDA-MF Model

We �rst introduce an intuitive model to realize the

above-mentioned idea, and point out several in-

trinsic weaknesses making it unsuitable for cross-

website transfer learning.

Here we rely on the probabilistic matrix factoriza-

tion (PMF) model as our target-domain CF model.

In the PMF model, each user latent factor is mod-

eled (a priori) by a zero-mean Gaussian. To incor-

porate source-domain information into the target-

domain PMF model, for each user i, a topic vector
θi is extracted from source-domain text content and

assigned as the prior mean of this user's PMF latent

factor, that is,

ui ∼ N (θi, λ
−1
U I), (1)

where λU is the precision parameter and I is the

identity matrix. Different from the original PMF

model, prior distributions of different user latent fac-

tors are no longer identical. For users having simi-

lar source-domain topic vectors, their latent factors

are expected to be close in the target-domain latent

space. Such property allows the similarity between

users to be transferred from source domain to the

target domain.

With the latent Dirichlet allocation (LDA) (Blei

et al., 2003) topic model being used, the graphical

model is depicted in Figure 1. This model is sim-

ilar in structure to the recently proposed collabora-

tive topic regression (CTR) (Wang and Blei, 2011)

model. The main difference is that, instead of mod-

eling description about items, now user-generated

content from the source domain is modeled in our

problem. We call this model the LDA-MF model.
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Figure 1: The LDA-MF model.

Although LDA-MF indeed incorporates knowl-

edge from the source domain, it has certain weak-

nesses which need to be addressed. The most sig-

ni�cant drawback is that the dimensionalities of the

LDA topic vector θi and the PMF user latent fac-

tor ui are required to be equal. These two variables

are of very different nature. One is extracted from

text data in the source domain to model the topics
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of the user-generated content, and the other is gen-

erated from the rating data in the target domain to

model the latent interests of users. It is an overly

strong assumption to assume the optimal dimension-

alities for LDA and PMF are equal. In practice, if

we choose the dimensionality to optimize the pre-

dictive power of PMF (e.g. by cross-validation on

the rating data), the LDA model is likely to yield

sub-optimal results and vice versa. The experiments

that will be shown later con�rm this concern. Fur-

thermore, since the two variables are modeling dif-

ferent types of observations coming from different

websites, the underlying meanings of the latent di-

mensions are unlikely to be identical. By treating

the LDA topic vector as the prior mean of the PMF

user latent factor, the latent dimensions are forced to

be one-to-one aligned, which is again a strong as-

sumption. Finally, the topic vectors are drawn from

the Dirichlet distribution which has a bounded (and

positive) support S, while the latent factors in PMF

are unbounded Gaussian random vectors. If the op-

timal solution of ui is far from S, the performance
of the model could be affected, particularly in the

cold-start situation where data is sparse and the prior

plays an important role.

3 Nearest-Neighbor Transfer MF Model

To alleviate the drawbacks of the LDA-MF model,

here we propose nearest-neighbor transfer matrix

factorization (NT-MF) model to transfer user inter-

ests across websites. The entire framework is de-

picted in Figure 2.

We begin by describing the scenario in which our

model operates. First, there is a rating-based rec-

ommender system (i.e. PMF) in the target domain,

which suffers from the cold-start problem. The tar-

get domain might or might not contain content in-

formation. For example, in the video recommenda-

tion task, we can use the titles of all rated videos of

a user to generate content information in the target

domain. Such information is not available for the

cold-start users since they have not rated any videos.

However, in the source domain there are some con-

tent information available for these users. This can

be, say, the content of a user's tweets. As previously

mentioned, this type of auxiliary text data is imme-

diately available when a user connects the accounts

Figure 2: The entire system.

from two domains. Therefore, we assume this aux-

iliary text data is available for all users.

3.1 Model Outline

Next, we describe the high level concept of our

model. As described previously, we have observed

that the hypotheses encoded by the LDA-MF model

is too strong as the PMF latent factor is enforced

to inherit certain mathematical properties from the

LDA topic vector. Here we loosen the constraint to

only enforce that users should have similar distri-

butions over the target-domain PMF latent factors

if there is a high similarity between their source-

domain topic vectors.

It is a reasonable hypothesis since our objective

is to make the target-domain rating matrix factorize

in a way that is consistent with the knowledge ex-

tracted from source-domain text. After all, the fac-

torization of incomplete matrix is not unique, and

there is no reason that the latent factor should match

the topic factor of the user. In fact, our hypothesis

implies a different distribution over the PMF latent

factor for each user, i.e. ui ∼ N (µi, Σi), where
(µi, Σi) are unknown parameters, and are (possibly)
different for each user.

To estimate the unknown parameters in a dis-

tribution, normally we need a set of observations,

(u
(1)
i , u

(2)
i , . . . ). However, the parameters now be-

long to a distribution over a latent variable, which is

non-trivial to estimate since we have no observations

about the user latent factor. An exhaustive search
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over the parameter space is obviously intractable.

Even if we treat the entire model as a hierarchical

model and learn the parameters indirectly from rat-

ing data, the cold-start problem immediately comes

in and forbids us from learning a representative dis-

tribution for users.

We propose the idea of using the latent factors of

the nearest-neighbors to estimate the unknown pa-

rameters in the distribution for a user. That is, the

latent factors of the nearest-neighbors, {ul}l∈kNN(i),

are regarded as a set of pseudo observations to re-

place the unavailable data, (u
(1)
i , u

(2)
i , . . . ). How-

ever, the de�nition of �closeness� is not based on

target-domain rating data, but computed by the topic

vectors obtained from the content in the source do-

main (and the target domain, if available). Our

model is thus not hampered by the cold-start prob-

lem.

Note that, in addition to the set of k-nearest-
neighbors kNN(i), we also have the corresponding

similarity scores sim(i, l) between each neighbor

l and user i. The similarity scores along with the

list of nearest-neighbors are transferred to the tar-

get domain to form a set of weighted samples, D,

which can be used to estimate the unknown parame-

ters (µi, Σi), i.e.,

D ≡
{

{ul}l∈kNN(i)

wl = sim(i, l).
(2)

The main purpose of assigning a sample weight

wl to each of the pseudo observations ul is that by

doing so, users with a higher source-domain simi-

larity to user i will have a larger impact on the esti-
mation of the target-domain parameters (µi, Σi). In
other words, with this model speci�cation, the simi-

larity between users is transferred across domains.

3.2 Inference in NT-MF Model

To perform inference in our model, we adopt the

maximum a posteriori (MAP) strategy and alter-

nately update the user and item latent factors (i.e.

by block coordinate ascent), similar to some previ-

ous solutions (Salakhutdinov andMnih, 2007; Wang

and Blei, 2011).

To solve for the optimal user latent factor ui,

we need to �rst estimate the unknown parameters

(µi, Σi). Therefore, in our coordinate ascent algo-

rithm, different from the original PMF model, we

update the user latent factors one by one. That is,

all user latent factors are regarded as �xed constants

except for the one, ui, to be updated. By doing so,

for each user i, a set of pseudo observations about

ui (Eq. 2) is available. Using these pseudo obser-

vations, the unknown parameters (µi, Σi) can then

be estimated with standard techniques such as maxi-

mum likelihood estimation (MLE). After an estima-

tor of (µi, Σi) is obtained, we can analytically solve
for the MAP solution of the user latent factor ui.

Then, we move on to the next user, and the coor-

dinate ascent procedure continues. These two steps,

namely the estimation of unknown parameters and

the updating of the latent factors, are repeated until

convergence.

One advantage of this procedure is that the list

of nearest-neighbors and the similarities in Eq. 2

need not be recomputed during inference, avoiding

expensive recomputation of pairwise similarities. It

is also noticeable that, different from other transfer-

based approaches, rating information and structured

text from the source domain are not required in this

procedure of model optimization. This further adds

a level of �exibility to our framework for transfer-

ring user interests across websites.

3.3 Case Study: Inferring Unknown Mean

To clarify the previous discussions, we present a

simple but detailed case-study on how an NT-MF

model and its optimization procedure can be de-

rived. The latent factor ui for each user is assumed

to be generated from a multivariate normal distribu-

tion with unknown mean µi and a known precision

parameter λU , which is shared among the users.

The generative process proceeds as follows:

1. For each user i, draw user latent factor ui ∼
N (µi, λ

−1
U I).

2. For each item j, draw item latent factor vj ∼
N (0, λ−1

V I).

3. For each observed user-to-item pair (i, j), draw
the rating rij ∼ N (uT

i vj , λ
−1
0 ),

where λ0 is the precision parameter of the rat-

ings, and λU , λV are the precision parameter of the

808



users and items, respectively. We use the notation

N (x|µ, Σ) to denote the Gaussian pdf with mean µ
and covariance Σ.

The model is optimized by maximizing the pos-

terior likelihood of the latent variables (an additive

term is omitted),

L = −λ0

2

M∑

i=1

N∑

j=1

γij

(
rij − uT

i vj

)2

− λU

2

M∑

i=1

(ui − µi)
T (ui − µi) − λV

2

N∑

j=1

vT
j vj ,

(3)

where γij is an indicator variable which is equal to

1 if item j is rated by user i, and 0 otherwise.

To solve the MAP problem, we need to �rst es-

timate the unknown parameters in the distribution,

which in this case is the mean vector µi. The

likelihood function over the pseudo observations,

{ul}l∈kNN(i), is de�ned as,

p(D|µi, λU ) =
∏

l∈kNN(i)

N (ul|µi, λ
−1
U I). (4)

By taking derivative of Eq. 4 with respect to µi

and set it to zero, we obtain,

∑

l∈kNN(i)

(ul − µi) = 0, (5)

which implies that the MLE of µi is the sample

mean. However, since we are dealing with a set of

weighted samples, the sample mean is replaced by

the weighted average (the weights wl are assumed

to add up to one):

µi =
∑

l∈kNN(i)

wlul. (6)

Our model yields an intuitive result: to estimate

the mean vector µi of ui, we can simply take the

weighted average of the latent factors ul from the

nearest-neighbors as an estimator, where the weights

are the similarity scores between the textual pro�les

of user i and its neighbors.

Given µi, we can now maximize Eq. 3 with re-

spect to ui and vj . By taking derivative of Eq. 3

with respect to ui and vj and set it to zero, we obtain

the update equations,




N∑

j=1

γijvjv
T
j +

λU

λ0
I


ui =

N∑

j=1

γijrijvj +
λU

λ0
µi

(7)
(

M∑

i=1

γijuiu
T
i +

λV

λ0
I

)
vj =

M∑

i=1

γijrijui. (8)

Now with Eq. 6 to Eq. 8 at hand, we can itera-

tively solve for µi, ui and vj for all users and items

until the model converges.

It can be seen from this case-study that NT-MF

eliminates the three major drawbacks of the previ-

ously mentioned LDA-MF model. First, the topic

vectors and the user latent factors are not required

to have equal dimensionalities, which allows for the

optimal dimensionality to be chosen in both models.

Second, the mean vector, that is, the kNN weighted

average in Eq. 6, is a linear combination of a set of

user latent factors; as a result, the latent dimensions

of ui and µi are naturally aligned. Third, the mean

vector µi has the same support as the user latent fac-

tor ui, avoiding the risk of prior misspeci�cation in

cold-start situations.

4 Experiment

We use YouTube video recommendation to test the

usefulness of NT-MF under the cold-start scenario.

The NT-MF model used in this section follows the

optimization procedure derived in Section 3.3.

4.1 Dataset and Statistics

To construct a dataset containing both the users' rat-

ing history and textual information, we begin with

the user pro�le pages on Google+. A large propor-

tion of Google+ users provide links to their pro�le

pages from other social network services (e.g. Twit-

ter). More importantly, if a user owns a YouTube

account, a link to the user's YouTube channel will

be automatically added to his Google+ pro�le. This

makes a fully aligned dataset available. Users' Twit-

ter accounts are obtained via their Google+ pro�le

page, and the concatenation of tweets is regarded as

the auxiliary text data. It has been shown that by

concatenating the tweets, more representative user
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topic vectors can be obtained (Hong and Davison,

2010). We refer to this text data as the Twitter cor-

pus.

Videos in a user's �liked� or �favorite� playlists

are considered to have a rating rij = 1. Other

videos are assigned rij = 0. In other words, we

are dealing with a one-class collaborative �ltering

(OCCF) problem (Pan et al., 2008). We adopt the

same strategy as in (Wang and Blei, 2011) to deal

with OCCF. First, all ratings are assumed to be ob-

served, i.e. γij = 1 for all user-item pairs. Next,

a con�dence parameter cij is introduced to reduce

the in�uence of the huge number of zeroes during

model optimization. The con�dence parameter takes

place of the original rating precision parameter λ0

and is de�ned in (Wang and Blei, 2011) as cij =
a if rij = 1 and cij = b otherwise (a > b > 0). All
the derivations in the previous sections follow intu-

itively.

The titles of the liked videos are concatenated and

treated as the text data in the target domain (which

we refer to as the YouTube corpus). As for the vo-

cabulary, stopwords are �rst removed, and then 5000

words are selected from the YouTube corpus based

on their TF-IDF scores (Blei and Lafferty, 2009).

On average, each user's Twitter text data contains

5149 words and 1193 distinct terms, and each user's

YouTube text data contains 158 words and 116 dis-

tinct terms. These statistics are in accordance with

our assumption that text data in the source domain is

abundant comparing to that in the target domain.

To validate the prediction result, each user has at

least 10 liked videos. Videos with less than 5 likes

are removed from the dataset. After data cleansing,

there are 7328 users and 18691 videos in the dataset.

The maximum number of likes received by a video is

98, and the average is 19.1. Among all videos, 92%

of them are liked by less than 40 users. The max-

imum number of likes given by a user is 908, and

the average is 48.8. Among all users, 89% of them

have liked less than 100 videos. The sparsity (ratio

of zeroes to the total number of entries) of the rating

matrix is 99.74%, which illustrates the dif�culty of

this recommendation task.

4.2 Evaluation and Scenario

We choose the area under ROC curve (AUC) as the

evaluation metric. AUC is often used to compare

models when there is severe class imbalance, which

is the case in our OCCF problem since we regard

all zeroes as observed. All reported results are the

average of 5 random data splits.

Similar to the experiments performed in (Wang

and Blei, 2011), we test the performance of each

model under two different scenarios. The �rst one is

the task of in-matrix prediction. In this task, the likes

received by each video are partitioned into three sets,

namely the training, validation and testing sets. The

ratio of data partition is 3:1:1. There are no cold-

start users for the in-matrix prediction.

The second task is the out-of-matrix prediction,

where the users are partitioned into three sets with

the same 3:1:1 ratio. To make the two tasks compa-

rable, we randomly split the data until the number of

observations in each of the three sets is closed to that

of the in-matrix task. Users in the testing set are all

cold-start users. The only data we have when mak-

ing prediction on the cold-start users is the auxiliary

text data.

4.3 Baseline Methods

• LDA:We run linear regression on the LDA fea-

tures to predict the ratings. This model serves

as a content-based baseline.

• UKNN: The user-kNN algorithm (Herlocker

et al., 1999) based on LDA features is imple-

mented. This model serves as a neighborhood-

based baseline.

• PMF: PMF (Salakhutdinov and Mnih, 2007) is

a classic and widely-used CF model. It uses

only the rating information, and thus is not ca-

pable of performing the out-of-matrix task.

• LDA-MF: This model is implemented as has

been described in Section 2. It is similar to

CTR (Wang and Blei, 2011) in structure. Since

the optimization of the full model converges

badly, we pre-train the LDA part of the model,

and �x the topic vector when optimizing the

PMF part.

All hyperparameters are tuned on the validation

set. Due to ef�ciency and storage considerations,

for UKNN and NT-MF, the k-nearest-neighbors are
computed approximately with the FLANN library
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Figure 3: In-matrix AUC using different corpus. For methods signi�cantly worse than others, we cut off the plot and put the AUC

values on top of the bars. NT-MF is signi�cantly better than the baselines in all plots, according to a paired t-test (p < 0.05).

(Muja and Lowe, 2014). The symmetric Kullback-

Leibler divergence is chosen to be the distance met-

ric between topic vectors. For all baseline methods,

we use K to denote the dimensionality of the latent

variables. However, when discussing about NT-MF,

since the number of topics can be different from the

number of user latent factors, we use T to denote the

former andK to denote the latter to avoid confusion.

4.4 In-Matrix Prediction

In this section, the in-matrix prediction is discussed.

First, we test the model's general performance on

different corpora. Normally, the optimal number

of topics will not be the same for different cor-

pora. Since the LDA model performs the best with

K = 50 on the YouTube corpus and K = 200 on

the Twitter corpus, we report the results when K is

set to these two numbers.

Figure 3(a) shows the results when no source-

domain information is available and thus no trans-

fer learning is performed. That is, all models are

provided only with the YouTube ratings and the

YouTube corpus. Because the YouTube corpus is

scarce, the LDA model results in lower AUC when

more topics are used, signifying over�tting. The

same reason also leads to limited improvement of

LDA-MF over PMF. Using neighborhood informa-

tion alone, UKNN performs poorly. On the other

hand, as a model bringing neighborhood information

into PMF, NT-MF outperforms all baselines signi�-

cantly. The above analysis shows that, although us-

ing either content (LDA) or neighborhood (UKNN)

information alone is insuf�cient to generate good

predictions, they can effectively improve the factor-

ization of the rating matrix if used correctly.

To demonstrate the advantage of transfer learning,

we study the scenario where only source-domain

text and target-domain ratings are available. That is,

the YouTube corpus in the previous analysis is re-

placed with the Twitter corpus. The result is shown

in Figure 3(b). Comparing to Figure 3(a), we can

see that although the Twitter corpus is larger than

the YouTube corpus, it leads to a worse performance

for LDA and UKNN. Content information from the

noisy Twitter corpus alone is not suf�cient to capture

the rating behavior of users. However, by integrat-

ing the content information and rating history, both

LDA-MF and NT-MF bene�t from a larger corpus.

In the following analyses, we use data from both

websites. For LDA, PMF and LDA-MF, we merge

the two corpora by summing up the word counts.

For UKNN and NT-MF, however, there is a more

elegant way to combine the knowledge from differ-

ent websites. First, we compute user similarity sep-

arately from the two corpora. Then, the two sets of

similarity scores are weighted and averaged. Finally,

the nearest-neighbors are computed based on this set

of newly generated similarity scores. By applying

this strategy to NT-MF, not only can θi and ui dif-

fer in dimensionality, but also the optimal number of

topics can be used for different corpora. Regardless

of K, we use T = 50 for YouTube and T = 200 for

Twitter in our NT-MF model. The result is shown in

Figure 3(c). By comparing it with Figure 3(b), we

can see that the AUC of NT-MF increases while that

of LDA-MF remains unchanged. UKNN also bene-

�ts from this strategy. These facts show that, instead

of merging the two corpora directly, our strategy of

averaging the similarities is more advantageous.
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Figure 4: (a) Cumulative in-matrix AUC. Each point (x, y) in the �gure means that the model gives an averaged AUC of y among

all users who have less than or equal to x observed ratings. (b) Difference in cumulative in-matrix AUC between NT-MF and

baseline methods.

Next, as a preliminary investigation of the perfor-

mance on cold-start users, in Figure 4(a), we plot

the cumulative AUC with respect to the total num-

ber of observed ratings. NT-MF outperforms other

methods in terms of cumulative AUC regardless of

the number of observed ratings. The advantage of

NT-MF over the baseline methods is even greater

as the number of observed ratings decreases (except

for LDA). To make it clear, we plot the difference

in AUC between NT-MF and the baseline methods

in Figure 4(b). This phenomenon sheds light on the

advantage of NT-MF under cold-start scenario.

4.5 Out-of-Matrix Prediction

In this section, we discuss the out-of-matrix predic-

tion. Users in the testing set are all completely cold-

start users. That is, we are only provided the Twit-

ter corpus when making prediction for these users.

Therefore, our previous strategy of averaging the

similarities only applies to users in the training set.

For this study we adopt the strategy of merging the

two corpus instead of averaging the similarities. The

number of topics T = 150 is chosen for NT-MFwith

respect to the validation AUC.

The result is presented in Figure 5. We plot the

AUC against the dimensionality of the latent vari-

ables K. It can be observed that NT-MF beats all

baseline methods regardless of K. Comparing to

Figure 3, the out-of-matrix AUC is much lower, sig-

nifying the dif�culty of cold-start recommendation.

Under the cold-start scenario, the latent factor
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Figure 5: Out-of-matrix AUC. NT-MF is signi�cantly better

than the baselines, according to a paired t-test (p < 0.05).

used in the prediction phase is taken to be the prior

mean for the MF-based models. For LDA-MF the

prior mean is the topic vector θi, while for NT-MF it

is the weighted average µi given by Eq. 6.

Since θi is used in place of ui in the LDA-MF

model when generating predictions, the curves of

LDA and LDA-MF look very similar. A paired

t-test (p < 0.05) shows no statistically signi�cant

difference between these two methods when K =
10 (p = 0.48) and K = 20 (p = 0.09). Despite the
fact that ui = θi is �xed for the cold-start users in

the LDA-MF model, as K becomes larger, the item

latent factors can carry more information in the rat-

ing data, which results in a higher AUC than LDA.

However, since the dimensionalities of the LDA part

and PMF part must match, the inference procedure

of LDA-MF becomes very slow whenK is large. To
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make a better use of the available data, the compu-

tational ef�ciency must be sacri�ced.

On the other hand, note that NT-MF achieves the

highest AUC when K = 50. In fact, not only does

NT-MF beat all baseline methods under different K
values, it also outperforms the best LDA-MF model

(K = 200) with fewer latent factors (K = 20). Un-
like LDA-MF, the latent factors of the cold-start

users are not �xed in NT-MF. Therefore, NT-MF can

represent the information in a more concise way. In

this case, NT-MF is better than LDA-MF in terms of

both execution speed and predictive power.
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Figure 6: Performance of NT-MF based on out-of-matrix AUC

for different values of K and T .

In Figure 6 we investigate the effect of different

values of K and T . For each curve, we can see that
the performance is about the same for K ≥ 50. This
is in accordance with the observation that NT-MF

does not need as many latent factors as LDA-MF to

achieve the same level of performance. Also, while

increasing the number of topics T improves the per-

formance in general, increasing T from 150 to 200

gives no signi�cant improvement. The most impor-

tant observation is that the highest AUC is achieved

when K = 50 and T = 150. In other words, the op-
timal number of topics is different from that of user

latent factors. This further justi�es the advantage of

NT-MF against previous methods.

5 Related Work

Although not directly aiming to solve the problem

we have proposed, there exists some models of sim-

ilar structure or adopt similar ideas.

As previously mentioned, LDA-MF is similar in

structure to CTR. Collaborative topic Poisson fac-

torization (CTPF) (Gopalan et al., 2014) combines

the ideas of CTR and Poisson factorization (Gopalan

et al., 2013) for a better performance. We have also

tried CTPF on our dataset; nevertheless, there is no

signi�cant improvement over LDA-MF.

Recently, the neighborhood-aware probabilistic

matrix factorization (NHPMF) model is proposed

(Wu et al., 2012) as a method to combine kNN and

PMF. It is originally proposed to leverage tagging

data for improving PMF. This model can also be

applied to our problem if we use the Twitter cor-

pus in place of the unavailable tagging data. How-

ever, in the NHPMFmodel, the mean parameters are

not treated as constants when the user latent factors

are updated. As a result, an extra term appears in

the gradient formula, which leads to an O(k2) time
complexity, with k being the number of nearest-

neighbors considered. On the other hand, the com-

putation of the weighted average (i.e. Eq. 6) takes

O(k) time complexity. We have implemented NH-

PMF for comparison. As we increase k, NHPMF

becomes signi�cantly slower than NT-MF, while its

performance is no better than NT-MF on our dataset.

6 Conclusion

In this work, we propose NT-MF, a cross-website

transfer learning model which integrates content,

neighborhood and rating information to alleviate the

cold-start problem. A signi�cant improvement over

previous methods is demonstrated on a real-world

cross-website dataset. The improvement is even

more signi�cant under the cold-start scenario.

So far we use the LDA topic vector to represent

a user. As future work, different aspects of text can

be taken into account to generate a more comprehen-

sive user model. For example, writing styles or opin-

ion mining may provide different insights on user

behavior. Another possible extension is to apply our

idea to more realistic settings such as large-scale and

online recommender systems.
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