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Abstract

In Japanese, zero references often occur and
many of them are categorized into zero ex-
ophora, in which a referent is not mentioned in
the document. However, previous studies have
focused on only zero endophora, in which
a referent explicitly appears. We present a
zero reference resolution model considering
zero exophora and author/reader of a docu-
ment. To deal with zero exophora, our model
adds pseudo entities corresponding to zero
exophora to candidate referents of zero pro-
nouns. In addition, we automatically detect
mentions that refer to the author and reader of
a document by using lexico-syntactic patterns.
We represent their particular behavior in a dis-
course as a feature vector of a machine learn-
ing model. The experimental results demon-
strate the effectiveness of our model for not
only zero exophora but also zero endophora.

Introduction

}@nlp.ist.i.kyoto-u.ac.jp

For example, in example (1) , the accusative argu-
ment of the predicateft-X % 3 (eat) is omitted !
The omitted argument is called a zero pronoun. In
this example, the zero pronoun refers to*A 4 ”
(pasta).

Zero reference resolution is divided into two sub-
tasks: zero pronoun detection and referent identifi-
cation. Zero pronoun detection is the task that de-
tects omitted zero pronouns from a document. In
example (1), this task detects that there are the zero
pronouns in the accusative and nominative cases of
“fxX% 9 (eat) and there is no zero pronoun in
the dative case of £-X ¥ J". Referent identifica-
tion is the task that identifies the referent of a zero
pronoun. In example (1), this task identifies that the
referent of the zero pronoun in the accusative case of
“RANRFET"is“ /XA H " (pasta). These two subtasks
are often resolved simultaneously and our proposed
model is a unified model.

Many previous studies (Imamura et al., 2009;
Sasano et al., 2008; Sasano and Kurohashi, 2011)
have treated onlgero endophora which is a phe-

Zero reference resolution is the task of detecting anghmenon that a referent is mentioned in a document

identifying omitted arguments of a predicate. Sincg cp g5 452 #”

(pasta) in example (1). However,

the arguments are often omitted in Japanese, zejQ,, exophora which is a phenomenon that a ref-

reference resolution is essential in a wide range qf

rent does not appear in a document, often occurs in

Japanese natural language processing (NLP) appjisnanese when a referent is an author or reader of a

;:atloTst_such as information retrieval and machingocyment or an indefinite pronoun. For example, in
ranslation.

1) N"=EN HET wH (¢ 1)
pastaNOM like everyday (¢-NOM)
(¢ 7) BRRET,
(¢-ACC) eat

(Liking pasta, §) eats ¢) every day)
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example (1), the referent of the zero pronoun of the
nominative case of f£-X ¥ 9™ (eat) is the author of

In this paper, we use the following abbreviations: NOM
(nominative), ABL(ablative), ACC (accusative), DAT (dative),
ALL (allative), GEN (genitive), CMI (comitative), CNJ (con-
junction), INS(instrumental) and TOP (topic marker).
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Referent

Zero pronoun in the document

Example

FlEH 7 =& THEH (h 7 = 2)iE-> T 5,
(I like cafes and go (to a cafe) everyday.)

- FS A1) k% ([reade] =)
Zero exophora Exist Not exist BHESE TN =EEET,
(I would like to explain the advantage (teepdet]).)
Not exist HRTNFTV Ty I AZ AL (X)) I 5,
No zero referencs Not exist (You can have a relaxing time.)
*There is no dative case.

Zero endophora Exist Exist

Table 1: Examples of zero endophora, zero exophora and no zero reference.

the document, but the author is not mentioned exarticles and shopping sites, the A/R often appear in
plicitly. the discourse. The A/R tend to be omitted and there
@ iz s o
recently PCINS movie-ACC . ) .p. .
([unspecified:persdn) s ity expressions. Therefore, it is important to deal
([unspecified:persdiNOM) can see with the A/R of a document explicitly for the refer-

(Recently, (people) can see movies by a PC.) ent identification.
¥ {PEOp y ' The A/R appear as not only the exophora but also

Similarly, in example (2), the referent of the zerope endophora.
pronoun of the nominative case ofit %" (can

see) is an unspecified person. ) :%Tgtgm S TK?T%;EL:DAT gl{%Nng)
Most previous studies have neglected zero ex- o . y
ophora, as though a zero pronoun does not exist in 7298 EoThEd,

will go have thought

a sentence. However, such a rough approximation :
(I have thought (1) will go to Kyoto.)

has impeded the zero reference resolution research.

In Table 1, in “zero exophora,” the dative case of e X A ronder 12 £ 2102 X0
the predicate has the zero pronoun, but in “no zero you all-TOP whereDAT want to go
reference,” the dative case of the predicate does not (5 & A7) (=) BATLES Y,
have a zero pronoun. Treating them with no dis- (you all-NOM) (I-DAT) let me know

tinction causes a decrease in accuracy of machine
learning-based zero pronoun detection due to a gap
between the valency of a predicate and observed af example (3), £” (1), which is explicitly men-
guments of the predicate. In this work, to deal withioned in the document, is the author of the docu-
zero exophora explicitly, we provide pseudo entitiegnent and £5 & A7 (you all) is the reader. In this pa-
such as @uthoi, [readel]l and [unspecified:persdn per, we call these expressions, which refer to the au-
as candidate referents of zero pronouns. thor and readeruthor mention andreader men-

In the referent identification, selectional prefertion. We treat them explicitly to improve the per-
ences of a predicate (Sasano et al., 2008; Sasano danance of zero reference resolution. Since the
Kurohashi, 2011) and contextual information (lidaA/R are mentioned as various expressions besides
et al., 2006) have been widely used. The author angkrsonal pronouns in Japanese, it is difficult to de-
reader (A/R) of a document have not been used fagct the A/R mentions based merely on lexical in-
contextual clues because the A/R rarely appear farmation. In this work, we automatically detect
the discourse in corpora based on newspaper arthe A/R mentions by using a learning-to-rank al-
cles, which are main targets of the previous studiegorithm(Herbrich et al., 1998; Joachims, 2002) that
However, in other domain documents such as blogses lexico-syntactic patterns as features.

" 2In the following examples, omitted arguments are put in ONnce the A/R mentions can be detected, their in-
parentheses and exophoric referents are put in square brackeéigrmation is useful for the referent identification.

(Please let (me) know where do you want to go.)
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The A/R mentions have both a property of the dispronoun,” in which they are treated without distinc-
course element mentioned in a document and a profien. Sasano et al. (2008) proposed a probabilis-
erty of the zero exophoric A/R. In the first sentenceic predicate-argument structure analysis model in-
of example (3), it can be estimated that the referemiuding zero endophora resolution by using wide-
of the zero pronoun of the nominative case of ~  coverage case frames constructed from a web cor-
5" (will go) from a contextual clue thatff2” (I) is pus. Sasano and Kurohashi (2011) extended the
the topic of this sentence and a syntactic clues thatSasano et al. (2008)’s model by focusing on zero en-
% (1) depends on .- T % 77 (have thought) dophora. Their model is based on a log-linear model
over the predicateff = ©” (will go).2 Such con- that uses case frame information and the location of
textual clues can be available only for the discoursa candidate referent as features. In their work, zero
entities that are mentioned explicitly. On the otheexophora is not treated and they assumed that a zero
hand, in the second sentence, singeXx C < 72&  pronoun is absent when there is no referent in a doc-
' (let me know) is a request form, it can be as-ument.
sumed that the referent of the zero pronoun of the For languages other than Japanese, zero pronoun
nominative case isf£” (I), which is the author, resolution methods have been proposed for Chinese,
and the one of the dative case istf{” (you all), Portuguese, Spanish and other languages. In Chi-
which is the reader. The clues such as request formsese, Kong and Zhou (2010) proposed tree-kernel
honorific expressions and modality expressions afgased models for three subtasks: zero pronoun de-
available for the author and reader. In this work, teection, anaphoricity decision and referent selection.
represent such aspect of the A/R mentions, both the Portuguese and Spanish, only a subject word is
endophora and exophora features are given to the@mitted and zero pronoun resolution has been tack-
In this paper, we propose a zero reference resfed as a part of coreference resolution. Poesio et
lution model considering the zero exophora and thgl. (2010) and Rello et al. (2012) detected omitted
author/reader mentions, which resolves the zero refubjects and made a decision whether the omitted
erence as a part of a predicate-argument structugabject has anaphoricity or not as preprocessing of
analysis. coreference resolution systems.

2 Related Work 3 Baseline Model
Several approaches to Japanese zero reference reso- _ . _
lution have been proposed. In this sectlgn, we describe a baseline zero refer-
lida et al. (2006) proposed a zero reference resol§Ce resolution system. In our model, the zero refer-
tion model that uses the syntactic relations betwedi{!C€ resolution is conducted as a part of predicate-
a zero pronoun and a candidate referent as a featufégument structure (PAS) analysis. The PAS con-
They deal with zero exophora by judging that a sersists of a case frame and an alignment between case
pronoun does not have anaphoricity. However, thelots and refergnts. The case frames are constructed
information of zero pronoun existences is given anfP’ €ach meaning of a predicate. Each case frame
thus they did not address zero pronoun detection. describes surface cases th.at each predicate has (case
Zero reference resolution has been tackled asSit) and words that can fill each case slot (exam-
part of predicate-argument structure analysis. Imd€)- In this study, the case frames are constructed
mura et al. (2009) proposed a predicate-argumeﬁpm 6.9 b|II|or_1 Web sentences by using Kawahara
structure analysis model based on a log-linear mod@nd Kurohashi (2006a)’s method.
that simultaneously conducts zero endophora resolu- The baseline model does not treat zero exophora
tion. They assumed a particular candidate refererfts the previous studies. The baseline model analyzes
NULL, and when the analyzer selected this referd document in the following procedure in the same
ent, the analyzer outputs “zero exophora or no zeMyay as the previous study (Sasano and Kurohashi,

4

3Since ‘" (1) depends on ff- T > & 37 (have thought), 2011):
the relation betweenf” (I) and “17Z 5" (will go) is the zero “For learning, the previous study used a log-linear model,
reference. but we use a learning-to-rank model. In our preliminary exper-
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~
HUARERIC Ho HL—EN &, Zolkic kL frEET,
Kyoto stationDAT stand curry shop-NOM like the shop often go

(I'like a curry shop in Kyoto station and often go to the shop.)

SHI HBIAIL (WL—REP) MNLET,

Today-TOP you all-DAT (curry shopACC) will introduce

(Today, | will introduce (the shop) to you.)

s Discourse entities ~
{ 5#ER (Kyoto station}, { 77 L — & (curry shop),Z @k (the shop), { 4 H (today)},

K{ S A (you all)} )

Candidate predicate-argument structurest L ¥ 9" in the baseline mod
S p g TSIAN 9 elﬁ

[1-1] case frameifi/i-7 % (1)], { NOM:Null, ACC:Null, DAT: 5 & A, TIME: 4 H }
[1-2] case frameifi /-9 % (1)], { NOM:Null, ACC: /) L — &, DAT: 5 & A, TIME: S H }
[1-3] case frameffi /9 % (1)], { NOM:#FER, ACC:H L — =, DAT: 5 & A, TIME: S H }

[2-1] case framef 19" % (2)], { NOM:Null, ACC:Null, DAT: £5& A, TIME: 42 H }
[2-2] case framefd /3 % (2)], { NOM:Null, ACC: %) L — &, DAT:E5 & A, TIME: 2H }

N v,

Figure 1. Examples of discourse entities and predicate-argument structures

1. Parse the input document and recognize hameiscourse entities are listed. First, one case frame is

entities. selected from case frames for the predicate. Next,

2. Resolve coreferential relations and set dissvert arguments, which have dependency relations
course entities. with the predicate, are aligned to a case slot of the

3. Analyze the predicate-argument structure fotase frame. Finally, each of zero pronouns of re-
each predicate using the following steps: maining case slots is assigned to a discourse entity
(a) Generate candidate predicate-argument is not assigned to any discourse entities. The case
structures. slot whose zero pronoun is not assigned to any dis-

(b) Calculate the score of each predicateeourse entities corresponds to the case that does not
argument structure and select the one withave a zero pronoun. In Figure 1, we show the ex-
the highest score. amples of candidate PASs. In these examplgsiii

We illustrate the details of the above procedured % (1)] and [iff /19" % (2)] are case frames corre-
First, we describe how to set the discourse entitiegPonding to each meaning off/9" % ". Referents
in step 2. In our model, we treat referents of a zer6f each case slot are actually selected from discourse
pronoun using a unit callediscourse entity, which entities but are explained as a representative word
is what mentions in a coreference chain are bourfgr illustration. “Null” indicates that a case slot is
into. In Figure 1, we treat?y L —JZ" (curry shop) Not assigned to any discourse entities. Since align-
and “Z ®J 5" (the shop), which are in a coreferencements between case slots and discourse entities of
chain, as one discourse entity. In Figure 1, the dighe PAS [1-2] and [2-2] are the same but their case
course entity{ 71 L —J&, Z D)k } is selected for frames are different, we deal with them as discrete

the referent of the accusative case of the predicate™ASs. In this case, however, the results of zero ref-
AL F 97 (will introduce). erence resolution are the same.

Next, we illustrate the PAS analysis in step 3. In
step 3a, possible combinations of the case frame We represent each PAS as a feature vector, which
(cf) and the alignmental) between case slots andis described in section 3.1, and calculate a score of

iment of the baseline model, there is little difference betweefaCh PAS with the learned weights. Finally, the sys-
the results of these methods. tem outputs the PAS with the highest score.
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Type [ Value [ Description

Log Probabilities thafwords, categories and named entity typese is assigned te of cf
Log Generative probabilities diwords, categories and named entity typese
Log PMIs betweerq{words, categories and named entity typete andc of ¢ f
Case Log Max of PMIs betweefwords, categories and named entity typese andc of ¢f
frame Log Probability that of ¢f is assigned to any words
Log Ratio of examples af to ones ofcf
Binary | ¢ of ¢f is {adjacent and obligajecase
Binary | Modality types op
Binary | Honorific expressions of
Binary | Tenses op
Binary | p is potential form
Binary | Modifier ofp (predicate, noun and end of sentence)
Binary | pis {dynamic and stativieverb
Binary | Named entity types af
Integer| Number of mentions aboutn ¢
Integer| Number of mentions aboutbefore and aftérp in ¢
Binary | e is mentioned with post positioniX” in a target sentence
Binary | Sentence distances betweemdp
Binary | Location categories ef(Sasano and Kurohashi, 2011)
Binary | eis mentioned at head of a target sentence
Binary | e is mentioned with post positioff' |&” and “2*" } at head of a target sentence
Binary | e is mentioned at head of the first sentence
Binary | e is mentioned with post position” at head of the first sentence
Binary | e is mentioned at end of the first sentence
Binary | e is mentioned with copula at end of the first sentence
Binary | e is mentioned with noun phrase stop at end of the first sentence
Binary | Salience score efis larger than 1 (Sasano and Kurohashi, 2011)
other Binary | cis assigned

Predicate

Context

Table 2: The features @f,ssignea(cf,c «— e, p,t)

3.1 Feature Representation of sented as:
Predicate-Argument Structure (Povert-pas (F1119 % (1), {NOM:Null, ACC:Null,
, , NOM:ES & A, TIME: 4 H }),04,,
When textt and target predicajeare given and PAS N AT 5 (1), NOM/Null),
(cf,a)is chosen, we represent a feature vector of th&(%ﬁﬂ\?é (1),ACC/H L —),
PAS asp(cf,a,p,t). ¢(cf,a,p,t) consists of a fea- o 12004, 00y ,).
ture vectorgouert.pas(cf,a, p,t) and feature vec- |y or feature representation, the second and third
tors ¢(cf, c/e,p,t). Wheredoverr-pas(cf,a,p,1)  terms correspond to the nominative case, the forth
corresponds to alignment between case slots agdq fifth ones correspond to the accusative and the

overt (not omitted) arguments anglcf,c/e,p,1)  sixth and seventh ones correspond to the dative
represents that a case stas assigned to a discoursegqe.

entity e. If a case slot is assigned to an overt entity,

. We present the details : t),
é(cf,c/e,p,t) is set to a zero vector. P Woverr-pas(cf, a,p;?)

_ palcf,c/e,p,t) andona(cf,c/Null,p,t). We use
Each feature vectorg(cf,c/e,p,t) consists gz score of the probabilistic PAS analysis (Kawahara

of alcf.c/e,p,t) and onalcf,¢/Null,p,t).  and Kurohashi, 2006b) t@yuers.pas(cf,a,p,t).

¢a(cf,c/e,p,t) becomes active when the cas@pe |ist the features oba(cf,c/e, p,t) in Table 2

slot ¢ is assigned to the discourse entityand anq the features ofy 4(cf, c/Null, p,t) in Table
onalcf,e/Null,p,t) becomes active when the

case slot is not assigned to any c!iscourse_: entities. s the following examplep and¢ are sometimes omitted
For example, the PAS [1-2] in Figure 1 is repre-and0is 0 vector that has the same dimensioras
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Type | Value [ Description

syntax, named entity, coreference and PAS are an-

Log Probability that: of cf is notated on the basis of Kyoto University Text Cor-
not assigned Lo
Ratio of number of examples PUS (Kawahara et al., 2_002). The PAS annotation in-
Caseframe Log | o ‘0 o nesof y cludes zero reference information and the exophora
Bi cofcfis referents are defined as five elementauthol,
inary {adjacent and obligajecase  [readel], [US(unspecified):persdUS:mattef and
Table 3: The features afy 4(cf, ¢/Null, p, t) [US:situatiod. The A/R mentions are annotated
to head phrases of compound nouns when the A/R
3. mentions consist of compound nouns. If the A/R

is mentioned by multiple expressions, only one of
them is annotated with the A/R mention tag and all
In the previous section, we defined the feature veof these mentions are linked by a coreference chain.
tor ¢(cf,a,p,t), which represents a PAS. In thisin other words, the A/R mentions are annotated to
section, we illustrate the learning method of theliscourse entities. In the web site of an organiza-
weight vector corresponding to the feature vectotion such as a company, the site administrator often
The weight vector is learned by using a learning-towrites the document on behalf of the organization.
rank algorithm. In such a case, the organization is annotated as the
In a corpus, gold-standard alignmeatsare man- author.
ually annotated but case frames are not annotated.
Since the case frames are constructed for each me&n- Author/Reader Mention Detection

ing, some of them are unsuitable for a usage of A/R mentions, which refer to A/R of a document,
prdicate in a context. If training data includes PAS$ave different properties from other discourse enti-
(cf,a*) whosecf is such case a frame as correcties. The A/R are mentioned as very various expres-

instances, these are harmful for training. Henceions such as personal pronouns, proper expressions
we treat a case framef* which is selected by a and role expressions.

heuristic method as a correct case frame and remove
(cf,a*) which has othetf.

3.2 Weight Learning

@) ZAICHIE METF—L0

i . Hello project teamGEN
In particular, we make ranking data for the learn- L
. H : : Wﬁ author ’(TO
ing for each target predicaten the following steps. am Umetsuii
1. List possible PAS§cf, a) for predicatep. (Hello, I’'m Umetsuiji on the project team.)
2. Calculate a probabilistic zero reference resolu- (5) sy HIUT EHA yuhor £
tion score for eaclicf, a*) and define the one problemNOM exist to moderator
with highest score ag:f*, a*). BHI S L 720,
3. Remove (cf,a*) except (cf*,a*) from the let me know
learning instance. (Please let me know if there are any problems.)
4. Make ranking data thdtf*, a*) has a higher _ , o n
rank than othetc/, a). In example (4), the author is mentioned ag 1t

(Umetsuiji), which is the name of the author, and in
In the above steps, we make ranking data for ea‘éfkample (5), the author is mentioned &§# A\”

predicate and use the ranking data collected from Eﬁlnoderator), which expresses the status of the au-
target predicates as training data. thor. Likewise, the reader is sometimes mentioned
as “B& %" (customer) and others. However, since
such expressions often refer to someone other than
In this work, we use Diverse Document Leads Corthe A/R, whether an expression indicates the A/R of
pus (DDLC) (Hangyo et al., 2012) for experimentsa document depends on the context of the document.
In DDLC, documents collected from the web are In English and other languages, the A/R mentions
annotated with morpheme, syntax, named entitgan be detected from coreference information be-
coreference, PAS and A/R mention. Morphemegause it can be assumed that the expression that has

4 Corpus
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a coreference relation with first or second persondhe A/R mention has a higher rank than other dis-
pronoun is the A/R mention. However, since theourse entities and “no A/R mention” pseudo enti-
A/R tend to be omitted and personal pronouns arges. When the A/R do not appear in the discourse,
rarely used in Japanese, it is difficult to detect theve make ranking data where “no A/R mention (dis-
A/R mentions from coreference information. Be-course)” has a higher rank than all discourse enti-
cause of these reasons, it is difficult to detect whicties and “no A/R mention (omitted)”. When the A/R
discourse entity is the A/R mention from lexical in-appear in the discourse but all mentions are omit-
formation of the entities. In this study, the A/R men+ted, we make ranking data where “no A/R mention
tions are detected from lexico-syntactic (LS) patfomitted)” has a higher rank than all discourse en-
terns in the document. We use a learning-to-rantities and “no A/R mention (discourse)”. We judge
algorithm to detect A/R mentions by using the LShat the A/R appear in the discourse if the A/R ap-
patterns as features. pear as a referent of zero reference in gold-standard
_ PASs and this judgment is used only in the training
5.1 Author/Reader Detection Model phase. After making the ranking data for each doc-
We use a learning-to-rank method for detecting A/Riment, all of the ranking data are merged and the
mentions. This method learns the ranking that emmerged data is fed into the learning-to-rank model.
tities of the A/R mentions have a higher rank than For the A/R mention detection, we calculate the
other discourse entities. Here, it is an importanscore of all discourse entities and the pseudo entities
point that there are no A/R mentions in some docand select the discourse entity with the highest score
uments. The documents in which the A/R mentionto the A/R mention. If any “no A/R mention” have
do not appear are classified into two types. The firshe highest score, we decide that there are no A/R
type is a document that the A/R do not appear imentions in the document.
the discourse of the document such as newspaper ar- ) )
ticles and novels. The second type is a documeRt? Lexico-Syntactic Patterns
that the A/R appear in the discourse but all of theiFor each discourse entity, phrases of the discourse
mentions are omitted. For example, in Figure 1, thentity, its parent and their dependency relations are
author appears in the discourse (e.g. the nominativesed to make LS patterns that represent the discourse
argument of “like”) but is not mentioned explicitly. entity. When a discourse entity is mentioned multi-
We introduce two pseudo entities corresponding tple times, the phrases of all mentions are used to
these types. The first pseudo entity “no A/R menmake the LS patterns. LS patterns of phrases are
tion (discourse)” represents the document that th@ade by generalizing these phrases on various lev-
A/R do not appear in the discourse. It is consideredls (types). LS patterns of dependencies are made
that the document that the A/R do not appear havieom combining the LS patterns of phrases.
characteristics of writing style such that honorific Table 4 lists generalization types. On thverd
expressions and request expressions are rarely usigghe, we make a phrase LS pattern by generalizing
This pseudo entity is represented as a document vezach content word and jointing them. For example, a
tor that consists of LS pattern features of the wholeS pattern of the phraseZ < (%" generalized on the
document, which reflect a writing style of a doc-<representative form is “f1%". The word+ type
ument. The second pseudo entity “no A/R menis the same asordexcept all content words are gen-
tion (omitted)” represents the document in which aleralized on the<part of speech and conjugatisn
mentions of the A/R are omitted and this pseudo er~or example, a LS pattern of the dependency rela-
tity is represented as 0 vector. Since a decision scoatien “ X [fl% — £ - 7=" generalized on thecnamed
of this pseudo entity is allways 0, discourse entitiesntity> is “NE:PERSON+3. — verb:past”. We also
whose score is lower than the score of this pseudgsse the LS patterns of generalized individual mor-
entity can be treated as a negative example in a pphemes. On thehrasetype, each phrase is gener-
nary classification. alized according to the information assigned to the
When there are A/R mentions in a document, wphrase and all content words are generalized on the
make ranking data where the discourse entity ofpart of speech and conjugatisnf the information
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Unit \ Type Example (original phrase)

<no generalization BEIE (A1)
word <original form> E-oTz (D)
<representative form B (FLIF)
<part of speech and conjugatisn verb:past {£ - 72)
<category> Category:PERSON#: (f£13)
word+ <named entity- NE:PERSON+E (KERI)
<first person pronoun FirstPersonPronounz (££13)
<second person pronotn SecondPersonPronoul®H & 72 7212)
<modality> modality:requestB i G {723 10)
phrase <honorific expression honorific:modestEx v L £ 7))
<attached words LIRSV (BEIWEDLELLZEW)
Table 4: Generalization types of the LS patterns
is not assigned to the phrase. model adds pseudo entitiea(fthod, [readel,

For “no A/R mention (discourse)” instance, the[US:persoh (unspecified:person) andJp:other$
above features of all mentions, including verbs an(Linspecified:other§) to deal with zero exophora.
adjectives, and their dependencies in the documentWhen the A/R mentions appear in a document,
are gathered and used as the features representihg A/R pseudo entities raise an issue. The zero en-
the instance. dophora are given priority to zero exophora. In other

_ o words, the A/R mentions are selected to the referents

6 Zero Reference Resolution Considering  in preference to pseudo entities when there are A/R

Exophora and Author/Reader Mentions  mentions. Therefore, when the system estimates that

In this section, we describe the zero reference resf/R mentions appear, the A/R pseudo entities are
lution system that considers the zero exophora aritpt created.

the A/R mentions. The proposed model resolves In the PAS analysis, referents are selected from

zero reference as a part of the PAS analysis baséigcourse entities and the pseudo entities. A zero

on the baseline model. reference is the zero exophora when a case slot is
The proposed model analyzes the PASs in the fossigned to pseudo entities. Candidate PASS#®f “
lowing steps: 7L £ 97" in Figure 1 are shown in Figure 2.

1. Parse the input document and recognize nam%(lilZ Feature Representation of Predicate

entities. Argument Structure
2. Resolve coreferential relations and set dis- 9
course entities. In the same way as the baseline model, the

3. Detect the A/R mentions of the document. ~ proposed model represents a PAS as a fea-
4. Set pseudo entities from the estimated A/Rure vector that consists of the feature vector

mentions. dovert-raAs(cf,a,p,t) and the feature vectors
5. Analyze the PAS for each predicate using the(cf,c/e,p,t). The difference from the baseline
same procedure as the baseline model. model is a composition ap4(cf,c/e,p,t). In the

The differences form baseline model are the estim&roposed model, eacha(cf, c/e) is composed of
tion of the A/R mentions in step 3 and the setting o¥€CtOrs,  Qdiscourse(cf;¢/€),  Plauthor](cf,c/€),

pseUdO entities in step 4. ¢[reader] (Cf, C/@), ¢[US:person] (Cf7 C/e)l
¢[US:othe7’s] (Cf, C/e) and ¢maz(cfv c/e). Their
6.1 Pseudo Entities and Author/Reader contents and dimensions are the same and similar to
Mentions for Zero Exophora da(cf,c/e) of the baseline model the except for the

In the baseline model, referents of zero pronouns éwe merge pS:mattet and [US:situation} because of the
are selected form discourse entities. The proposeahall amount of US:situatior in the corpus.
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K[l—l] case frameffi /-9 % (1)], { NOM:[authoi], ACC:Null, DAT: 5 & A eqder, TIME: S H }

[1-2] case framefi /-9 % (1)], { NOM:[US:persof, ACC:Null, DAT:E5 S A rcader, TIME: S H }
[1-3] case frameffi/™7 % (1)], { NOM:[autholl, ACC:/j L —J=, DAT: 5 S A eqder, TIME: S H }
[1-4] case framefi /7 5 (1)1, { NOM: = #ER, ACC:H L — &, DATAHS S A reader, TIME:SH }
[1-5] case frameffi /-9 % (1)], { NOM:[authol, ACC:[US:other$, DAT: £ S A reqder, TIME: S H }

[2-1] case framefi/™9 % (2)], { NOM:[authol, ACC:Null, DAT: 5 & A yeqder, TIME: S H }
[2-2] case framefi/7 % (2)], { NOM:[US:persof, ACC:Null, DAT: 5 S A rcader, TIME: S H }

N J

Figure 2: Candidate predicate-argument structureg{bfi“L % 9 in the proposed model

| Expressions | Categories
T, 7%« (we), & (), & ),

L%t (our company)#tt (our company) /5 (our shop)
B 727- (you), % (customer)Z (you), E5% (you all), PERSON
£ 3 A (you all), /7 (person),5 « (people)

US:person| A (person),A % (people) PERSON

US:others | b o (thing), IR (situation) Iilé%ast?lgr;zeé;eg;mz ATION

Table 5: Expressions and categories for pseudo entities

author PERSON, ORGANIZATION

reader

addition of a few features described in section 6.3.6.3 Author/Reader Mention Score

We add A/R mention score features to the feature
ddiscourse COrresponds to the discourse entitiesyector ¢ 4(cf, c/e, p,t) described in Table 2. The
which are mentioned explicitly and becomes activéd/R mention scores are the discriminant function

whene is a discourse entity including the A/R men-scores of the A/R mention detection. Wheis the
tions.  duiscourse 1S the same a® 4 of the base- A/R mention, we set the A/R mention score to the
line model and the difference is explained in sectiofeature.

6.3. Plauthor] @NAP[reader) DECOME active whearis ]

[authoi)/[ readei or the discourse entity correspond-/  EXperiments

ing to the A/R mention. In particular, whenis 7.1 Experimental Settings

the discourse entity corresponding to the A/R menye ysed 1,000 documents from DDLC and per-
tion, both Gaiscourse 8N P(author)/Pjreader) PECOME  formed 5-fold cross-validation. 1,440 zero en-
active. This representation gives the A/R mentiongophOra and 1,935 zero exophora are annotated in
the properties of the discourse entity and the A/Rpese documents. 258 documens are annotated with
P[US:person] AN P[Us:others) DECOME aCtive When  gythor mentions and 105 documens are annotated
is [US:persofand [US:others. with reader mentions. We used gold-standard (man-
ually annotated) morphemes, named entities, depen-

Because ¢jauthors Plreader]: P[US:person] @nd —dency structures and coreference relations to focus
PLUS: others] correspond to the pseudo entities, whicl®n the A/R detection and the zero reference resolu-
are not mentioned explicitly, we cannot use word intion. We usedSV M"®*7 for the learning-to-rank
formation such as expressions and categories. \iethod of the A/R detection and the PAS analysis.
assume that the pseudo entities have expressions diit¢ categories of words are given by the morpho-
categories shown in Table 5 and use these to capgical analyzer JUMAR. Named entities and pred-
culate case frame features. Finally,.., consists icate features (e.g., honorific expressions, modality)
of the highest value of correspondent feature of the 7http:/mww.cs.comell.edu/peoplefti/suiight/svm rank.html
above feature vectors. 8http://nip.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN
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System output Recall | Precision F1

Exist None Baseline 0.269 0.377 0.314
Correct| Wrong Proposed model ( 5g- 0.448 0.346

Gold | Exist| 140 6 | 112 (estimate)
-standard| None - 38 704 F()grgf’do_zfgn?g%‘)a' 0.388 | 0.522 | 0.445

Table 6: Result of the author mention detection Table 8: Results of zero endophora resolution

System output

Recall | Precision F1

Exist _
Correct| Wrong None ProBgzgtljmrﬁodel 0.115 0.377 0.176
Gold | Exist| 56 2 47 Boimatey ¢l 0.317 | 0411 | 0.358
-standard| None - 23 872 Proposed model
(gof’d_standard) 0.377 | 0.485 | 0.424

Table 7: Result of the reader mention detection

Table 9: Results of zero reference resolution
are given by the syntactic parser KRIP.
the A/R mentions improves accuracy of zero en-
7.2 Results of Author/Reader Mention dophora resolution as well as zero reference reso-
Detection lution including zero exophora.

We show the results of the author and reader men- From Table 8 and Table 9, the proposed model
tion detection in Table 6 and Table 7. In these table§iven the gold-standard A/R mentions achieves ex-
“exist” indicates numbers of documents in which thdraerdinarily high accuracies. This result indicates
A/R mentions are manually annotated or our systeffiat improvement of the A/R mention detection im-

estimated that some discourse entities are A/R meR[OVes the accuracy of zero reference resolution in
tions. From these results, the A/R mentions includh® Proposed model.

ing “none” can be predicted to accuracies of approx- .
imately 80%. On the other hand, the recalls are n Conclusion

particularly high: the recall of author is 140/258 andl'his paper presented a zero reference resolution
the recall of reader is 56/105. This is because th@odel considering exophora and author/reader men-
documents in which the A/R do not appear are moréons.  In the experiments, our proposed model

than the ones in which the A/R appear and the sygchieves higher accuracy than the baseline model.

tem prefers to output “no author/reader mention” ads future work, we plan to improve the au-
the result of training. thor/reader detection model to improve the zero ref-

erence resolution.
7.3 Results of Zero Reference Resolution

We show the results of zero reference resolutiopeferences

in Table 8 and Table 9. The difference between .

the baseline and the proposed model is statisticalljfasatsugu Hangyo, Daisuke Kawahara, and Sadao Kuro-

significant p < 0.05) from the McNemar's test. hashi. 2012. Bwlgimg a d|vgrse dqcument leads
corpus annotated with semantic relations. Rro-

In Table 8, we evaluate only the zero endophora

. . . ceedings of the 26th Pacific Asia Conference on Lan-
for comparison to the baseline model, which deals guage, Information, and Computatiopages 535—

with only the zero endophora. “Proposed model 544, Bali,Indonesia, November. Faculty of Computer
(estimate)” shows the result of the proposed model Science, Universitas Indonesia.

which estimated the A/R mentions and “Proposegalf Herbrich, Thore Graepel, Peter Bollmann-Sdorra,
model (gold-standard)” shows the result of the pro- and Klaus Obermayer. 1998. Learning preference re-

posed model which is given the A/R mentions of lations for information retrieval. IHCML-98 Work-
gold-standard from the corpus. shop: text categorization and machine learnipgges

From Table 8, considering the zero exophora and 80,_84' ) )
Ryu lida, Kentaro Inui, and Yuji Matsumoto. 2006. Ex-
®http://nip.ist.i.kyoto-u.ac.jp/EN/index.php?KNP ploiting syntactic patterns as clues in zero-anaphora
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