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A b s t r a c t  

In general, a certain range of sentences in a text, 
is widely assumed to form a coherent unit which is 
called a discourse segment. Identifying the segment 
boundaries is a first step to recognize the structure of 
a text. In this paper, we describe a method for iden- 
tifying segment boundaries of a Japanese text with 
the aid of multiple surface linguistic cues, though our 
experiments might be small-scale. We also present a 
method of training the weights for multiple linguistic 
cues automatically without the overfitting problem. 

:l I n t r o d u c t i o n  

A text consists of multiple sentences that have se- 
mantic relations with each other. They form se- 
mantic units which are usually called discourse seg- 
ments. The global discourse structure of a text 
can be constructed by relating the discourse seg- 
ments with each other. Therefore, identifying seg- 
ment boundaries in a text is considered as a first 
step to construct the discourse structure(Grosz and 
Sidner, 1986). 

The use of surface linguistic cues in a text for 
identification of segment boundaries has been exten- 
sively researched, since it is impractical to assume 
the use of world knowledge for discourse analysis of 
real texts. Among a variety of surface cues, lexi- 
cal cohesion(Halliday and Hasan, 1976), the surface 
relationship among words that are semantically sim- 
ilar, has recently received much attention and has 
been widely used for text segmentation(Morris and 
Hirst, 1991; Kozima, 1993; Hearst, 1994; Okumura 
and Honda, 1994). Okumura and Honda (Okumura 
and Honda, 1994) found that the information oflexi- 
cal cohesion is not enough and incorporation of other 
surface information may improve the accuracy. 

In this paper, we describe a method for identi- 
fying segment boundaries of a Japanese text  with 
the aid of multiple surface linguistic cues, such as 
conjunctives, ellipsis, types of sentences, and lexical 
cohesion. 

There are a variety of methods for combining 
multiple knowledge sources (linguistic cues)(McRoy, 
1992). Among them, a weighted sum of the scores for 
all cues that  reflects their contribution to identifying 
the correct segment boundaries is often used as the 

overall measure to rank the possible segment bound- 
aries. In the past researches (Kurohashi and Nagao, 
1994; Cohen, 1987), the weights for each cue tend to 
be determined by intuition or trial and error. Since 
determining weights by hand is a labor-intensive task 
and the weights do not always to achieve optimal or 
even near-optimal performance(Rayner et al., 1994), 
we think it is better  to determine the weights auto- 
matically in order to both avoid the need for ex- 
pert hand tuning and achieve performance that is 
at least locally optimal. We begin by assuming the 
existence of training texts with the correct segment 
boundaries and use the method of multiple regres- 
sion analysis for automatically training the weights. 
However, there is a well-known problem in the meth- 
ods of automatically training the weights, that  the 
weights tend to be overfitted to the training data. 
In such a case, the weights cause the degrade of the 
performance for other texts. It is considered that the 
overfitting problem is caused by the relatively large 
number of the parameters (linguistic cues) compared 
with the size of the training data. Furthermore, all 
of the linguistic cues are not always useful. There- 
fore, we optimize the use of cues for training the 
weights. We think if only the useful cues are se- 
lected from the entire set of cues, bet ter  weights 
can be obtained. Fortunately, since several meth- 
ods for parameters selection are already developed 
in the multiple regression analysis, we use one of 
these methods called the stepwise method. There- 
fore we think we can obtain the weights only for the 
useful by the using the multiple regression analysis 
and the stepwise method. 

To give the evidence for the above claims that 
are summarized below, we carry out some prelim- 
inary experiments to show the effectiveness of our 
approach, even though our experiments might be 
small-scale. 

• Combining multiple surface cues is effective for 
text segmentation. 

• The multiple regression analysis with the step- 
wise method is good for selecting the useful cues 
for text segmentation and weighting these cues 
automatically. 

In section two we outline the surface linguistic cues 
that  we use for text segmentation. In section three 
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we describe a method for automatically determining 
the weights for multiple cues. In section four we 
describe a method for automatically selecting cues. 
In section five we describe the experiments with our 
approach. 

2 S u r f a c e  L i n g u i s t i c  C u e s  f o r  
J a p a n e s e  T e x t  S e g m e n t a t i o n  

There are many linguistic cues that  are available for 
identifying segment boundaries (or non-boundaries) 
of a Japanese text. However, it is not clear which 
cues are useful to yield bet ter  results for text  seg- 
mentat ion task. Therefore, we first enumerate all 
the linguistic cues. Then,  we select the useful cues 
and combine the selected cues for text segmentation. 
We use the method tha t  a weighted sum of the scores 
for all cues is used as the overall measure to rank the 
possible segmentat ion with multiple linguistic cues. 

First we explain this method used for text  seg- 
mentat ion with multiple linguistic cues. Here, we 
represent a point between sentences n and n + 1 as 
p ( n , n +  1), where n ranges from 1 to the number  of 
sentences in the text minus 1. Each point, p(n, n + l ) ,  
is a candidate for a segment boundary and has a 
score scr(n, n + 1) which is calculated by a weighted 
sum of the scores for each cue i, scr i (n ,n  + 1), as 
follows: 

i) = × i) (i) 
i 

A point p(n, n + i) with a high score scr(n, n + i) 
becomes a candidate with higher plausibility. The 
points in the text are selected in the order of the 
score as the candidates of segment boundaries. 

We use the following surface linguistic cues for 
Japanese text  segmentation: 

• Occurrence of topical markers (i = 1..4). If  the 
topical marker 'wa '  or the subjective postpo- 
sition 'ga '  appears  either just  before or after 
p(n, n + 1), add 1 to scri(n, n + 1). 

• Occurrence of conjunctives (i = 5..10). If  one 
of the six types of conjunctives 1 appears  in the 
head of the sentence n +  1, add 1 to scr~ (n, n+ 1). 

* Occurrence of anaphoric expressions (i = 
11..13). If one of the three types of anaphoric 

2 expressions appears  in the head of the sentence 
n + 1, add 1 to scr i (n ,n  + 1). 

• Omission of the subject (i=14). If the sub- 
ject is omitted in the sentence n + 1, add 1 to 
scri(n, n + 1). 

• Succession of the sentence of the same type (i = 
15..18). If both sentences n and n +  1 are judged 
as one of the four types of sentences 3, add 1 to 
scri(n, n + 1). 

1The classification of conjunctives is based on the work in 
Japanese linguistics(Tokoro, 1987), which can be considered 
to be equivalent to Schiffren's(Schiffren, 1987) in English. 

2The classification of anaphoric expressions in Japanese 
arises from the difference of the characteristics of their refer- 
ents from the viewpoint of the mutual knowledge between the 
speaker/writer and hearer/reader(Seiho, 1992). 

3The classification of types of sentences originates in the 
work in Japanese linguistics(Nagano, 1986). 

• Occurrence of lexical chains (i = 19..22). Here 
we call a sequence of words which have lexi- 
cai cohesion relation with each other a lezical 
chain like(Morris and Hirst, 1991). Like Morris 
and Hirst, we assume that  lexical chains tend 
to indicate portions of a text  that  form a se- 
mantic unit. We use the information of the lex- 
ical chains and the gaps of lexical chains that  
are the parts  of the chains with no words. The 
gap of a lexical chain can be considered to in- 
dicate a small digression of the topic. In the 
case that  a lexical chain or a gap ends at sen- 
tence n, or begins at sentence n + 1, add 1 to 
scr i (n ,n  + 1). Here we assume that  related 
words are the words in the same class on the- 
saurus 4. 

• Change of the modifier of words in lexical chains 
(i = 23). If  the modifier word of words in lexical 
chains changes in the sentence n + 1, add 1 to 
scr i (n ,n  + 1). This cue originates in the idea 
that  it might indicate the different aspect  of the 
topic becomes the new topic. 

The above cues indicate both the plausibility and 
implausibility of the point as the segment bound- 
ary. Occurrence of the topical marker  'wa' ,  for ex- 
ample, the indicates the segment boundary  plausibil- 
ity, while occurrence of anaphora,  succession of the 
same type sentence indicate the implausibility. The 
weight for each cue reflects whether the cue is the 
positive or negative factor for the segment bound- 
ary. In the next section, we present our weighting 
method.  

3 A u t o m a t i c a l l y  W e i g h t i n g  M u l t i p l e  
L i n g u i s t i c  C u e s  

We think it is bet ter  to determine the weights auto- 
matically, because it can avoid the need for expert 
hand tuning and can achieve performance that  is 
at least locally optimal. We use the training texts 
tha t  are tagged with the correct segment bound- 
aries. For automatical ly training the weights, we 
use the method of the multiple regression analy- 
sis(Jobson, 1991). We think the method can yield 
a set of weights that  are bet ter  than those derived 
by a labor-intensive hand-tuning effort. Consider- 
ing the following equation S(n, n + 1), at each point 
p(n, n + 1) in the training texts, 

p 
S(n,n+l)=a+~w, xscr,(n,n+Z) (2) 

i = I  
where a is a constant, p is the number of the cues, 

and wi is the estimated weight for the i-th cue, we 
can obtain the above equations in the number  of the 
points in the training texts. Therefore, giving some 
value to S, we can calculate the weights wi for each 
cue automatically by the method of least squares. 

The higher values should be given to S(n,  n + 1) 
at  the segment boundary points than non-boundary 

4We use the Kadokawa Ruigo Shin Jiten(Oono and 
Hamanishi, 1981) as Japanese thesaurus. 
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points in the multiple regression analysis. If  we can 
give the bet ter  value to S(n, n + 1) that  reflects the 
real phenomena in the texts more precisely, we think 
we can expect the bet ter  performance. However, 
since we have only the correct segment boundaries 
that  are tagged to the training texts, we decide to 
give 10 each S(n,n --5 1) of the segment boundary 
point and - 1  to the nomboundary  point. These 
values were decided by the results of the preliminary 
experiment with four types of S. 

Watanabe(Watanabe ,  1996) can be considered as 
a related work. He describes a system which auto- 
matically creates an abstract  of a newspaper article 
by selecting impor tant  sentences of a given text. He 
applies the multiple regression analysis for weight- 
ing the surface features of a sentence in order to 
determine the importance of sentences. Each S of a 
sentence in training texts is given a score tha t  the 
number of human subjects who judge the sentence 
as important ,  divided by the number  of all subjects. 
We do not adopt the same method for giving a value 
to S, because we think that  such a task by human 
subjects is labor-intensive. 

4 A u t o m a t i c a l l y  S e l e c t i n g  U s e f u l  
C u e s  

It  is not clear which cues are useful in the linguistic 
cues listed in section 2. Useless cues might cause a 
bad effect on calculating weights in the multiple re- 
gression model. Furthermore,  the overfitting prob- 
lem is caused by the use of too many  linguistic cues 
compared with the size of training data. 

If we can select only the useful cues from the en- 
tire set of cues, we can obtain bet ter  weights and 
improve the performance. However, we need an 
objective criteria for selecting useful cues. Fortu- 
nately, many parameter  selecting methods have al- 
ready been developed in the multiple regression anal- 
ysis. We adopt one of these methods called the step- 
wise method which is very popular  for parameter  
selection(Jobson, 1991). 

The most commonly used criterion for the addi- 
tion and deletion of variables in the stepwise method 
is based on the partial  F-statist ic.  The partial  F- 
statistic is given by 

F = ( S S R -  SSRR)/q (3) 
S S E / ( N  - p - 1) 

where SSR  denotes the regression sum of squares, 
SSE denotes the error sum of squares, p is the num- 
ber of linguistic cues, N is the number of training 
data, and q is the number  of cues in the model at 
each selection step. S S R  and SSE refer to the larger 
model with p cues plus an intercept,  and SSRR 
refers to the reduced model with (p - q) cues and 
an intercept(Jobson, 1991). 

The stepwise method begins with a model that  
contains no cues. Next,  the most significant cue 
is selected, and added to the model to form a new 
model(A) if and only if the partial F-stat is t ic  of the 
new model(A) is greater  than Fin. After adding the 

cue, some cues may be eliminated from the model(A) 
and a new model(B) is constructed if and only if the 
partial F-s ta t is t ic  of the model(B) is less than Fout. 
These two processes occur repetitively until a cer- 
tain termination condition is detected. Fin and Four 
are some prescribed the partial F-stat is t ic  limits. 

Although there are other popular methods for cue 
selection (for example, the forward selection method 
and the backward selection method),  we use the 
stepwise method,  because the stepwise method is ex- 
pected to be superior to the other methods. 

5 T h e  E x p e r i m e n t s  

To give the evidence for the claims that  are men- 
tioned in the previous sections and are summarized 
below, we carry out some preliminary experiments 
to show the effectiveness of our approach. 

• Combining multiple surface cues is effective for 
text segmentation. 

• The multiple regression analysis with the step- 
wise method is good for selecting the useful cues 
and weighting these cues automatically. 

We pick out 14 texts, which are from the exam 
questions of the Japanese language that  ask us to 
parti t ion the texts into a given number of segments. 
The question is like "Answer 3 points which parti t ion 
the following text  into semantic units." The system's  
performance is evaluated by comparing the system's  
outputs  with the model answer attached to the above 
exam question. 

In our 14 texts, the average number of points 
(boundary candidates) is 20 (the range from 12 to 
47). The average number of correct answers bound- 
aries fi-om the model answer is 3.4 (the range from 
2 to 6). Here we do not take into account the in- 
formation of paragraph boundaries (such as the in- 
dentation) at all due to the following two reasons: 
Many of the exam question texts have no marks of 
paragraph boundaries; In case of Japanese texts, it 
is pointed out that  paragraph boundaries and seg- 
ment  boundaries do not always coincide with each 
other(Tokoro, 1987). 

In our experiments,  the system generates the out- 
puts in the order of the score scr(n,n + 1). We 
evaluate the performance in the cases where the sys- 
tem outputs 10%,20%,30%, and 40% of the num- 
ber  of boundary candidates. We use two measures, 
Recall and Precision for the evaluation: Recall is 
the quotient of the number of correctly identified 
boundaries by the total  number of correct bound- 
aries. Precision is the quotient of the number of 
correctly identified boundaries by the number  of gen- 
erated boundaries. 

The experiments are made on the following cases: 

1. Use the information of except for lexical cohe- 
sion (cues from 1 to 18 and 23). 

2. Use the information of lexical cohesion(cues 
from 19 to 22). 
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3. Use all linguistic cues mentioned in section 2. 
The weights are manually determined by one of 
the authors. 

4. Use all linguistic cues mentioned in section 2. 
The weights are automatically determined by 
the multiple regression analysis. We divide 14 
texts into 7 groups each consisting of 2 texts 
and use 6 groups for training and the remain- 
ing group for test. Changing the group for the 
test, we evaluate the performance by the cross 
validation(Weiss and Kulikowski, 1991). 

5. Use only selected cues by applying the step- 
wise method. As mentioned in section 4, we use 
the stepwise method for selecting useful cues for 
training sets. The condition is the same as for 
the case 4 except for the cue selection. 

6. Answer from five human subjects. By this ex- 
periment, we t ry  to clarify the upper bound of 
the performance of the text  segmentation task, 
which can be considered to indicate the degree 
of the difficulty of the task(Passonneau and Lit- 
man, 1993; Gale et al., 1992). 

Figure 1,2 and table 1 show the results of the ex- 
periments. Two figures show the system's mean per- 
formance of 14 texts. Table 1 shows the 5 subjects' 
mean performance of 14 texts (experiment 6). We 
think table 1 shows the upper bound of the perfor- 
mance of the text segmentation task. We also cal- 
culate the lower bound of the performance of the 
task("lowerbound" in figure 2). It can be calcu- 
lated by considering the case where the system se- 
lects boundary candidates at random. In the case, 
the precision equals to the mean probability that  
each candidate will be a correct boundary. The re- 
call is equal to the ratio of outputs. In figure 1, 
comparing the performance among the case with- 
out lexical chains("ex.l"),  the one only with lexical 
chains("ex.2"), and the one with multiple linguis- 
tic cues("ex.3"), the results show that better  perfor- 
mance can be yielded by using the whole set of the 
cues. In figure 2, comparing the performance of the 
case where the hand-tuned weights are used for mul- 
tiple linguistic cues("ex.3") and the one where the 
automatic weights are determined with the training 
texts("ex.4. test ' ) ,  the results show that bet ter  per- 
formance can be yielded by automatically training 
the weights in general. Furthermore, since it can 
avoid the labor-intensive work and yield objective 
weights, automatic weighting is better  than hand- 
tuning. 

Comparing the performance of the case where the 
automatic weights are calculated with the entire set 
of cues("ex.4.test" in figure 2) and the one where 
the automatic weights are calculated with selected 
cues("ex.5.test"), the results show that bet ter  per- 
formance can be yielded by the selected cues. The 
result also shows that  our cue selection method can 
avoid the overfitting problem in that the results for 
training and test da ta  have less difference. The 

difference between "ex.5.training" and "ex.5.test" 
is less than the one between "ex.4.training" and 
"ex.4.test". In our cue selection, the average num- 
ber of selected cues is 7.4, though same cues are not 
always selected. The cues that  are always selected 
are the contrastive conjunctives(cue 9 in section 2) 
and the lexical chains(cues 19 and 20 in section 2). 
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Table 1: The result of the human subjects 
[ recall [p rec i s ion[  

[ 0.630714 I 0.571718 I 

We also make an experiment with another  answer, 
where we use points in a text that  3 or more human 
subjects among five judged as segment boundaries. 
The average number of correct answers is 3.5 (the 
range from 2 to 6). As a result, our system can yield 
similar results as the one mentioned above. 

Litman and Passonneau(Litman and Passonneau, 
1995)'s work can be considered to be a related re- 
search, because they presented a method for text 
segmentation that  uses multiple knowledge sources. 
The model is trained with a corpus of spoken narra- 
tives using machine learning tools. The exact com- 
parison is difficult. However, since the slightly lower 
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upper bound for our task shows that our task is a 
bit more difficult than theirs, our performance is not 
inferior to theirs. 

In fact, our experiments might be small-scale with 
a few texts to show the correctness of our claims and 
the effectiveness of our approach. However, we think 
the initial results described here are encouraging. 

6 C o n c l u s i o n  

In this paper, we described a method for identify- 
ing segment boundaries of a Japanese text with the 
aid of multiple surface linguistic cues. We made the 
claim that automatically training the weights that 
are used for combining multiple linguistic cues is 
an effective method for text segmentation. Further- 
more, we presented the multiple regression analy- 
sis with the stepwise method as a method of auto- 
matically training the weights without causing the 
overfitting problem. Though our experiments might 
be small-scale, they showed that  our claims and our 
approach are promising. We think that we should 
experiment with large datasets. 

As a future work, we now plan to calculate the 
weights for a subset of the texts by clustering the 
training texts. Since there may be some differences 
among real texts which reflect the differences of their 
author, their style, their genre, etc., we think that 
clustering a set of the training texts and caiculat- 
ing the weights for each cluster, rather than calcu- 
lating the weights for the entire set of texts, might 
improve the accuracy. In the area of speech recogni- 
tion, to improve the accuracy of the language mod- 
els, clustering the training data is considered to be 
a promising method for automatic training(Carter, 
1994; Iyer et al., 1994). Carter presents a method 
for clustering the sentences in a training corpus au- 
tomatically into some subcorpora on the criterion of 
entropy reduction and calculating separate language 
model parameters for each cluster. He asserts that 
this kind of clustering offers a way to improve the 
performance of a model significantly. 
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