Efficient Disjunctive Unification
for Bottom-Up Parsing

David Carter
SRI International Cambridge Research Centre
23 Millers Yard, Mill Lane, Cambridge, CB2 1RQ, U.K.

dmc@al sri.com, dmc@sri.co.uk

Abstract

This paper describes two novel techniques which,
when applied together, in practice significantly re-
duce the time required for unifying disjunctive fea-
ture structures. The first is a safe but fast method
for discarding irrelevant disjunctions from newly-
created structures. The second reduces the time re-
quired to check the consistency of a structure from
exponential to polynomial in the number of disjunc-
tions, except in cases that, it will be argued, should
be very unusual in practical systems. The techniques
are implemented in an experimental Japanese anal-
yser that uses a large, existing disjunctive Japanese
grammmar and lexicon. Observations of the time be-
haviour of this analyser suggest that a significant
speed gain is achieved.

1 Introduction

This paper describes the approach taken to the uni-
fication of disjunctive feature structures in an exper-
tmental bottom-up shift-reduce Japanese analyser
called Propane, for Prolog Parser using the Nadine
Grammar. Nadine (Kogure, 1989; Kogure and Na-
gata, 1990), which is implemented in Lisp, is the
analysis and translation component of SL-TRANS,
the spoken language translation system under de-
velopment at ATR Interpreting Telephony Research
Laboratories, and its large (12,000 line) grammar
and lexicon make extensive use of disjunction.

The general problem of unifying two disjunctive
feature structures is non-polynomial in the number
of disjunctions (Kasper, 1987). That is, barring rev-
olutionary developments in the theory of algorithims,
the problem is NP-complete, and the time taken to
perform such a unification can, in general, at best be
an exponentially increasing function of the number
of disjunctions. However, in writing large grammars
of natural languages, it is often convenient to be able
to specily constraints in terms of disjunctions. This
seems especially to be the case for Japanese, because
of its relatively free word order and widespread el-
lipsis. It is therefore important to develop unifica-
tion algorithms that can in practice unify disjunctive
feature structures in a reasonable time, despite the
inherent NP-completeness of the task.
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Propane’s unification method embodies two novel
techniques. Firstly, when a new mother constituent
is created by the application of a grammar rule
to daughter constituents during bottom-up parsing,
disjunctions not relevant to the mother can safely
be removed. However, deciding on relevance in
less than exponential time is a non-trivial problem.
Propane’s technique is rapid, and results in the re-
moval of enough irrelevant disjunctions that con-
stituents higher in a parse tree are not burdened
with inordinately many of them. Secondly, Propane
adopts a modification to Kasper’s (1987) disjunctive
unification algorithm that “almost all the time” (in
a sense of that phrase to be discussed), runs in bi-
nomial time.

Practical results, which will be presented through-
out this paper, suggest that these techniques have
the desired effect of allowing Propane to parse even
quite long sentences in a reasonable time. These
results need, however, to be evaluated in the con-
text of ATR’s Japanese language processing research
programme in general and of Propane’s approach to
parsing in particular, which will therefore be pre-
sented in the next section as a preliminary to the
main body of the paper.

2 Bottom-up Parsing of Japanese

The Nadine system is geared towards the processing
of Japanese sentences of the type encountered in tele-
phone conversations. At ATR. a substantial corpus
of dialogues has been collected by simulating, both
by speech and by keyboard, telephone calls to the
organizing office of an international conference. At
the time the research described here was carried out,
Nadine’s grammmar and lexicon were being developed
and tested mainly on a subcorpus of 100 sentences
comprising five of these dialogues. The results pre-
sented in this paper therefore all derive from apply-
ing Propane to this same sentence set. Although the
size of the set is comparatively small, the sentences
in it were not in any sense “made up” to suit either
the Nadine or Propane parsers. Rather, to the de-
gree that a simulation can approach reality, they can
be taken as representatives of the kinds of sentences
to be handled in a realistic language processing ap-
plication.



Japanese has several characteristics which suggest
that. bottom-up parsing.approaches might be partic-
ularly fruitful. . The langunage is a head-final, strongly
left-branching one. . This means. that modifiers al-
ways attach:to a head on their right, and that there
is ‘a.preference foriattachment to the nearest such
hiead that obeys.the constraints that syntax, seman-
tics andipragmatics place on -possible combinations.
This preference: is: so strong as to suggest a. parsing
algorithm that first-eonstructs:analyses that obey it

backtracking-and producing: analyses with. different.
bracketifigs -only:if the initial lanalysis or: analyses are:

Judged unaceeptable bysome: outside process.
Attemipts have béeéni made, for example in Na-
dine ‘and’ by Shimazu and Naito (1989); to use the
left-Branchifig preférence to select among alternative
actions in ' a’chart parser. However, the approach
adopted: in' Propane is to'implement the preference
direetly into the mechdnisim of a'shift-reduce parser:
Ini general, 4 shift-rediice’ parser uses a table of
parsé states and possible actions that determine, at
cachi stage, whether a shift or a reduction is appro-
priate, ‘and’in the latter case, what grammar rule
hou‘ld”be used However when Japanese is formal-
ized ™ usmg ‘a‘grammar’ in which every rule has ex-
actly two tight-hand-side elements — as is the case
in Nadine grammar — the left-branching preference
<orresponds to a ‘strategy of reducing the top two
¢ dtegm ies' o the stdck whenéver there is a gramimar
rule ithat ‘allows ‘them to Be reduced, and shifting
only whern this cannot be done. No table is there-
fore requn“cd Nadie’§ ‘grammar rulés include syn-
tactic, séttiantic and’ pragifiatic information, so that
j’lopane’s de¢ision to rediice or not depends on the
(Lccept&blhty‘ of ‘the' résult’ at’ all three of these lin-
pmstic 1&vels!" Such a test takes advantage of the
maximum dimourit 6f available information, and ap-
plies'it'in o fairly straightforward and’ efficient way.
AIﬁérﬁ%ithé lexical entries for words, and alterna-
tive grammar rules’ that ¢an apply to the same pair
of’ daughter categorles meéan that each position on
the parser s 'stack 1s in fact, occupxed not by a single
category bilt by a list of’ categorles {(each of which,
of COUlSé ‘contains a disjunctive structure that may
have many reahzatlons) . 'The lengths of these lists
do not grow ‘significantly as parsing progresses, be-
cause just as the lexicon and the grammar can in-
troducé alternatnves so the application of grammar
rules caii remove them.’ THe attempt to reduce each
of m posmble head’ daughters with each of n possi-
ble non-head dawgliters typically results in far fewer
than 7 YL motheér structures because niot, every rule
apphcatlon gucceeds.

One comphcatxpu that cmsf‘s in palfsmg written
Japanese is that word boundanes are not indicated
ezphatly "T'liis tneans that ‘the lexicon imposes a
lattlce stx ucture not a sunple sequence of tokens on

Plopano duals w1th tlns sltuatlon in the follow-

ing way. When shifting, edges of all lengihs are
placed onto the stack, and are allowed to partici-
pate in any following sequence of reductions. Before
the next shift, however, Propane “prunes” the edges
that constitute the top of the stack, removing all
but the longest. This corresponds to the assump-
tion that there is a preference for longer strings of
characters to correspond to lexical items where pos-
sible, but that this preference should be overturned
when a shorter string, but not a longer one, allows
a reduction with what precedes it.

A large proportion of the 100-sentence subcorpus
targeted by Nadine can be parsed correctly by this
simple approach of always preferring reductions to
shifts and longer edges to shorter ones. Nevertheless,
on many occasions the correct parse will involve at
least one: violation of these preferences. In general,
some kind of intelligent backtracking and/or looka-
head is required. In Propane, only a limited form
of lookahead exists. Sometimes, an examination of
the parts.of speech (i.e. category names only and not
feature values) in the grammar and those of the con-
stituents in the stack and of the item that would be
consumed in a shift shows the following situation:
a reduction. is possible, but if it is performed, the
next shift cannot itself be followed by a reduction,
whereas if a shift is performed next, two reductions
may be possible. That is, there are two alterna-
tives: reduce now and then be forced to shift twice,
or shift now and, unless unification failure prevents
it, reduce twice. In such situations, Propane chooses
the second option. This often allows sentences to be
parsed which would not otherwise be, and does not
prevent the parsing of any sentences in the subcor-
pus. Because only category names, and not features,
are examined, the lookahead procedure is very quick,

With this small amount of lookahead included,
Propane was able to parse 75 of the 100 sentences in
the subcorpus. No attempt was made to check thor-
otighly the validity of these because of the present
author’s lmited familiarity with Japanese and the
Nadine grammar; however, they were inspected in-
formally, and none seemed to be obviously wrong.
Of the 25 sentences for which no parse was found,
ten involved an incorrect reduction. Eight of these
might have been prevented had information corre-
sponding to Gunji’s (1988) treatment of “sentence
levels” for modification been present in the gram-
mar. Twelve sentences failed through incorrectly
favouring longer edges over shorter; all of these fail-
ures involved a lexical entry for the same particle
sequence, and could have been prevented either by
altering the treatment of that sequence or by im-
plementing: the same kind of limited lookahead for
the long-over-short preference as was done for the
reduce-over-shift preference. Of the other three fail-
ures, two were sentences on which the Nadine parser
also failed, suggesting that they were outside gram-
matical and/or lexical coverage, and one remained
unexplained. Thus in summary, up to 98% of the
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subcorpus could have been assigned plausible anal-
yses: by: Propane given the improvements just:listed.

3 Pruning‘ Irrelevant Disjuncts

If bottom—up parsmg is to be efficient, it is impor-
tant that disjunctions that are 1rrelevant to a newly-
created mother constltuenL ~ that is, dlSJunctlons
whose values never affect the reah?atlons of the con-
stltuent Le. the set of terms in its dlsjunctlve normal
form ~ are discarded whenever p0551ble Othelwxse,
the number of disjunctions in a constituent will be
roughly proportional t& the numberof fexical entries
andigramnmar-rulesiused to construct; it; and the time
talienito unify: two constituents:will: increase at least
as«fastiag that number and probably rather: faster.

"However, it-is ot possible stimply to-discard ‘dis-
Junetive constraints that refer only to-the daughter
nodés, because feature structures are graphs, not
trees; the same substructure frequently appearsin
mioretlyan one place.” When a grammar #tile has
identified part-of the mother structure with part of
a-daughiter one; then any digjunctions involvingithe
latter must ‘be preserved. Some:midans imust there-
fore:be foundiofkeeping track of what pieces of strue-
ture ateshared; or in other words, what pairy of fea-
ture: paths lead to the same values. I ‘this is done;
a-disjunétion that explicitly involves oily daughter
constitwents -can- safely be digcarded i no featire
patli+through the mother-ledds ‘to ‘it or’ to any of
itsrcomponents.

~Of course, the set of feature paths that share a
value will differ for the differént realizatiotis (com-
pléete cholces of disjuncts) of & digjinctive structure.
It i not even: simply the case thut eack disjunét
cotitpibutes its own ‘gt of ‘corritiion paths; rilernbeds
of twardifferent disjunetions calt’ cause two paths to
haye, the same valug, in a realization. in which they
arg both selected, if they .place the same variable
in tyo different. positions. Thus: to,decide infallibly -
whether a given disjunct should gr.should notibe: dis-.
carded, one wouldinged to gygle through every. possis.
ble, realization of the whole structure,,a process thag:
is exponential in:the, number. of disjuncts and, therer,
fore, pnacseptable. This rules,aut, for, our. purposes;
a pepuesentation similay to that.of Eisgle angd, Dérre
(1988), in-which. equivalences between different navts.
of a.structure are denoted by expligit; pointersifrom.
ong, part, tp the, ofher, , Eisele, and, Dorre’s poingsts,
Can GG LR, ,ms;dw disinnction, and the yalugs at the,

pogitions, ] mwh,mh theyr efe T, Call 4)&,0, he,(affe(qﬂed by
dlﬁmmmo& : v lorid g

Hlk@[altexn%lvw adopted oA ,Pmmnaum On(ﬁl;th?«t
errs on the side af cantion, in the sense thatiitnover,
throws.away.a disjunet that,shouldibe kept; butidoes:
sometimes. keep;a disjunctfhay should bhe theown
away. The result of the latterskind jofierror, is,npt
Lo, give ingorrect, pasults -bufomerely fo encumber the:,
reprasentabion, with,some irrelevant.information; ..

[ Eaghdisjunctive, structure ietirned iy a; lesdcon.
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or grammar predicate, therefore, is assigned a set
of “path groups”; which each correspond either to a
variable that: appears more.than once in the original
Nadine definition; or to-an explicit identity equa-
tion between two!or more pesitions in the feature
structure,: To some:extent; a ‘path group is anal-
ogous to:a-setof Eisele:-and::Dorre peinters that
all;ipeint te the: sarie position. - However, the cru-
clal:poind is.that-in: Propane;: mo:record is kept of
whichpositionsipithe and/or tree each path comes
from; Thisaneans: two things: EFirstly when deciding
whether itoithrow.away. a. disjunction referring to a
particulatsposition:in-adaughterstiucture, Propane
can check the (unigue,: disjunction<independent) set
of path;groups, .and.if no, possible equivalence with
part of the mo;;hen structure .is found the dlsjunc~

dxslunctlpn mqiependence is. th@t the pathgroups can
specify spurious equivalences. It is possible for twe
paths to be assogiated when they. arise from two: dif-
ferent, mcompatlble disjuncts, or to remain associ-
ated after thedi \inct(s) from which they arose haye
been elnmnated through later unification. Howeve;‘,
smce path g 'u‘ are used only for deciding what
dlsJunctlons to dls:card and not as part of the fea-
ture structme rep‘resentatlon itself, a spurious path
group cen only lesult in some inefficiency, and not
t, }reisult
Thl‘; tr‘chmque 15 thue a compromise between, on.
the one. hend,,can]ymg out, possibly exhaustive com-
put;a,m,o,n to, &ch;eve a perfect result, and on the other,
afrd,l,/ng anything.at all. It avoids any,
exponem ml xpansion of. d}SJunctLons at the cost.of
some shg,ht um}ecessany progessing at a later stage. .
In Ppra actice the icost involved seems quite acceptable,
in tha,t the number of dlsJuxxcts in, & constituent daes
not ingcrease, greatly with its height in the parse treg,
An,qthex SOngeauence, ,Qf keeping, irrelevant. dis-
juncts is that ify at the end. of the parse, the set of all
full Te xllzatlons of a dls_]unctlve feature structure.is
e‘(haustlvely enupe,ra d, then the same reahzatmn
mev be(encountexe ;repeatedly However, experi-
st h?,t for}the current Nadine grammar,
15 ’“'1\0 ein, The average number of re—
ahzamons (ﬂenﬁlcal or' 1fferent;) per parse, of the,
75 sentenceg suecessfully p‘z‘wsed was exactly two,
an:, only one sentence received more than six real-‘

'Ihe p}yxyng opemtlon in fact resulted in, on ay-
er ,a> }a,“f; declea,se in the number of dlsJuncflons
in- g };lewly eatedsmothm constlment over all «

] \Opflatl()PS perfo med in processing the cor~
pq 1 ,P,‘,O (ebly f01 t’hls Leason the number of digjunc-
tions i a new mother constituent. only barely shows
a posltlve correlation to the sxze in constituents, of
the subtrée that it dom;nates and from which it has

J Il i “. § ' 0,
bee ‘buﬂ ! C)ll the other hand if pruning were not
5 SO o

e ISR
Il’];‘)l)e e mﬁ"e}c}x tion | betwer’n pubtlee gize and. number of dis-
3 J
Junc’t'lons or 9'406 tred nodes cleat,ed was only just sig-

nlfxc)ci it m Yhevs 9 le\el, giWen'the: hull hypothdsis that the
e :



performed, each constituent could be expected to
add its quota of wrrelevant disjuncts to every other
constituent that dominated it. Despite the relatively
modest figure of a 20% decrease over one reduction,
the cumulative effect of such decreases over a whole
parse is therefore quite significant.

In particular, it is worth noting that if, through
pruning, the number of disjunctions in a node does
nol increase with the number of nodes it dominates,
then disjunctive unification will have no effect on the
tirne complexity of parsing as a function of sentence
length. There is reason to hope that this will often
be the case; while disjunction may be widespread
in grammatr rules and lexical entries, Nasper (1987)
observes that in his implementation, “in the anal-
ysis of a particular sentence most features have a
unique value, and some features are not present at
all. When disjunction remains in the description of
a sentence after parsing, it usually represents ambi-
guity or an underspecified part of the granmmmar.” It
is tempting to mterpolate between the extremes of
single words and whole sentences and fo speculate
that, with thorough pruning, the number of disjunc-
tions in a node should decrease with its height in the
tree.

4 Pairwise Consistency Checking

When & new mother constitucut has been created
hy rule application, it is essential to verify that it
does in fact have at least cne consistent realization.
Although redundancy is not a major problem for our
purposes, a representation that did not distinguish
between realizable and unrealizable structures (that
is, between success and failure in unification) would
seriously flawed. However, consistency checking is,
in the gencral case, an NP-complete problem.
Kasper (1987) describes a technique which, for ev-
ery set of » conjoined disjunctions, checks the con-
sistency first of single disjuncts against the deflinite

part of the description. then that of pairs, and so on
up to n-tuples for full consistency. At cach stage %,
any disjunct that does not take part in any consis-
tent k-tuple is eliminated.? 1f all the disjuncts in a
disjunction are eliminated, the conjunction of which
that disjunction is a conjunct is eliminated too; and
if the outermost conjunction of the whole feature
structure is eliminated, unification fails. This tech-
nique has the advantage that the pruning of nodes
at stage b will make stage k4 1 more elficient. Nev-
ertheless, since n can sometimes be quite large, this
exhaustive process be time-consuming, and indeed
in the limit will take exponential time,

Propane’s attempted solation to this problem is
based on the hypothesis that the vast majority of
large unrealizable digjunctive feature structures that

nmber of disjunctions is mdependent of subiree sive.
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“Somewhat contfusingly, Nasper uses the terin “n-wise con-
sistency” for the checking of n 4 I-tuples of disjuncts. We
avoid this usage.

will be created in the use of a practical natural lan-
guage grammar will be not only unrealizable, but
also “pairwisc unrealizable” | in the sense that they
will fail at or before the second stage of Kasper’s
consistency check, for k = 2.

The reason we can expect most unrealizable struc-
tures also to be pairwise unrealizable is that most
comn only, unrealizability will result from the con-
tents of two nodes in the tree being incompatible,
through assigning non-unifiable values to the same
position in a feature structure. Although there can
clearly be exceptions, the hypothesis is that it is
fairly unlikely, in a large disjunctive structure (which
is the case where exponentiality would be harmful)
that there would be a non-pairwise inconsistency but
no pairwise inconsistency.

Following this hypothesis, when the Propane uni-
fier has created a structure, it checks and prunes it
first for pairwise consistency, and if this succeeds,
risks trying for a single full realization {one choice
at each disjunct) straight away. Thus it differs from
Kasper’s algorithm in two ways: no exhaustive k-
wise checks are made for & > 2. and when a full
check 1s made, only one success is required. avoid-
ing an exhaustive search through all combinations of
disjuncts.3 Of course, if the structure is pairwise re-
alizable but not fully realizable, the search for a sin-
gle success will take exponential time; but, accord-
ing to the hypothesis, such oceurrences, for struc-
tures with enough disjuncts for exponential time to
be unacceptably long, should be extremely rave.

The cffectiveness of this strategy can only be
judged by observing its behaviour in practice. In
fact, no instances were observed of the search for a
full realizabilion taking an inordinately long time af-
ter pairwise consistency checking and pruning have
aticceeded.  Thus it can be tentatively concluded
that, with the current version of the Nadine gram-
mar and with bottom-up parsing, the risk is worth
taking: that is, a full realization is virtually always
possible, in reasonable time, for a pairwise consis-
tent structure. Maxwell and Kaplan's (1989) belief
that “.. [simple inconsistencies] become less pre-
dominant as grammars are extended to cover more
and more linguistic phenomena™ does not therefore
ay pear to be true of the Nadine grammar, in spite of
ity coverage of a wide range of phenomena at many
linguistic levels; or if it is true, it does not affect the
success of Propane’s strategy. That is, even if simple
inconsistencies are less predominant, they are still
conmmmon enough that a large structure that is unre-
alizable because of complex inconsistencies will also

3 According to Maxwell and Kaplan (1989}, “in practice,
Kasper noted that...once bad singleton disjuncis have been
climinated, it is more efficient to switch to DNF [disjunctive
normal form] than to compute all of the higher degrees of
consistency.” This variation of the algoritlun given in Kasper
(1987) is closer to Propane’s strategy, but the expansion io
full DNT is itsell in general an exponential process and will,
when many disjunctions vemain, be far more expensive than
looking for a single realization.



be unrealizable because of simple ones.

Of course, this does not alter the fact that in
general, i.e. for an arbitrary input and for an ar-
bitrary grammar written in the Nadine formalism,
Propane’s unification algorithm, like Kasper’s, is ex-
ponential in behaviour. In the limit, an exponential
term in the formula for the time behaviour of an al-
gorithm will dominate, however small its associated
constant factor.

Unlike Nadine’s unifier, Propane’s strategy has
the property that when a structure survives consis-
tency checking, not every member of every disjunct
in it can necessarily participate in a full realization;
that is, ideally, it should have been pruned. How-
ever, this property is only undesirable to the extent
that, at the end of the parse, it makes any exhaus-
tive search for full realizations inefficient through ex-
cessive backtracking. Again, in practice, this seems
not to be a problem; exhaustive full realization is
extremely quick compared to parsing.

An analysis of Propane’s processing of its corpus
reveals quite wide variation in the relationship-be-
tween the total number of disjunctions in a rule
application (in both daughters and the rule) and
the time taken to performy the unification. How-
ever, although, unsurprisingly, unification time in-
creases with the number of disjunctions, it appears
from inspection to be perhaps linear with a small
binomial component, and not exponential. This is,
in fact, what an analysis of the algorithm predicts.
The linear component derives from the check of each
disjunct separately agaiust the definite part, while
the parabolic component derives from the pairwise
check. The relatively sinall size of the latter may
imply that a majority of disjuncts are eliminated
during the first phase, so the second has less work
to Jo.

5 Unification and Parsing Times

The absence of any known exponential process
{other than the final phase of unification, which ap-
pears never to take very long) in Propane’s parsing
and unification algorithms gives grounds for expect-
ing that in practice, the time taken to parse a sen-
tence of n lexical items should be polynomial in n.
Because of the pruning of irrelevant disjunctions, the
value of n should be fairly small, leading to a signif-
icant speed advantage over systems like the Nadine
parser that do not prune disjunctions and that use
the full (exponential) version of Kasper’s algorithm.
The results of a comparison between Nadine’s and
Propane’s parsing times suggest that such an advan-
tage does exist. However, the results are not suffi-
ciently detailed to allow the verification of Propane’s
exact time behaviour.

As sentence length grows, Propane tends to per-
form progressively faster in a statistically significant
way.! 1n particular, Nadine’s attempts to parse two

1For cach of the 31 sentences containing more than one
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fairly long sentences (12 and 18 lexical items respec-
tively) in the corpus had to be aborted because of the
time they took, but both these sentences received a
parse {rom Propane in ten to thirteen minutes. Had
Nadine not been aborted in these cases, two more
data points would be available that would increase
the significance further.

The progressive speed advantage of Propane may
be due partly to the fact that, as discussed above,
it follows only the single sequence of shifts and re-
ductions specified by the algorithim described in sec-
tion 2, and does not explore alternative bracketings.
However, Nadine is also, through numerical scor-
ing, sensitive to the left branching preference, which
guides it to explore, and presumably to find, pre-
ferred parses first; and the Nadine times used in the
comparison were those taken to find the first parse,
not all parses.

Another difference between the two parsers is that
Nadine, being chart-based., stores the edges it cre-
ates so that later backtracking need not cause work
to be repeated. Propane does not backtrack in this
way. However, because of a mundane practical lim-
itation in the Prolog implementation used, Propane
is also forced to store (assert in the database) every
constituent it creates, advancing the parse by suc-
cessive storing, failing and backtracking rather than
by the simple recursion that would otherwise be per-
formed. The time taken to store constituents in fact
increases faster than that used by other aspects of
processing, and for the longest sentences parsed rep-
resents 70 to 80 per cent of the total time. It might
be, therefore. that if storage time were ignored for
both parsers, Propane’s speed advantage would be
even more apparent.

Such vague remarks are admittedly unsatisfving
and should, given time, be firmed up by the acqui-
sitton and analysis of more data, and by separate
evaluations of the parsing and nnification time be-
haviours. The latter would involve comparing the
two parsers running with the same unifier and then
the two unifiers running under the same parsing al-
gorithm. Nevertheless, there are, as already men-
tioned, a priori grounds for expecting Propane’s uni-
fier to have an increasingly marked advantage, and
the data presented here are fully consistent with that
expectation, showing as they do a statistically sig-
nificant trend.

A formal complexity analysis of a bottom-up
parser using the techniques described in this paper
would only be of limited interest. Complexity anal-
yses deal with worst cases, and in those terms, the
essential hypothesis that pairwise consistency check-
ing will “almost all the time” be sufficient is mean-
ingless. Likewise, to claim that disjunction pruning

lexical item and successf{ully parsed by both systems, the cor-
relation was measured between the number of lexical items in
the sentence and the logarithm of the ratio of parsing times. It
was easily statistically significant at the 5% level, and its sign
indicated that the correlation is in the direction of Propane
perforning better for longer sentences.



greatly reduces the number of disjunctions in higher
tree nodes in the case of Propane and the Nadine
gramunar, is to say nothing about its effectiveness in
the worst case. One could easily write a grammar
in which every disjunction from daughter nodes was
needed by mothers, so that nothing would be pruned
at all. And thirdly, it is not claimed that the left-
branching preference in Japanese is anything more
than a preference, albeit quite a stroug one.

However, because the grammar, lexicon and sen-
tence set dealt with here are in no sense toy ones
written to test unification techniques but are the
tools of a major effort to process natural language
as it as actually used, it is of interest to anal-
yse Propane’s overall time behaviour under the
assumption that the relationships inferred above
through observation and statistical methods are
valid.% There seems to be no a priori reason to doubt
that the same behaviour could be achieved by other
systems or.for other languages (except, of course,
that the left-branching characteristic is language-
dependent).

Thus in Propane, the number of unifications at-
tempted during the successful parsing of a sentence
of length N is O(N) (this happy situation is, of
course, bought at the price of failure when the pref-
erence heuristics fail). Let us assume a strongly left-
branching structure, which, being maximally unbal-
anced, is the worst case. Then the number £ of nodes
dominated by each new mother node the parser (at-
tempts to) create will be uniformly distributed be-
tween 0 and N. From observation, it seems that
the number of disjunctions d involved in a unifica-
tion that dominates k nodes will be proportional to
& (‘This is the pessimistic option; as argued earlier,
there are grounds for hoping that, with suflicient
pruning, d will not increase with & at all, so that
disjunctive unification time will made no contribu-
tion to parsing time as a function of N). Unification
time for d disjunctions, under the pairwise consis-
tency hypothesis, appears to be proportional to d2.
Compositional semantic interpretation will probably
mean in the limit, that the size of the non-disjunctive
part of a constituent will also be proportional to the
number of constituents dominated. Unification time
here is order n log n in the sizes n of the input struc-
tures (Kasper, 1987). Thus a node dominating &
others will take order k3log k time to create. Sum-
ming over k from 0 to N gives an order N*logN
result. More generally, a parsing algorithm that on
atomic categories has order f(N) should, with dis-
junction, have order f{(N)N?logN if the distribution
of k over nodes created is also uniform.

In conclusion, the assessments of the various as-
pects of Propane’s time behaviour are all consistent
with, and in some cases provide good evidence for,

5Statistical correlation tests, of course, cannot tell us what
velationship, e.g. linear or exponential, holds between two
variables; they can only tell us that some relationship appears
to exist. The time analysis can therefore only be tentative.

the claim that the two novel techniques described
here can significantly enhance the speed with which
scntences can be parsed using a large grammar con-
taining disjunctions. As long as the essential hypoth-
esis about pairwise consistency holds for the partic-
ular grammar and the sentences it will in practice
encounter, polynomial time behaviour can be ex-
pected, as compared to an exponential time for other
approaches involving disjunctive unification.
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