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Abstract

A grammar formalism, Field and Category Gram-
mar (FCG), is described, which beside constituent
structure and functional structure recognizes a level
of field structure. It is argued that the formalism
offers descriptive and computational advantages for
the analysis of Scandinavian and other languages
that distinguish clause types topologically. It is also
argued that the clear distinction between fields and
constituents makes FCGs theoretically sounder than
other proposed field grammars. A comparison is
made of the word order rules and assumptions of
FCGs with the partial orderings employed by GPSG
and other models.

1 Motivations for field struc-
ture

Descriptive grammatical works on Germanic lan-
guages often refer to notions such as field and
schema, some early, major works being [Diderd6] and
[Drach37]. Recently, [Rue87] and [Togeby88] have
argued that field grammars in Diderichsen’s tradi-
tion are useful for the computational analysis of Dan-
ish. If they are right, the same is obviously true for
the other Scandinavian languages and possibly other
Germanic languages as well.

A major motivation for field structure in the Scan-
dinavian languages is the correlation between the po-
sition of a constituent and grammatical function. For
instance, a NP occuring after the finite verb but
before the sentence adverbs, i.e. in the field that
Diderichsen termed Neksusfell, is a subject, while
NPs appearing after the sentence adverbs, in the /n-
dholdsfelt (content field) are objects. As main clauses
have no surface VP-node consisting solely of the verb
and its complements, a configurational definition of
subjects and objects is less appealing.

There is a correlation also between positions
and thematic functions, the classical example be-
ing Diderichsen’s fundament (foundation), the po-
sition before the finite verb which holds thematically
prominent constituents of various kinds.

A second motivation is that the word order regu-

larities of clause types are better described if we have
access to field structure. In a phrase structure gram-
mar we either have to write a separate rule, or rule
schema, for each clause type, or else introduce pow-
erful rules such as transformations or meta-rules to
capture differences and similarities. Tield structure
can be used to express the common traits directly:
the schema in figure 1 apply to virtually all Swedish
clause types.! Moreover, variation can be accounted
for in terms of constraints on what may cccur in
the fields and such constraints may be expressed Ly
regular expressions. Thus, the incorporation of field
structure to a formalism does not add to its compu-
tational complexity.

2 Field structure vs.
structure

phrase

It is obvious that schemas such as that of figure 1 can
be defined by context-free rewrite rules cach of which
specifies a number of subficld-relations and a sequen-
tial order for the subfields. The rules below together
define the schema in figure 1, which we name .

(1) ¥ — P Nexl' Contl’
NexI' — v nex
ContF — v’ ObjI® adv
ObjF — obj pobj comp

The simplest way of formalizing a field grammar
is to define an appropriate set of rules of this kind
and, if we want to derive a functional structure, as-
soclate the rules and lexical entries with functional
information. This is essentially the approach taken
by [Rue87] and by [Togeby88]. As a result the field
notion is merged with the notion of constituent. It
is indeed often said that an advantage of Diderich-
sen’s analysis is that it offers a better constituent
analysis of Danish than, say, traditional TG, 'This is
not so, however. On the contrary, it is one of the
weaknesses of Diderichsen’s work that the notions
of fields and constituents are regularly confused (cf.

'The schema in figure 1 is a revised version of Diderichsen’s
classical schema. For instance, the nexus field has been given
two positions instead of three for reasons explained in section
3.1.3.



Foundation (F) | Nexus field (NexF) Content field (ContF)
v nex v’ ObjF adv
obj | pobj comp
Jag hann inte — — | — [ traffa honom | idag
I managed not — — | — see him today
— att jag inte hann — | — ]traffa honom| idag
— that I not managed | — | — see him today
Figure 1: A schema for the Swedish clause with two analysed examples.
PolS
[Telem72,Braunm86]). Instead field structure is bet-
ter conceived of as a level that accounts for the lin- -
earization of independently defined constituents. Vev  NPenex SA€nex  InfS€comp
While such a conception of field structure is more
restricted, it is more motivated and equally amenable ProNen vey’ NPeobj
to formalization. The formalism must deal with two
types of information for a constituent, however, its
category and the field(s) it occurs in. Also, we need PNen
to distingnish carefully the dominance relations for , .
Hann  du nte triffa Peter

fields (superfield) and categories (dominates) as they
differ in their logical properties. Here only two im-
portant differences will be noted: [1] Fields transmat
expressions, categories don’t. Given an expression, ¢,
that is situated in a field, f, it will also be situated in
every field that is a superfield of {. Conversely, fields
generally allow multiple occurrences of constituents
(incl. none; cf. figure 1), while categories categorize
exactly one constituent at a time. [2] The superfield-
relation 1s non-recursive, which means that schemas
have a finite number of elements, The dominates-
relation, on the other hand, allows recursion in the
usual way.

3 Field-and-Category Gram-
mars

Field-and-Category Gramunars (henceforth FCG)
may, with functional schemas included, be regarded
as a generalization of Lexical-Functional Grammars
[LFG82]. There is then the usual division between
two structural levels, but as the surface level includes
information about the position of a constituent in a
relevant schema, and not just category, we refer to
it as a topological structure, or t{-structure. For the
purposes of this paper the f-structure may be taken
as in LFG.

A t-structure for a simple sentence is illustrated in
figure 2. The rules necessary for the generation of
t-structures form a Basic FCG.

A schema is defined as a maximal field. A position
is a terminal field. An identifier position is a position
that admits an identifier of a phrase, such as a lexical
head.

Categories are ordered by a subsumption relation.
An aclual category is a category that does not sub-
sume any other category; an ebstrect category is one
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Figure 2: A topological structure for the sentence
Hann du inte triffa Peter? (Didn’t you manage to
see Peter?). Nodes are labelled Cep, where C indi-
cates the category and p the position of the domi-
nated string.

that does. Abstract categories express what is com-
mon to a class of actual categories.

A configuration is a triple [D, C, p] where D is an
actual category, C is an actual category or a word,
and p is a position. A configuration corresponds to
a branch of a local tree of a t-structure. D is the cat-
egory of the dominating node, C the category of a
dominated node and p the position of the latter in
the schema associated with the former. Conversely,
a local tree can be represented as a multiset of con-
figurations that have a common first element. For
instance, the top local tree of figure 2 corresponds
to the set {[PolS, V, v], [PolS, NP, nex], [PolS, SA,
nex], {PolS, InfS, comp]}. Multisets are required in
the general case as there may be several daughters
-with the same category and position.

3.1 Rule types
3.1.1 Field structure rules

Field structure rules define the internal structure of
fields in terms of subfields. In addition, they assign
each position an occurrence index, stating the max-
imum number of fillers it takes. I will write p* to
indicate a position with any number of fillers, p" for
a position with a maximum of n fillers, (p) for a po-
sition with one optional filler, and simply p flor a
position with one obligatory filler. The rules in (1)
may be expanded as below, where a simplified rule
for the noun phrase schema is also stated.



Notation | Meaning

XEp p must not be empty

eE€p p must be empty

A€p p must contain an A

wEPp p must contain word w
(A)ep p may only contain an A
(w)ep | p may only contain word w
A~€p p must not contain an A

Table 1: Basic topological constraints of a FCG.

(2) & — (F) NexI" ContF
NexF — (v) nex*
Contl" — (v’} Objl adv*
ObjI — obj? pobj* (comp)

3) Il — (det) mod* n rel*
(3) (

3.1.2 Category definitions

Category definitions define necessary properties of
categories. They may be written as 4-tuples (C, C’,
T, I') where C is defined as a subcategory of C’ meet-
ing the topological constraints T, and the functional
constraints F.

Basic topological constraints state what must or
may occur in a specific position. A list of basic
topological constraints ts found in table 1. The el-
ement T is a conjunction of such basic constraints,
or a schema symbol. In the latter case the defini-
tion includes a category-schema associalion, which
says that the category, and, by implication, all its
subcategories, are linearized by the named schema.
The other constraints give information about what
occurs in specific positions of that schema.

The functional constraints are written as conjunc-
tions of attribute-value assignments and value con-
straints. A single attribute name indicates that this
attribute must have a value at f-structure.

Some examples of category definitions are given
below. Together they define an inheritance hicrar-
chy of constituent categories, where properties of a
category high up in the hierarchy are shared by cate-
gories below it. Topological properties that are com-
mon to a set of actual categories are expressed at
their common ancestors, and, in particular, by the
common schema they inherit,

esal: (S, -, ¥, SubjAPredAViorm)
csa2: (NP, ~ II, NumbAGend)

defl: (Main§, S, Vev, -)

def2: (V2S, Main§, x€l, -)

def3: (V1S MainS§, e€F, -)

deft: (PolS, V1S, NPe€nex, Viorm=Fin)

def5: (Imp$, V1S, NP~¢€nex, Viorm=1Imp)

def6: (SubS, S, (Comp)evAVev’, )

def?:  (InfS, SubS, eeFA(all)ev ANP~Enex,
Viorm=Inf)

For instance, in (defd) a polar interrogative clauses
(PolS) is defined as a verb-first clause (V1S), which
in (def3) is defined as a main clause (MainS), whicl
in turn is defined as a clause (S). Being a clause it is
linearized by ¥ according to (esal) and its [-structurc
must have a subject, a semantic form and a verbal
property. Being a main clause it has a verb in po-
sition v (defl). Being a verb-first clausc it has an
empty foundation. In distinction to other verb-first
clauses it has a finite verb form, and an expressed
subject in position nex.

3.1.3 Configuration rules

While category definitions state what must hold of
a given category, configuration rules state what may
hold of any category. Each configuration of the lan-
guage is defined by some configuration rule. A con-
figuration rule may be written as a list of the form
(CS, I, 1) where CS is a description of a set of config-
urations, I is a conjunction of functional constraints
and 1 1s an occurrence index. We take advantage of
the category hierarchy and use abstract categories in
the description of configuration sets. Three illustra-
tions are given below:

confl: ([S, NP, F], 1SUBJ=], 1)
conf2: ([S, NP, nexj, 1SUBI=], 1)
confd: ([S, SA, nex}, T=1, %)

The arrows, | and | are used as in LFG: The
up-arrow identifies the f-structure of the dominating
node of the configuration, whereas the down-arrow
identifies the f-structure of the dominated node.

The first two rules state the possible subject con-
figurations of Swedish.  They apply to all sul-
categories S and NP, unless this is contradicting the
definitions of these categories. For instance, (confl)
does not apply to a VIS as defined in (def3).

The last two rules both define fillers of position
nex’ without ordering them. The third rule defines
an iterative configuration, as indicated by its cccur-
rence index. Thus, the subject is allowed to take dif-
ferent relative positions w r t the sentence adverbs
in agreement with the facts illustrated i (4)-(6). In
this way fields serve to define borders for local word
order variation.

(4) 1 natt var katten nog inte ute.
last-night was the-cal nog not out
“Probably, the cat wasn’t outdoors last night”

(5) T natt var nog katten inte ute
last-night was nog the-cal not out

(6) I natt var nog inte katten ute.
last-night was nog not the-cat oul



3.1.4 Lexical rules

A lexical rule may be written on the form (w, C, T,
I") where the lexical item w is assigned a category, a
(usnally null) topological constraint and some func-
tional information. Three illustrations are given in

(7)-(9).

(7) (hann, V, —, Pred="manage<(Subj)(Xcomp)>’
AXcomp:Subj=Subj
AViorm=FinATense=Pret)

(8) (inte, SA, —, Pol=Neg)

(9) (Peter, N, —, Pred="Peter’
ANumb=SgAGend=Utr)

3.1.5 Well-formedness conditions

In order to be well-formed an expression of a FCG
must have both a well-formed t-structure and a well-
formed f-structure. We omit the requirements of
well-formed f-structures as they can be taken to co-
mcide with those of a LFG.

A topological strueture, T, 1s well-formed accord-
ing to a FCG, G, iff the following condition holds:
(i) Each node of T is assigned an actual category
and every node apart from the top-node is assigned
a position; (ii) Any local tree, L, of T, with top-
node category, C, satisfies the following conditions:
(a) for each branch of L there is a configuration rule,
or a lexical rule, iIn G that licenses it; (b) if C is
non-terminal, there is a schema, o, assoclated with
C, such that the sequential order of the branches is
in agreement with the sequential order of their posi-
tions in o; (¢) all restrictions on ¢ imposed by C in
its definition are satisfied by L.

4 Properties of Basic FCGs

By removing all functional information from a FCG
we obtain a Basic FCG. It is the Basic FCG that
is responsible for the expression of dominance and
precedence relations in the grammar, i.e. it has the
same role as the phrase-structure rules of a LFG,
This section is concerned with some interesting prop-
erties of Basic FCGs. First | show that a Basic FCG
1s weakly equivalent to a context-free granumar.

Let G be a Basic FCG. Let A be the set of ac-
tual categories, Z the set of schemas, and P the set
of positions, all finite sets. For any CeA let L(C)
denote the set of strings dominated by C. The lan-
guage of G, L(G) is defined as a union of such sets
for some suitable subset A’ C A, e.g. by the set of
subcategories of S.

Let W be the set of words that occur in configura-
tion rules and category definitions. Let K be the set
AUW.

For any o €S we may, by expansion of the relevant

field structure rules, derive a positional structure for

o. Call this structure e,. For instance, from (2) we

4

may derive a positional structure ex:
(F) (v) nex* (v’) obj? pobj* (comp) adv*

A positional structure can be given the form of a
regular expression over P. This is guaranteed, since
fields are non-recursive objects.

Let D be any actual category that is linearized by
o, and let p be a position that occurs in e,. The
category definitions associate with D and p a con-
junction of topological conditions, D, ,, where each
conjunct has one of the forms in table 1.

For given D and p the configuration rules allow us
to derive the constituent strings that may occur in p
under D. There is only a finite number of applicable
configuration rules. Fach rule gives a disjunction of
actual categories and an occurrence index for that
disjunction, If all occurrence indices are finite, or if
the occurrence index of p is finite, the constituent
strings may be represented by a finite language over
K. If some occurrence indices are ¥’ and p itself
has occurrence index *’, we may first form a finite
sublanguage over K that represents all strings of non-
iterative constituent categories, and then extend it
by introducing the iterative constituents. In either
case, the result is a regular language over K. We call
this language Lp p.

For instance, assuming that (confl) and (conf2)
are the only rules pertaining to position nex, and
that NP has three actual subcategories, CNP, PNP
and ProNP, we have Lpgisner = Lsnes = SAY(CND
+ PNP + ProNP)SA*. :

Given Lp , we want to derive the sublanguage of
constituent strings that satisfy D, .. Call this lan-
guage Lp pr. Consider first the primitive cases:

1. If D, » = e€p then Lpp ., = {e}.
2. If D, , = x€p then Lp, , = Lp,~{e}.
3. If D, , = A€p where A is actual,
then Lpp» = Lp ,nK*¥AK*,
4. If Dy » = A€p where A is abstract,
then Lpp» = Lp ,N(K*A K¥U - UK¥A, K¥)
where Ay, ..., A, are actual subcategories of A.
5. If Dy, = (A)€p where A is actual,
then Lpp, = Lp ,n(K*AK*U{e}).
6. If D, ; = (A)Ep where A is abstract,

then Lp pr = Lp ,N(K*A K*U- - UK*A, K*U{e}),

where Ay, ..., A, are actual subcategories of A.
A8 D, , = A~€p then Lp ,, =
Lp pN(K*-K*AK¥)
I Dy, =we€p then Lp, . = Lp ,nK*wk*
9. If D, , = (w)€p
then Lppr = Lp pn{K*wK*U{e}).

-1

o

In all cases Lp, . is a regular set. As D, . in
the general case 1s a conjunction of such primitive
constraints, it follows that Lp ,, will always be a
regular set over K.

Let Lp be the totality of constituent strings that D
may dominate. Then Lp is obtained by substitution



of Lpp» for pin e,. As the class of regular sets is
closed under substitution, Ly will also be a regular
set over K. As D itself may occur in L, we may
have recursive categories in L{D), however. In any
case, L{D), and by implication, L(G), is a context-
free language.

It is interesting to note that many simple context-
free languages cannot be given a simple Basic FOG,
I'or example, if a certain category, C, takes one oblig-
atory daughter, II, and two optional daughters A, B,
according to the the Clhgrammar G1, there is no
Basic FCG for L(G1) that has C as an actual cate-
gory.
(G1) C-—1U
C-—1A
C-—BII
C-—-AHB

If there is such a I'CG, it must employ at least
three positions,
must be allowed.

siice otherwise alternative orders

Thus 1t takes three configuration
rules pertaining to three different positions to ac-
connt for the string {A 1l B]. But as these are in-
dependent the strings [A H] and [H B] can also be
generated, contradicting the assumption.

In a Basic 'CG a category behaving as C in G
must be abstract and its different realizations must
be divided among a number of actual subcategories.
A Basic I'CG weakly equivalent to Glias G2
(G2) (fsrl) o = (pl) p2 (p3)

(esal) (C, -~ 0, )
(edefl) (C, -, Hep2, -)
(edel2) (CL, C, eeplA(A)EPS, )

(cdefl) (C2, C, Beplaecps, )
(cdefd) (C3, C, AeplABepS, )
(confl) ([C, H. p2}, - 1)
(conf2) ([C, pl . 1)
(conf3) ([C, B, [JJJ, . 1)
(confd) ([C, A, p3], -, 1)
(conls) ([C, B, p3], —. 1)

[ntu-
itively it scems that complex constituents that share
a sct of potential daughters should obey the same
constraints as regards their relative order and occur-
the occurrence of one daugh-

What languages can FCGs deseribe well?

rence. In particular,
ter should be independent of the occurrence of other
daunghters. Where there is a difference in these prop-
erties, there must be a categorial distinction in the
grammar, as the example above illustrates. We may
call this property category-dependeni fized ordering.
It scems, however, that this propm'i\' is significant for
natural languages, at least for like the Ger-
manic languages, that distinguish clause types on
topological grounds.

those,

5 Field structure and partial
orderings

If the (surface) syntactic structures of a natural lan-
guage arc specified by means of a context-free gram-
mar as i LEF'G, there is no chance of expressing any
generalizations pertaining to word order. LIFG ad-
mits a number of notational devices to facilitate the
writing of c-structure rules, but has made few claims
about possible word order restrictions. [GPSG85], on
the other hand, makes the strong claim that natural
languages obey Exhaustive Constant Partial Order-
ing (ECPO), i.e. that the possible linearizations of
a set of sister constituents are the same in any local
trec irrespective of the categories of the mother and
other sisters. Such linearizations are expressed by
means of partial orderings, or LP-rules, of the form
A< DB

1t is obvious that this assumption is more naturally
made n a framework that works with local trees that
have only two or three branches than in a frame-
work which employs flat structures.
the existence of unmarked and inverted
not contradicting the ECPO-hypothesis,

For instance,
clauses is

if the sub-

ject is regarded as a sister of the finite verb only

in the inverted case. 1lowever, there are construc-
tions that speak against it as a universal, such as the
order of object and verb in German main and subor-
dinate [eh kaufie ein Auto (I bought a car)
vs. leh habe ein Aulo gehaufi (1
I have bought a car), and the order of verb partici-
ples
and attributive constructions: Rapporten dr bestilld

clauses:
have a car bought =

and their complements 1 Swedish predicative

av Borg ('The report is ordered by Borg) vs. Den av
Borg bestdllda rapporten (The by Borg ordered rve-
port = The report that Borg ordered). These con-
structions are not problematic for FCGs, however,
althougl they necessitate a categorial split.
Although the number of categorial splits can be
many in a FCG, one would not like the number
of schemas to be very high.  For a language like
Swedish it scems possible to limit the description to
five schemas, one for cach type of projection (V, N,
A, P) and one for coordinated structures {Ahrenh89].
LP-rules are used also in frameworks which do
not subscribe to the ECPO-property, such as HPSG
[PolSag87]. However, they need to be complemented
by something, as they miss an important aspect of
word order. As they apply to sister constituents,
they fail to give any information on the position of
a daughter relative to the phonological span of the
mother. For instance, as a speaker of Fnglish [ know
that the definite article appears at the very begin-
ning of an NP and that relative clauses appear at the
end. Given a set of LP-rules ordering determiners,
relative clauses and other NP-constituents we may
possibly infer this information, but this is a round-
about way of doing it.
we need a device that will impose a sequential strue-

To express such facts directly

5



ture on phonological spans, and it is for this purpose
that the topological schema is useful.

On the other hand partial orderings seem bet-
ter suited to describe category-independent word or-
der regularities. Consider the case of complements
to a head. In the Germanic languages the nor-
mal order would be the one expressed in (10): NP-
complements precede PP-complements which pre-
cede verbal complements whatever the category of

the head [GPSG85, p. 110].
(10) NP < PP < VP

The rule in (2) defining the complement field
(ObjF), repeated here for convenience, specifies three
positions, one for bare objects, one for prepositional
objects and one for verbal and adjectival comple-
ments.

ObjF — obj® pobj* (comp)

Even if we could appeal to the same or a similar
field structure rule in the case of complements to the
adjective, 1t seerns natural in this case to explain the
ordering in terms of the difference in category be-
tween different complements. Thus, with the intro-
duction of (10) ObjF could be regarded as a position,
i.e. as a terminal of the schema in figure 1.

Note however that in a FCG LP-rules receive a
slightly different interpretation. They apply to posi-
tions rather than to local trees.

6 Concluding remarks

Current work on FCG includes the implementation
of a head-driven, bidirectional chart-parsing algo-
rithm. The basic idea is to use fillers of identifier po-
sitions to trigger bottom-up predictions. FCGs have
the advantage that the search for topologically differ-
ent, alternative projections of a head or other iden-
tifier, can be accomplished by a single active edge.
On the other hand the category of an edge is often
abstract, and has to be determined on the basis of
category definitions and the content of the edges that
combined to introduce it.

Finally it should be stressed that while FCG is a
variant of a LG, the 1dea of regarding the schemas
of traditional field grammars as structures of par-
tial information can of course be exploited in any
unification-based formalism,
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