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Abstract

In aspect level sentiment classification, there are two common tasks: to identify the sentiment of
an aspect (category) or a term. As specific instances of aspects, terms explicitly occur in sen-
tences. It is beneficial for models to focus on nearby context words. In contrast, as high level
semantic concepts of terms, aspects usually have more generalizable representations. However,
conventional methods cannot utilize the information of aspects and terms at the same time, be-
cause few datasets are annotated with both aspects and terms. In this paper, we propose a novel
deep memory network with auxiliary memory to address this problem. In our model, a main
memory is used to capture the important context words for sentiment classification. In addition,
we build an auxiliary memory to implicitly convert aspects and terms to each other, and feed both
of them to the main memory. With the interaction between two memories, the features of aspects
and terms can be learnt simultaneously. We compare our model with the state-of-the-art methods
on four datasets from different domains. The experimental results demonstrate the effectiveness
of our model.

1 Introduction

Sentiment analysis (Pang and Lee, 2008; Liu, 2012) is a fundamental task in the field of natural language
processing. As one of the subtasks of sentiment analysis, the goal of aspect level sentiment classification
is to infer the sentiment polarity (e.g. positive, negative, neutral) of the aspect (e.g. food, service). Aspect
level sentiment classification is arousing more and more researchers’ attention, as it can provide more
all-round and deeper analysis than document or sentence level sentiment classification.

There are two common scenes in aspect level sentiment classification. The first one aims to identify
the sentiment of a predefined aspect, we call it ASC (aspect sentiment classification) for short. The
other aims to identify the sentiment of an explicit term which occurs in the sentence, we call it TSC
(term sentiment classification). We take the review “A mix of students and area residents crowd into this
narrow, barely there space for its quick, tasty treats at dirt-cheap prices.” as an example. For ASC task,
we need to infer the sentiment polarities for a set of predefined aspects including “food”, “price”, and
“ambience”. Here, the sentiment polarities for “food” and “price” are positive while that for “ambience”
is negative. For TSC task, we are given three terms “space”, “treats”, “prices” in the review and need
to infer the sentiment polarities for these terms. Here, the sentiment polarities for terms “treats” and
“prices” are positive while that for “space” is negative.

In most cases, aspect level sentiment classification works in a supervised manner. Researchers usually
extract features and use machine learning algorithms to train the sentiment classifier. Typical meth-
ods are usually based on the manually extracted features. Such methods need either laborious feature
engineering works or massive linguistic resources. In recent years, neural networks have achieved sig-
nificant performance in various NLP tasks like question answering (Sukhbaatar et al., 2015), machine
translation (Bahdanau et al., 2014), text summarization (Rush et al., 2015), and text classification (Kim,
2014; Kalchbrenner et al., 2014; Yang et al., 2016). The key advantage of these methods is that they
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can automatically learn text features or representations from data. There are several pioneering studies
introducing neural networks into the field of sentiment classification, including long short term memory
(Tang et al., 2016a; Wang et al., 2016) and deep memory network (Tang et al., 2016b; Tay et al., 2017).
The main intuition behind these studies is to capture the important context words related to the given
aspects.

The terms and aspects in ASC or TSC are closely related to each other. For example, the term “sand-
wich” is surely about the aspect “food”. However, existing neural network based methods fail to utilize
the relevance between the aspects and the terms as very few datasets are annotated with both aspects
and terms. On one hand, the number of terms is extremely large and they normally exhibit a long-tailed
distribution. For example, in the review “Not only did they have amazing, sandwiches, soup, pizza etc,
but their homemade sorbets are out of this world!”, “sandwiches”, “soup”, “pizza”, and “sorbets” are
different words though they are all about the aspect of “food”, and many of them rarely occur in the
corpus. It is hard for neural networks to train high quality embeddings for the terms with low frequency.
On the other hand, as the high level semantic concepts of terms, the number of aspects is small and
the aspects are usually predefined. This ensures that the embeddings of aspects are of high quality and
generalization ability. However, aspects do not explicitly occur in sentences, thus it is hard for a model
to capture aspect related context words from the sentence.

In this paper, we propose a novel deep memory network with an auxiliary memory (DAuM) to solve
the above problems. Specifically, we first adopts a basic memory to capture the important part of context
words for sentiment classification. We then present an auxiliary memory to make the connections be-
tween aspects and terms. Due to the lack of supervised information, we cannot get term words for each
sentence in ASC task, or get aspect words for each sentence in TSC task. Following the idea of (Lau et
al., 2017) and (He et al., 2017), we implicitly generate aspects for terms or extract terms for aspects via
the auxiliary memory. Finally, the original and generated aspects/terms are fed into the main memory to
capture the sentiment words related to the aspects/terms. With the interaction between two memories,
the output vectors will combine features of both aspects and terms. We compare our model with the
state-of-the-art methods on four datasets. The experimental results show that our model performs well
for different domains of data, and consistently outperforms all baselines.

2 Related Work

Aspect level sentiment classification is a challenging task which aims to identify the sentiment polarity
of an aspect or a term in the sentence. Recent years have witnessed the boom of deep learning methods
in in aspect level sentiment classification tasks. Tang et al. (2016a) proposed target-dependent LSTM
to capture the aspect information when modeling sentences. A forward LSTM and a backward LSTM
towards term words are used to capture the information before and after the aspect term. Obviously, this
method is not suitable to ASC task as aspect words do not always explicitly occur in sentences.

Attention mechanism (Bahdanau et al., 2014) is an effective mechanism which enforces the model to
focus on the important part of context words by computing a weight distribution for context words. Wang
et al. (2016) proposed an attention-based LSTM method for the ASC task by concentrating on different
parts of a sentence to different aspects. In many cases, given terms have multiple words which makes it
difficult to build the semantic representations. Ma et al. (2017) proposed an interactive attention network
to address this problem.

Tang et al. (2016b) introduced an end-to-end memory network for aspect level sentiment classification,
which employs an attention mechanism over an external memory to capture the importance of each
context word. Such importance degree and text representation are calculated with multiple computational
layers, each of which is a neural attention model over an external memory. Tay et al. (2017) designed a
dyadic memory network that models dyadic interactions between aspect and context with neural tensor
compositions or holographic compositions for memory selection operation.

We distinguish our work with the memory networks (Tang et al., 2016b; Tay et al., 2017) in that
our goal in to capture the relatedness between term and aspect to improve the sentiment classification
performance and we design an auxiliary memory to this end. In contrast, existing studies only focus
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on the relatedness between context words the aspect/term using a sentiment memory, which is a single
component in our model. Our study is inspired by the recent advances in neural networks, including the
unsupervised aspect extraction method in (He et al., 2017), the deep multi-task learning framework in (Li
and Lam, 2017) for aspect and opinion extraction tasks, the end-to-end deep memory network for attitude
identification and polarity classification task in (Li et al., 2017), and the neural attention networks for
stance classification task in (Du et al., 2017).

3 Deep Memory Network with Auxiliary Memory

In this section, we describe our proposed DAuM model for aspect level sentiment classification. We
mainly introduce the model for TSC task, which has similar architecture for ASC task. We first give
the overview of the model and then describe the single layer case. Finally, we introduce how to extend
model to stack multiple layers.

3.1 An Overview
An illustration of 3-layer model for TSC is given in Figure 1.

Figure 1: Architecture of DAuM

The left part in blue is the main memory for sentiment classification, and we call it sentiment memory.
The right part in red is the auxiliary memory. In TSC, auxiliary memory takes a term as input and
generates corresponding aspect representation. Therefore we call it aspect memory. Both the original
term representation and generated aspect representation, which incorporate term and aspect information
at the same time, are fed into sentiment memory to capture the important part of context words. The
middle part consists in multiple computational layers. The output vector of a layer is taken as the input
of the next layer.

3.2 Single Layer
Input Embedding: To apply deep-learning method to text data, we first map each word into a low-
dimensional continuous vector, which is also known as word embedding (Mikolov et al., 2013; Pen-
nington et al., 2014). Specifically, let L ∈ Rd×|V | be an embedding matrix made up of all the word
embeddings, where d is the dimensionality of word embedding and |V | is vocabulary size. Given a sen-
tence s = {w1, w2, ..., wn} consisting n words, we first use a lookup layer to get the embedding xi ∈ Rd

of word wi, which is a column in the embedding matrix L.
Since terms occur in sentences and a term may contain one single word or multiple words as a phrase,

we use word embedding matrix L to get the representations for terms. In case that a term contains
only one word, the term representation will be the embedding of the word. For a phrase-form term, its
representation is the average of all constituting word embeddings. We use vt ∈ Rd to denote the term
representation.
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Aspect Memory: In order to implicitly infer the corresponding aspect for a given term, we define
an auxiliary memory to stack the aspect information. The memory takes a term as input, and generates
an output representation, which is combined with aspect information. Formally, we define the aspect
memory as Ma ∈ Rk×d , where k is the memory size or the number of defined aspects, and mi represents
the i-th piece of the memory.

Taking the term embedding vt ∈ Rd as input, the aspect memory generates a continuous output vector
oa ∈ Rd. The vector oa is computed as a weighted sum of each piece of memory mi via attention
mechanism.

oa =

k∑
i=1

miαi, (1)

where αi is the weight for a piece of memory mi. The weight αi is computed based on the semantic
relatedness between the term and each aspect.

ui = mi ·Wa · vt (2)

αi =
exp(ui)∑k
j=1 exp(uj)

(3)

Eq.2 is a bilinear function used to compute the semantic relatedness. The output of the bilinear function
is then fed into a softmax function to generate the final weight αi in Eq.3.

Sentiment Memory: The goal of TSC is to identify the sentimental polarity of given terms. To
this end, we build another external memory, called sentiment memory, to capture the important context
words which may be helpful to sentiment classification. Different from the memory network in (Tang
et al., 2016b), the sentiment memory in our model takes both term representation and generated aspect
representation as the input. Hence our input contains richer information for sentiment classification than
that in (Tang et al., 2016b).

We build sentiment memory Ms ∈ Rn×d via word embeddings of a sentence , where n is the memory
size or the length of the sentence. To differentiate a piece of sentiment memory from that of aspect
memory, we use xi to represent the i-th piece in sentiment memory, which is indeed the embedding of
the i-th word. Similar to aspect memory, the output vector of sentiment memory is also computed as
a weighted sum of each piece of memory xi via attention mechanism. When the term representation
vt ∈ Rd is fed into sentiment memory, a feed forward neural network is applied to computing the
semantic relatedness between the term and each memory piece.

βt
i = softmax(tanh(W t

s [xi; vt] + bts)), (4)

where W t
s ∈ R1×2d and bts ∈ R1×1 are transformation parameters. To make full use of the information

of the term and implicit aspect, sentiment memory further takes the generated aspect representation oa
as input, and generates a weight distribution via attention mechanism.

βa
i = softmax(tanh(W a

s [xi; oa] + bas)), (5)

where W a
s ∈ R1×2d and bas ∈ R1×1 are transformation parameters.

The final weight and output of sentiment memory is computed based on term level weight βt and
aspect level weight βa. Formally,

β = (1− λ)βt + λβa, (6)

os =

n∑
i=1

xiβi, (7)

where β is the final weight combining both term and implicit aspect information, 0 < λ < 1 is the
hyperparameter controlling the importance of the aspect or the term, and os ∈ Rd is the output vector of
sentiment memory.

3.3 Multiple Layers
Previous studies (LeCun et al., 2015) show that multiple processing layers can learn higher level rep-
resentations. Hence we extend our model to stack multiple layers. In the first computational layer, we
take the term vector as the input of aspect memory to generate corresponding aspect vector based on
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each memory piece in aspect memory through an attention layer. Both the original term vector and the
generated aspect vector are then fed into the first layer of sentiment memory to capture the important
part of context words through another attention layer. The model is then stacked as follows. In aspect
memory, the output of the attention layer and the aspect vector in Nth layer are summed as the input of
N+1th layer. Then the newly updated aspect vector in N+1th layer of aspect memory and the output of
Nth attention layer of sentiment memory are taken as the input of N+1th layer of sentiment memory.

3.4 Output and Model Training

After the computation in multiple layers, we get the final output vector ofs of sentiment memory and the
final output vector ofa of aspect memory. Here ofs is the sentiment feature, which takes both term and
aspect information into consideration. ofa is the high level abstraction of a given term. We apply them to
different tasks to train the model.

Term Sentiment Classification: Given a term wt, a sentence s, and the sentiment category set C,
the TSC task aims to identify the sentiment polarity of the term in its context. In our model, we regard
it as a probability problem, i.e., estimating the conditional probability of wt in s to a category c ∈ C.
We take ofs as the final sentiment feature of a sentence, and use a linear layer to transform ofs into a
real-valued vector which has the same length as the category number |C|. We then apply a softmax layer
to calculating the conditional probability distribution.

Pc(s, wt) = softmax(Wco
f
s + bc), (8)

where (s, wt) denotes a sentence-term pair, and Pc(s, wt) is the probability of predicting category c given
the sentence s and the term wt. The model is trained in an end-to-end supervised way by minimizing the
cross entropy between predicted and real probability distribution. The loss function is written as:

Lcla = −
∑

(s,wt)∈T

∑
c∈C

yc(s, wt) · logPc(s, wt) (9)

where T is the set of training data, C is the collection of sentiment categories, and yc(s, wt) is the ground
truth for (s, wt) pair.

Term Prediction: ofa is the high level aspect representation of a given term. Inspired by (Lau et
al., 2017), we believe that the aspect representation generated via a term should be able to predict the
term in turn. In other words, the term embedding is more similar to the aspect representation than
the embeddings of other words in the sentence. We include this into our objective and define a hinge
loss function which maximizes the semantic relatedness between ofa and the term while simultaneously
minimizing the semantic relatedness between ofa and other words in the sentence.

Lpre =
∑

(s,wt)∈T

∑
i∈{1...n}/{t}

max(0, 1− ofa ·Wp · vt + ofa ·Wp · xi) (10)

Aspect Regularization: We aim to learn the aspect embeddings which can represent different aspects
in real-life data. However, the aspect embeddings may suffer from the redundancy problem (He et
al., 2017) during the training process. We add a regularization term to ensure the diversity of aspect
embeddings.

Lreg = ∥MaM
T
a − I∥, (11)

where I is the identity matrix with the non-diagonal element aij (i ̸= j). MaM
T
a corresponds to the

dot product of two different aspect embeddings, which reflects the relevance between two aspects. Lreg

reaches its minimum value when the dot product between any two different aspect embeddings is zero.
Thus the regularization term encourages orthogonality among the rows of the aspect embedding matrix
and penalizes redundant representation. Our final loss function is the linear combination of Lcla, Lpre,
Lreg:

Lfinal = Lcla + γ1Lpre + γ2Lreg, (12)

where γ1, γ2 are hyperparameters that control the weight of different parts.
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3.5 Applied to ASC
The model for ASC task has similar architecture as the model introduced above. With a certain number
of aspects, we don’t need hyperparameter k for aspect embedding. In addition, auxiliary memory here
is used to stack implicit term information, and is initialized with embeddings of words in the sentence.
The auxiliary memory takes an aspect as input and generates corresponding term representation with the
same method.

4 Experiment

We conduct both the TSC and ASC experiments to check whether our proposed model improve the
performance of aspect-level sentiment classification.

4.1 Settings
4.1.1 Dataset
we conduct experiments on four datasets for ASC task and TSC task. In case that the same dataset is
used for both tasks, we use a suffix (ASC)/(TSC) to distinguish them.

• Restaurants(ASC) is a dataset obtained from SemEval 2014 (Pontiki et al., 2014). This
dataset contains customer reviews from the restaurant domain. Each review is annotated a sen-
timent polarity towards a given aspect. Sentiment polarity set includes “Positive”, “Negative”
and “Neutral”. Predefined aspect set includes “food”, “price”, “service”, “ambience” and “anec-
dotes/miscellaneous”.

• Restaurants(TSC) is the same dataset as Restaurants(ASC) except that terms are given in Restau-
rants(TSC) while aspects are not annotated.

• Laptops is a dataset obtained from SemEval 2014. This dataset contains customer reviews per-
taining to the computers and laptops domain. The sentiment polarity set is the same as that in
Restaurants(TSC). As terms are given in Laptops, they are used for TSC task.

• TweetNews is a dataset obtained from Semeval 2016 Task 6 (Mohammad et al., 2016). It con-
tains English tweets which are annotated for the stance towards one of five topics “Atheis”, “Cli-
mate Change is a Real Concern”, “Feminist Movement”, “Hillary Clinton”, and “Legalization of
Abortio”. The stance set includes “Favor”, “Against” and “None” (We treat them as “Positive”,
“Negative” and “Neutral” for simplification). This dataset is used for ASC task.

We use the official training/testing split in our experiments. To prevent the model from overfitting, we
randomly sample one-sixth samples from the training set as the development set. The statistics of four
datasets are showed in Table 1.

Table 1: Statistics of four datasets.
Dataset Set Total Pos. Neg. Neu.

Restaurants(ASC)
Train 2927 1806 697 424
Test 973 657 222 94
Dev 591 372 142 77

Restaurants(TSC)
Train 3017 1806 669 542
Test 1120 728 196 196
Dev 591 358 138 95

Laptops
Train 1934 823 730 381
Test 638 341 128 169
Dev 394 171 140 63

TweetNews
Train 2416 627 1163 626
Test 1249 303 716 230
Dev 498 125 233 140

4.1.2 Metrics
In aspect level sentiment classification task, each dataset has multiple sentiment polarities, and each
sample is classified into one of polarities. So we adopt Accuracy, Precision, Recall, as the evaluation
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metrics for multi-class classification. We also adopt the macro-averaged F-score to show a more thorough
result following previous studies (Tay et al., 2017; Tang et al., 2016a).

4.1.3 Experimental Setting
In our experiments, we use 300-dimension word vectors pre-trained by GloVe (Pennington et al., 2014).
The dimensionalities of word embedding, aspect embedding are all set to 300, which are same as those
in the baselines AE-LSTM and ATAE-LSTM (Wang et al., 2016). λ, γ1, γ2 are set to 0.4, 1.0, and 0.5,
respectively. We randomize other parameters with uniform distribution U(−0.01, 0.01). We train the
model with Stochastic Gradient Descent optimization algorithm and set learning rate as 0.01. We use
grid search to get hyper-parameters settings for our method.

4.2 Baselines
In our experiments, we compare our model with the following baseline methods on each dataset.

• ContextAVG is a simple baseline which averages the vectors of all context words as the representa-
tion of a sentence. The result is then concatenated with the aspect vector and finally fed into softmax
function.

• LSTM is an implementation of standard LSTM where aspect information cannot be captured in this
model.

• TD-LSTM (Tang et al., 2016a) takes aspect information into consideration. It uses a forward LSTM
and a backward LSTM towards term words to capture the information before and after the term. We
run it for only TSC task, as aspect words do not explicitly occur in sentences in ASC task.

• AE-LSTM (Wang et al., 2016) takes into account aspect information by embedding aspects into
another vector space. The embedding vectors of aspects are learnt during the process of training.

• ATAE-LSTM (Wang et al., 2016) is an extension of AE-LSTM. It uses attention mechanism to
capture the most important information in response to a given aspect. In addition, ATAE-LSTM can
capture the important and different parts of a sentence when different aspects are provides.

• TAN (Du et al., 2017) is a model proposed for stance classification which is similar to ASC task.
Here we use it as one of baselines to evaluate the effectiveness our model on the task and dataset of
other domain.

• MemNN (Tang et al., 2016b) is an end-to-end deep memory network which employs an attention
mechanism with an external memory to capture the importance of each context word. Such impor-
tance degree and text representation are calculated with multiple computational layers.

We re-implemented all baseline methods to make their results as similar as possible to those in the
original papers. Each competitor was optimized independently. For the parameters like dimensions,
learning rate, and optimization method, we follow their settings in the original paper of the baselines.

4.3 Main Results
In this section, we discuss the experimental results on both ASC task and TSC task. Table 2 reports the
results for ASC task on Restaurants (ASC) and TweetNews dataset. Table 3 reports the results for TSC
task on Restaurants (TSC) and Laptops dataset.

Table 2: Experimental results for TSC
Restaurants(TSC) Laptops

Method Accuracy Precision Recall F-score Accuracy Precision Recall F-score
ContextAVG 75.09 68.93 62.91 63.96 67.24 65.56 60.96 61.86

LSTM 74.28 68.72 61.89 62.21 66.46 65.04 60.54 61.72
TD-LSTM 75.63 69.18 63.05 64.16 68.18 66.86 61.15 62.28
AE-LSTM 76.25 69.76 63.21 64.32 68.97 67.12 61.32 62.50

ATAE-LSTM 77.23 70.83 63.95 64.95 68.65 66.98 61.18 62.45
MemNN 80.09 72.10 65.68 67.82 72.21 70.82 65.03 66.75
DAuM 82.32 74.68 70.18 71.45 74.45 72.96 69.21 70.16
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Table 3: Experimental results for ASC
Restaurants(ASC) TweetNews

Method Accuracy Precision Recall F-score Accuracy Precision Recall F-score
ContextAVG 80.37 72.86 67.58 68.72 65.25 57.52 51.96 52.88

LSTM 82.01 74.20 69.16 70.20 66.86 58.76 53.12 54.32
AE-LSTM 82.53 74.56 69.36 70.48 69.42 60.96 55.18 56.28

ATAE-LSTM 83.98 75.92 70.88 71.76 69.58 61.10 55.45 56.72
TAN 82.53 74.48 69.50 70.55 68.78 60.42 55.06 56.25

MemNN 84.28 76.06 70.24 72.38 70.14 62.21 57.05 58.62
DAuM 86.33 77.54 73.82 75.16 72.14 64.52 58.96 60.24

As shown in Table 2 and Table 3, our method consistently outperforms all baselines on four datasets
for both ASC task and TSC task. ContextAVG performs poorly. Since averaging context pay equivalent
attention to all words, it is unable to capture the sentiment words which are particularly important to
sentiment classification. LSTM does not perform well either. The reason may be that it ignores aspect
information which plays key role in aspect level sentiment classification. ATAE-LSTM and MemNN
perform relatively better as they not only utilize aspect information but also capture important words
related to aspect via an attention mechanism. Our model DAuM outperforms ATAE-LSTM and MemNN,
as implicit aspect/term representations are generated in our model, which provide more abundant features
for sentiment classification. In addition, our model performs better than TAN on TweetNews dataset.
This further proves that our model is suitable to some tasks from other domain like stance classification.

4.4 Effects of Multiple Layers

The number of multiple layers has an important effect to the performance of our model. We evaluate
our model with 1 to 10 layers with k = 5. The results are shown in Figure 2. In general, multiple
layers can help compute high level representation and improve the performance. Our model with 4 or 5
layers already works pretty well. However, the performance does not always enhance with the increasing
number of layers. It is because too many layers make the training of the model difficult. In addition, the
model becomes less generalizable with more parameters introduced.

(a) Accuracy (b) Macro F-score

Figure 2: Effects of multiple layers

4.5 Effects of Aspect Number

The aspect number k is a main parameter in our model. To evaluate the effects of aspect number, we
fix the number of layers to 4 and change k from 1 to 10. The results are shown in Figure 3. In general,
our model performs well in Restaurants(TSC) and Laptops when k = 5 and k = 4 respectively. When
k < 3, the result is not as good as when k is large in both datasets. The reason may be that terms are
converted into similar aspect representations when k is small. This leads to similar predicted results even
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(a) Results on Restaurants(TSC) (b) Results on Laptops

Figure 3: Effects of aspect number k

though different terms are given. It proves that, a limited number of aspects is helpful to our tasks as
they have more generalizable representations, but if the number of aspects is too small, it will lose the
capability of representing the semantics of different aspects in real-life datasets.

4.6 Case Study
In our model, auxiliary memory takes term/aspect as input and generates corresponding aspect/term
representation. To make it more intuitive, we visualize the aspect attention when different terms are fed
into aspect memory. The experiment is conducted on Restaurants(TSC) with k = 5. “A”, “B”, “C”,
“D” and “E” represent the five aspects. Three terms “pasta”, “waitress”, “price”, which belong to aspect
“food”, “service”, “price” respectively, are taken as an example. The pie charts are drawn based on the
attention weight for each aspect. The results are shown in Figure 4.

(a) Given “pasta” (b) Given “waitress” (c) Given “price”

Figure 4: Aspect attention weight for different terms

As can be seen, given a term“pasta”, the aspect memory generates an attention distribution assigning
the largest weight to aspect “A”. Similarly, the generated attention distribution gives the largest weight
to aspect “B” and “D” respectively when other two terms ‘waitress” and “price” are fed into aspect
memory. To a certain degree, these three cases prove that the aspect memory can effectively compute
the semantic relatedness between the given term and each aspect, and consequently generate the most
related high level representation.

5 Conclusion

In this paper, we propose a novel deep memory network with auxiliary memory to handle with aspect
level sentiment classification tasks. To address the problem that aspect and term information cannot be
captured at the same time, we utilize an auxiliary memory to generate aspect or term representation im-
plicitly. The original and generated aspects/terms are all fed into the main memory to capture sentiment
words related the aspects/terms. With the interaction between two memories, aspects provide more gen-
eralizable representations for terms. And vise versa, terms provide clues for aspects to focus on nearby
context words. We demonstrated the effectiveness of our model on four datasets. The results show that
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it can significantly outperform the state-of-the-art methods. Besides the improvements of classification
performance, our method has a key advantage that it does not need extra annotated aspects or terms. Fur-
thermore, our model can be easily extended to solve other related problems in this domain, or modified
with other advanced basic models.
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