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Abstract

Detecting cynical comments in online commu-
nication poses a significant challenge in human-
computer interaction, especially given the mas-
sive proliferation of discussions on platforms
like YouTube. These comments often include
offensive or disruptive patterns, such as sar-
casm, negative feelings, specific reasons, and
an attitude of being right. To address this prob-
lem, we present a web platform for the Spanish
language that has been developed and lever-
ages natural language processing and machine
learning techniques. The platform detects com-
ments and provides valuable information to
users by focusing on analyzing comments. The
core models are based on pre-trained architec-
tures, including BETO, SpanBERTa, Multilin-
gual BERT, RoBERTuito, and BERT, enabling
robust detection of cynical comments. Our plat-
form was trained and tested with Spanish com-
ments from car analysis channels on YouTube.
The results show that models achieve perfor-
mance above 0.8 F1 for all types of cynical
comments in the text classification task but
achieve lower performance (around 0.6-0.7 F1)
for the more arduous token classification task.

1 Introduction

The exponential growth of social networks has cre-
ated an environment where cynical comments, such
as sarcasm, negative sentiments, and dogmatic at-
titudes, can significantly impact discussions and
public perception. In this work, we have focused
on negative comments that could generate dysfunc-
tional behaviors among social media users. Cynical
behavior is a negative attitude with a broad or spe-
cific focus and comprises cognitive, affective, and
behavioral components. Cynicism refers to cus-
tomers’ disbelief of companies or the market due to

customers’ perception of dishonesty and integrity
on the seller’s part (Indibara et al., 2023). Also,
cynicism can generate feelings of betrayal and de-
ception, leading to anger and the desire to stop pur-
chasing products or services from the source that
generates their anger (Chylinski and Chu, 2010).
In this work, we have focused our efforts on the fol-
lowing elements: sarcasm, negative feelings, spe-
cific reasons, and attitude toward being right.

• Sarcasm includes mocking, biting, and cruel
irony that offends or mistreats someone. De-
tecting sarcasm in online conversations is
complex due to its subjective and contextual
nature. What may be evident to a human be-
ing may be challenging to a machine. Failure
to identify sarcasm can lead to misunderstand-
ings, disagreements, and loss in quality of the
online interaction (Gibbs, 2000).

• Negative Feelings are where users reflect neg-
atively on a product, usually in a subjective
way, influenced by their personal experiences.

• Specific reasons are when users identify par-
ticular aspects or components of a product, as
long as the comment contains negative senti-
ment, sarcasm, or attitude of being right—for
instance, seating comfort linked to a comment
with sarcastic content.

• The Attitude of being right is where users
express their rejection of the product and, in
contrast, assert their correctness.

Such expressions come in many forms, written by
users who have directly experienced the products
they are commenting on and by users who have
yet to consume or use the product being discussed.
The automotive industry is relevant to emerging
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economies (Stone and Cabrera, 2024), consumer
decision-making, and the strong influence of online
opinions on brand perceptions, which impacts the
sales of automotive brands. By focusing on this
specific domain, we seek to identify linguistic and
expressive patterns characteristic of cynicism in
digital communication. Furthermore, this analysis
has broader implications, as the methods developed
can be applied to other datasets involving product
reviews, services, or online content, allowing for
a better understanding of the impact of negative
emotions on public opinion.

The contributions of our research are as follows:

• We collected and annotated 3705 comments in
Spanish from the YouTube platform, achiev-
ing kappa of 0.841, 0.834, 0.859, and 0.752
for negative feelings, specific reasons, attitude
of being right and sarcasm, respectively.

• We explore detecting cynical comments both
as a token classification task and as a text
classification task.

• We compare various pre-trained models to be
fine-tuned for this task, including SpanBERTa,
BETO, Multilingual BERT, and RoBERTuito.

• We implemented a web platform that auto-
matically analyzes video comments using the
trained models, and allows users to view each
comment’s predictions from each of the four
models. Our models are hosted on the Hug-
ging Face Platform.

Figure 1 shows examples of the elements analyzed
in our platform. Each comment is shown in the
language of study, Spanish, with its English trans-
lation.

2 Related work

Cynical comments are related to negative aspect
and are specific elements that characterize the dark
side of consumers of products or services. The
closest related work are tasks on irony and sarcasm.

Although both irony and cynicism are close be-
cause of the negativity of the content, cynicism
can be understood as an extreme form of irony, in
which criticism is not only insinuated but used to
challenge morality and social conventions openly
(Räwel, 2007). For irony detection, AlMazrua et al.
(2022) created an annota d corpus of tweets with
8089 positive texts in the Arabic language. The
Fleiss’s Kappa agreement value was 0.54, a mod-
erate level. This work uses machine learning and

deep learning models and reports a 0.68 accuracy
with the SVM algorithm. One of the challenges
in this work was detecting implicit phrases as part
of the irony. Maladry et al. (2022) annotate a cor-
pus of 5566 tweets for the Dutch language, with
2783 labeled as irony. This work reported for a bi-
nary classification task a 78.98% for implicit irony
and 78.88% for explicit and implicit sentiment.
The SVM model performed better than the BERT
model. Irony has also been approached with CNNs
and Embeddings (FastText, Word2vec) (Ghanem
et al., 2020). This study analyzed monolingual and
multilingual architectures in three languages, with
the monolingual configuration performing better. A
second approach, RCNN-RoBERTa, consisting of a
pre-trained RoBERTa transformer followed by bidi-
rectional long-term memory (BiLSTM), achieved
0.80 F1 on the SemEval-2018 dataset and 0.78
F1 on the Reddit Politics dataset (Potamias et al.,
2020). In a binary classification task performed
on Spanish variants for Irony detection (Ortega-
Bueno et al., 2019), different representation ap-
proaches, such as word embeddings (Word2Vec,
FastText) and N-grams, were presented. Our re-
search used contextual transformer representations
(BETO, SpanBERTa, RoBERTuito).

Sarcasm detection has received recent NLP re-
search, particularly within sentiment analysis, as
sarcasm often leads to misinterpretations of the
intended sentiment. Early models relied on tradi-
tional machine learning techniques, such as Sup-
port Vector Machines (SVM), which utilized hand-
crafted features like word frequency and sentiment
polarity to detect sarcasm (Băroiu and Trăus, an-
Matu, 2022). However, these methods needed
help to capture sarcasm’s subtleties and context-
dependent nature. Recent advancements have led
to the adoption of deep learning models, includ-
ing Long-Short-Term Memory (LSTM) networks
and Bidirectional Encoder Representations from
Transformers (BERT), which have improved per-
formance. These models can better understand the
context in which sarcasm occurs, such as hyper-
bole, tone, or contrast between expectations and
reality(Zhou, 2023). For instance, models like Cas-
cade use context-driven approaches to capture sar-
casm more accurately by analyzing dialogues on
platforms like Reddit (Hazarika et al., 2018).

Further developments have seen the rise of multi-
modal approaches that incorporate both text and au-
dio and visual data, which enhance detection accu-
racy by providing additional cues like facial expres-
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Figure 1: Examples of cynical comments: purple corresponds to Specific Reason expression; green refers to
Negative Feeling; blue corresponds to Attitude to being right cynical comments; orange corresponds to Sarcasm.

sions or intonation. Ensemble learning techniques,
combining multiple models, have also improved
performance in sarcasm detection by leveraging the
strengths of different algorithms (Lemmens et al.,
2020). Despite these advances, challenges remain,
especially when identifying sarcasm in short texts
(e.g., tweets) or highly nuanced expressions (Son
et al., 2019). Future research will likely focus on
improving model robustness in such environments
and integrating more sophisticated contextual un-
derstanding (Khodak et al., 2018).

The use of AI for detecting cynicism also inter-
sects with ethical concerns. Algorithms designed
to filter harmful content sometimes over-censor,
inadvertently suppressing freedom of speech by re-
moving comments that are not genuinely harmful
but might be misinterpreted by the model (Dietrich,
2024); this delicate balance between moderating
harmful content and preserving free expression is
a continuing challenge for AI developers. Recent
work explores sentiment prediction in online com-
munities, where AI models attempt to predict the
likelihood of cynical comments based on previous
patterns of behaviors (Kumar and Bhushan, 2023).
While promising, these predictive models are still
in the early stages and require more refinement to
effectively capture the nuances of negative emo-
tional expression. Artificial intelligence has come
a long way in detecting explicitly harmful content
in social networks, however, it is still difficult to

accurately identify cynical negative sentiments.

3 Dataset

Our corpus was constructed in several stages. First,
Spanish-language YouTube channels were selected,
primarily from Latin America and focusing on new
car reviews, and their video comments were down-
loaded. These comments were then filtered to in-
clude only those with at least ten words and five
likes, ensuring sufficient text for cynicism analysis
and focusing on relevant discussion. This initial
filtering resulted in 3705 comments. Two human
annotators independently tagged the filtered com-
ments, freely identifying text segments containing
any elements analyzed in this study. To prepare
them for this task, we developed a comprehensive
visual guide, including: an introduction to con-
sumer cynicism and cynical comments: Examples
of different types of cynical comments; Visual ex-
amples demonstrating the annotation process, using
color coding to mark the text. The annotators, a
computer science master’s student, and a computer
science professor, also received a description of
the research context and an explanatory video. To
ensure consistent annotation, a calibration stage
was conducted using 50 comments from the initial
pool (which were subsequently excluded from the
final corpus). Inter-annotator agreement was mea-
sured by checking if one annotator’s marked text
segment was contained within the other’s. A 90%
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Cynical expressions Count Kappa
Negative Feelings 644 0.834
Specific Reasons 381 0.859
Attitude of being right 605 0.752
Suspicions 155 0.550
Sarcasm 256 0.841

Table 1: Dataset of Cynical Comments.

overlap was considered a match. Comments with
less than 90% overlap were deemed disagreements
and were excluded from the final labeled corpus,
which consisted of 2041 comments. Finally, com-
ments tagged as "Suspicions" were also excluded
from the experiments due to their scarcity. Table 1
details the results of the collection.

4 Methodology

We consider two tasks for detecting cynical com-
ments. For token classification, we use the standard
inside-out-inside format for token-by-token classi-
fication. For text classification, we assigned a label
to each YouTube comment as positive for a class
if any part of the comment was annotated for that
class and as negative if no part of the comment was
annotated for that class.

We explored several pre-trained models as po-
tential candidates for fine-tuning and subsequent
evaluation on our dataset:

BETO1 (Cañete et al., 2020) was trained follow-
ing the BERT paradigm (Devlin et al., 2019),
but only on Spanish documents. It is similar
in size to bert-based-multilingual-cased.

SpanBERTa2 was trained following the
RoBERTa paradigm (Liu et al., 2019),
but trained on 18 GB of OSCAR’s Spanish
corpus. It is similar in size to BERT-Base.

mBERT3 was trained on the concatenation of
monolingual Wikipedia corpora from 104 lan-
guages. Even though mBERT was trained
on separate monolingual corpora without a
specific multilingual training objective, it still
exhibits impressive performance on a variety
of multilingual tasks (Pires et al., 2019).

We further investigate a model that was specifi-
cally trained for hate speech detection. This model,
which is designed to identify expressions of neg-
ativity and hostility, could potentially be directly

1https://github.com/dccuchile/beto
2https://github.com/chriskhanhtran/

spanish-bert
3https://github.com/google-research/bert/

applied to our cynicism corpus without requiring
additional fine-tuning:

RoBERTuito4 is based on the RoBERTa model
architecture and the BETO tokenizer (Pérez
et al., 2022). It was trained on 622M tweets in
Spanish from 432k users for hate speech de-
tection, sentiment and emotion analysis, and
irony detection.

For token classification evaluation, a 10-fold
cross-validation method was performed. For each
cynical comment, the following BERT models
were run: SpanBERTa, mBERT, and BETO. The
parameters with the best performance were: 160
epochs, 3 × 10-5 of the learning rate, and a batch
size of 16. The number of epochs during the fine-
tuning was 20, 80, 160, and 200. The batch was
computed with 16 and 32 sizes.

For text classification evaluation, training (75%),
validation (12.5%), and test (12.5%) collections
were constructed. For each cynical comment, the
following models were run: mBERT (fine-tuned on
our annotated data) and pysentimiento/robertuito
(not fine-tuned on our data). We fine-tuned only
mBERT because, as will be seen in the results
section, there were minimal differences between
mBERT and the other pre-trained models. The
mBERT parameters with the best performance
were: 10 epochs and a batch size of 16. How-
ever, the number of epochs during the fine-tuning
was 10 and 20. EarlyStopping was also included.

After the experimentation, the best-performing
models were deployed to the HuggingFace model
hub, and we proceeded with the implementation
of a web platform. The objective was to create
an online platform where the user only places the
link to the YouTube video, and the analysis is per-
formed automatically. The framework is illustrated
in Figure 2. The extraction and data processing
models are executed every time a new YouTube
link needs to be analyzed. The YouTube comments
are extracted with Python using the “youtubecom-
mentdownloader” API. The comments are then sub-
jected to a cleaning, tokenization, and preprocess-
ing process using Python. The TensorFlow models
are used in the web platform through the Hugging-
Face API, which allows models to make predictions
using the resources of that platform.

5 Results

Table 2 shows detailed results of the token classifi-
cation task. The first token (B) of specific reasons
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Figure 2: Framework for the implementation of the platform, “CODISCO”.

B I O

Cynicism Model Precision Recall F1 Precision Recall F1 Precision Recall F1

NF SpanBERTa 0.689 0.715 0.705 0.656 0.657 0.660 0.741 0.740 0.737
NF BETO 0.670 0.688 0.674 0.674 0.644 0.665 0.750 0.766 0.745
NF mBERT 0.666 0.683 0.673 0.668 0.636 0.646 0.736 0.765 0.747

SR SpanBERTa 0.505 0.590 0.544 0.706 0.806 0.745 0.576 0.468 0.488
SR BETO 0.507 0.642 0.565 0.742 0.841 0.778 0.612 0.470 0.500
SR mBERT 0.510 0.575 0.538 0.711 0.816 0.749 0.610 0.480 0.502

AR SpanBERTa 0.593 0.720 0.666 0.745 0.868 0.800 0.620 0.421 0.497
AR BETO 0.593 0.720 0.666 0.745 0.868 0.800 0.620 0.422 0.497
AR mBERT 0.602 0.717 0.682 0.770 0.862 0.775 0.637 0.477 0.547

SC SpanBERTa 0.558 0.679 0.612 0.578 0.706 0.635 0.581 0.382 0.461
SC BETO 0.558 0.685 0.615 0.580 0.745 0.665 0.620 0.383 0.473
SC mBERT 0.567 0.676 0.616 0.572 0.770 0.656 0.610 0.438 0.509

Table 2: Detailed results on treating cynicism detection as a token classification task, for negative feelings (NF),
specific reasons (SR), attitude of being right (AR), and sarcasm (SC).

were the most difficult for models to detect, with
models achieving around 0.538 F1, while the inner
tokens (I) of attitude of being right were the easi-
est, with models achieving around 0.800 F1. The
different transformer models performed roughly
similarly, with all F1s between comparable models
within 0.04 F1 of each other. We can see that the
high F1 values are distributed between the BETO
and the SpanBERTa models. Sarcasm and specific
reasons obtained the lowest F1 values. One possi-
bility for this behavior was the corpus size. We can
observe that tokens with label (I) for the SR and
AR elements are better results than those with label
(B).

Tables 3 and 4 show overall results for the to-
ken classification task (using a macro-average over
the B/I/O labels) and the text classification task,
respectively. As with the detailed token classifica-

Cynicism Model Precision Recall F1

Token classification task

NF SpanBERTa 0.697 0.703 0.696
NF BETO 0.694 0.700 0.693
NF mBERT 0.691 0.695 0.690

SR SpanBERTa 0.598 0.622 0.592
SR BETO 0.621 0.650 0.614
SR mBERT 0.610 0.625 0.597

AR SpanBERTa 0.625 0.668 0.648
AR BETO 0.653 0.668 0.649
AR mBERT 0.668 0.685 0.670

SC SpanBERTa 0.572 0.589 0.569
SC BETO 0.586 0.604 0.584
SC mBERT 0.583 0.628 0.594

Table 3: Overall results of cynical comment detection
as a token classification task, for negative feelings (NF),
specific reasons (SR), attitude of being right (AR), and
Sarcasm (SC).

72



Cyn. Model Precision Recall F1

Text classification task

NF mBERT (fine-tuned) 0.902 0.948 0.925
NF RoBERTuito (not fine-tuned) 0.620 0.731 0.671

SR mBERT (fine-tuned) 0.912 0.981 0.945
SR RoBERTuito (not fine-tuned) 0.500 0.128 0.204

AR mBERT (fine-tuned) 0.728 0.981 0.849
AR RoBERTuito (not fine-tuned) 0.461 0.089 0.150

SC mBERT (fine-tuned) 0.678 0.928 0.783
SC RoBERTuito (not fine-tuned) 0.416 0.075 0.127

Table 4: Overall results for detecting cynicism, as a text
classification task, for negative feelings (NF), specific
reasons (SR), and attitude of being right (AR).

tion results, we see that there are only small dif-
ferences between the different pre-trained models
when fine-tuned for token classification, with Span-
BERTa being slightly higher on negative feelings,
BETO being slightly higher on specific reasons,
and mBERT being slightly higher on attitude of
being right. The hardest cynicism type to detect in
a token classification task is specific reasons, while
the easiest is negative feelings.

Table 4 shows that cynicism detection is easier
as text classification than as token classification,
with the mBERT text classifier achieving > 0.8 F1
for all cynicism types. Applying RoBERTuito with-
out fine-tuning to this text classification task results
in lower performance than our fine-tuned models,
as expected. However, the fact that RoBERTuito is
able to achieve 0.671 F1 on negative feeling detec-
tion without any fine-tuning on our corpus indicates
that there is significant overlap between hate speech
detection and negative feeling detection.

6 CODISCO Platform Interface

We evaluated several BERT-based architectures,
of which three have been trained on Spanish cor-
pora (SpanBERTa, BETO and RoBERTuito) and
one was trained on multiple languages (mBERT).
Our prior research suggested that models tuned for
the Spanish language would obtain the best results
(Gonzalez-Lopez and Bethard, 2023). However,
on the current dataset, mBERT, SpanBERTa, and
BETO all performed similarly. For implementing
the platform we thus arbitrarily selected BETO.

We have named our platform CODISCO5, after
its acronym in Spanish (Spanish: Comportamientos
Disfuncionales de los Consumidores). The APIs

5https://www.youtube.com/watch?v=3m9I81EnLrg

generated by the HuggingFace platform are the
following:

• Negative Feelings HuggingFace Model

• Specific Reasons HuggingFace Model

• Attitude of being right HuggingFace Model

• Sarcasm HuggingFace Model

Figure 3 shows graphs of the results of the anal-
ysis of the comments, together with a word cloud.
Figure 4 shows the percentages of each comment
in detail.

As previously defined in section 4, we wanted to
make the interface as easy to use as possible. So,
we decided to develop a single screen where the
input and output processing are performed when
the user enters the internet address of a YouTube
video.

6.1 Platform Output Graphics

6.1.1 Results

This section shows a global summary of the plat-
form’s analysis results: the video’s title, the total
number of comments extracted, and a detailed sum-
mary of the analysis results, including the number
of comments classified in each evaluated charac-
teristic (sarcasm, negative sentiments, specific rea-
sons, and attitude of being right). This overview
provides a clear perspective of the scope and nature
of the comments detected in the video.

6.1.2 Bar Graph

The bar chart visualizes the number of comments
classified as sarcastic versus those without sarcasm.
This graphical representation allows us to quickly
identify the prevalence of sarcasm in the analyzed
data set. It is a valuable tool for understanding
the extent of this dysfunctional behavior in the ex-
tracted comments.

6.1.3 Word Cloud

The word cloud below highlights the most frequent
words found in comments classified as cynical.
This visualization helps to identify linguistic pat-
terns and recurring themes in comments containing
cynicism, providing additional insights into the na-
ture of the content analyzed. The words with the
largest size in the cloud appear most frequently in
this type of comment.
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Figure 3: Output of the analysis with General Results, Bar Graph, and Word Cloud.

Figure 4: Detailed Output of each Comment with its Value obtained in each Category.
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6.2 Usability Survey for CODISCO

We performed a survey of 40 users of the
CODISCO platform. Most users found the plat-
form responsive and effective. The scale used for
the questions was 1 to 10, with 10 being a positive
result. The usability survey questions were:

1. How easy was it for you to understand how to
use this interface on your first attempt?

2. Did you find the interface visually appealing?

3. How satisfied are you with the response and
speed of the interface?

4. How long did it take you to complete your
task using this interface?

5. How intuitive did you find the functions avail-
able in the interface?

Figure 5 shows the results. The colors in the graph
correspond to the five questions asked to the users,
the x-axis corresponds to the users who answered
the survey, and the y-axis shows the scale used.

Some users reported problems when using the
platform on mobile devices, citing difficulties with
the devices, mentioning difficulties with the side
menu “categories”, and visualization problems.
This aspect is critical as it affects the user expe-
rience and usability of the platform in mobile con-
texts. The speed of the interface needs improve-
ment since it obtained low values with respect to
the rest of the questions. This could have been
caused by the speed of the university internet since
those who used the platform and answered the sur-
vey were students from school computers. The
results allowed us to make improvements to the
platform.

7 Discussion

The results obtained in the experiment show that
it is possible to detect the four types of cynical
comments in Spanish with reasonable reliability.
However, we found some points for reflection. Re-
garding the two tasks analyzed, we found that the
performance was higher for the easier text classifi-
cation task and lower for the more difficult token
classification task. However, token classification is
closer to the goal of this work, which is to detect
exactly which part of the comment represents the
cynical comment. It may be helpful to investigate
two-stage approaches, in which text classification
is first used to identify the general region of cynical

comments, and token classification is then used to
delineate specific sentences.

For comments labeled as negative feelings, the
beginnings of utterances (B) were the easiest to
identify, probably because they often begin with
terms used to describe dissatisfaction. For com-
ments labeled as specific reasons and attitudes of
being right, the middle of utterances (I) were the
easiest to identify, probably because these types of
cynicism include car-specific terms that might be
easier to identify. Future work could investigate
whether joint learning of these models could help
better establish the boundaries of the different types
of cynical comments.

Experiments with RoBERTuito highlight that
simply using a trained model for hate speech detec-
tion will not provide a solution for detecting cynical
comments, even in the related category of negative
sentiment: an adjusted RoBERTuito achieves only
0.671 F1, whereas an adjusted mBERT achieves
0.925 F1. Nevertheless, these results indicate some
overlap between the two tasks, and the detection
of cynical comments could benefit from the hate
speech detection models, for example, by using the
predictions of the hate speech model as features in
the cynical comment detection model.

8 Conclusions

The analysis of cynical comments is crucial, as the
sentiments and opinions of vocal customers can sig-
nificantly influence decisions. Even cynical com-
ments may induce undesirable behavior in other
people. We annotated a corpus with four types of
cynical comments: negative feelings, specific rea-
sons, an attitude of being right, and sarcasm. We
trained models on this corpus for text and token
classification tasks.

Our results demonstrate the feasibility of train-
ing models to detect cynical comments accurately
in this domain. We envision our work as a founda-
tional step toward technologies that can quantify
the level of cynicism in YouTube videos. Such anal-
yses could empower companies to position their
products strategically based on consumer percep-
tions. Our implementation with pre-trained models
in Spanish represents a substantial advancement in
comment moderation on platforms like YouTube.
However, areas for improvement include expand-
ing the corpus to encompass more dialectal varia-
tions and enhancing the model’s robustness in am-
biguous contexts. We plan to fine-tune the model
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Figure 5: Usability Survey for CODISCO.

with a complementary corpus for future work. The
platform has the potential to be adapted for other
languages and applications beyond comment mod-
eration, such as sentiment analysis or fake news
detection.

Limitations

First, the exclusive focus on the Spanish language
restricts the direct generalization of the results to
other languages. While Spanish is a global lan-
guage with many speakers, it is essential to rec-
ognize that the linguistic resources and language
models available for Spanish do not yet reach the
same scale and sophistication as those available
for English. This disparity in resource availabil-
ity could influence the performance and accuracy
of the models evaluated in this study. In addition,
specific linguistic features distinctive to Spanish,
such as its richer morphology and flexible syntax,
might require specific adaptations and adjustments
to the language models to achieve optimal perfor-
mance. Second, this study is limited to models
with modest computational requirements and pre-
cludes evaluating the potential performance of the
larger and more advanced language models cur-
rently available. The choice of models with modest
computational requirements is justified by the need
to ensure the reproducibility and accessibility of
the research, allowing other researchers to repli-
cate and extend the results obtained. The scientific

community should interpret the results presented
in this study in the context of the models used. It
should not be considered an exhaustive evaluation
of the potential of natural language processing in
Spanish.
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