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Abstract

Narrative surprise is a core element of story-
telling for engaging audiences, and yet it re-
mains underexplored in the context of large
language models (LLMs) and narrative gen-
eration. While surprise arises from events
that deviate from expectations while maintain-
ing retrospective coherence, current computa-
tional approaches lack comprehensive frame-
works to evaluate this phenomenon. This pa-
per presents a novel framework for assessing
narrative surprise, drawing on psychological
theories of narrative comprehension and sur-
prise intensity. We operationalize six crite-
ria—initiatoriness, immutability violation, pre-
dictability, post-dictability, importance, and va-
lence—to measure narrative surprise in story
endings. Our study evaluates 120 story end-
ings, generated by both human authors and
LLMs, across 30 mystery narratives. Through a
ranked-choice voting methodology, we identify
significant correlations between reader prefer-
ences and four of the six criteria. Results un-
derscore the continuing advantage of human-
authored endings in achieving compelling nar-
rative surprise, while also revealing significant
progress in LLM-generated narratives.

1 Introduction

Narrative surprise represents a fundamental mech-
anism through which stories engage and captivate
audiences, yet our understanding of how to sys-
tematically measure this phenomenon in large lan-
guage models (LLMs) remains limited. While tra-
ditional narratology has long recognized surprise
as one of three key components of narrative ten-
sion alongside suspense and curiosity (Brewer and
Lichtenstein, 1980; Sternberg, 1990; Hoeken and
Van Vliet, 2000; Bermejo-Berros et al., 2022), the
emergence of LLMs as storytelling agents presents
novel challenges in quantifying their ability to gen-
erate genuine narrative surprise.

1These authors contributed equally to the paper.

Recent work in computational story generation
has focused on two key challenges relevant to this
area that have nevertheless remained distinct from
one another. Narrative coherence is essential for
establishing narrative meaning by ensuring conti-
nuity among multiple narrative elements such as
setting, characters, and events (Guan et al., 2019;
Gupta et al., 2019). Narrative surprise, on the other
hand, depends on the introduction of novel informa-
tion while also maintaining narrative coherence. As
Sternberg (1990) argues, for surprise to be effective,
the unexpected turn of events must be retrospec-
tively coherent.

From this perspective, recent approaches to
evaluating narrative surprise in computational sto-
rytelling have important limitations. While re-
searchers have made progress in developing word-
level surprise metrics (Huang et al., 2023; Wilmot
and Keller, 2020) and tracking narrative turning
points through sentiment analysis (Tian et al., 2024;
Knight et al., 2024; Elkins, 2022), these methods do
not capture the complex temporal relationships that
make stories coherent and meaningful. Specifically,
they do not address how surprising events must de-
viate from expectations while remaining logically
consistent within the broader narrative framework.
This disconnect between the evaluation of local
surprise and global coherence represents a signif-
icant gap in the field, underscoring the need for
a more comprehensive theoretical framework that
can assess both the unexpectedness of generated
story elements and the success of their narrative
integration.

In this paper, we present a novel theoreti-
cal framework for evaluating narrative surprise,
grounded in psychological research on narrative
comprehension and evaluation. Our framework
introduces six key metrics that capture different
dimensions of cognitive surprise in narrative under-
standing. To validate this framework, we conduct
an analysis of 120 story endings, generated by both
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human authors and LLMs, focusing on 30 mys-
tery stories sourced from the Reedsy fiction plat-
form. These stories are manually truncated before
their pivotal revelations to enable controlled testing
of ending generation. Using a ranked-choice vot-
ing methodology, we assess the relative quality of
different endings and examine how our proposed
metrics correlate with reader preferences.

Our analysis reveals that four of our six variables
demonstrate significant associations with reader
preferences, providing initial validation of our the-
oretical framework. We compare LLM and hu-
man performance using both voting data and our
six-metric framework. We conclude by discussing
future directions for enhancing narrative surprise
evaluation in computational storytelling and share
our underlying data.2

2 Prior Work

2.1 Theories of Narrative Surprise
Contemporary theoretical frameworks consistently
identify cognitive surprise as an emotion triggered
by the disparity between expected and actual events
or information revelation (Ortony and Partridge,
1987; Brewer and Lichtenstein, 1980; Celle et al.,
2017). In the context of narrative comprehension,
Structural Affect Theory (SAT) provides a theoreti-
cal foundation for understanding surprise genera-
tion (Brewer and Lichtenstein, 1980). SAT posits
that presentation of a surprise event (SE) with-
out the presentation of its corresponding initiating
events (IE) or causal antecedents can provoke sur-
prise. Thus, in order to provoke surprise as defined
in SAT, the initiating event (IE) or “expository in-
formation" must be withheld, while maintaining
readers’ unawareness of this omission. It is this
lack of awareness of the omission that distinguishes
surprise from curiosity, which arises when readers
consciously perceive an information gap (Brewer
and Lichtenstein, 1980).

Moreover, Ortony and Partridge (1987) propose
that the intensity of the surprise is contingent on
the type of expectation subverted. They catego-
rize propositions into two types: immutable (fixed
within the story’s universe) and mutable (which
can change without breaking the story’s logic). In
a murder mystery, for example, an immutable ele-
ment is that the victim is dead—this is a real-world
condition of the story’s universe. Changing this
would break the internal logic of the mystery. A

2https://doi.org/10.5683/SP3/TOXZSQ

mutable element is how the detective solves the
case—whether uncovering a hidden letter, analyz-
ing forensic evidence, or interrogating suspects,
the path to the solution can vary without altering
the story’s basic premises. (Ortony and Partridge,
1987).

The framework also differentiates between de-
ducible outcomes—which the reader would have
been able to predict given a combination of ev-
idence presented in the story and general world
knowledge—and non-deducible outcomes, which
could not have been predicted. The latter are often
outcomes that lack a clear antecedent, e.g. a rock
flying through a window without warning (Ortony
and Partridge, 1987). They posit that a contradic-
tion of an immutable expectation will elicit maxi-
mal surprise, while contradiction of a mutable ex-
pectation may elicit high but not maximal surprise.

Bae and Young (2013) provide a concrete set of
criteria to check whether a story provokes surprise
in the reader. Their Prevoyant story plan generation
architecture implements a reader-modeling evalu-
ator that assesses story plans across four dimen-
sions: expectation failure, importance, emotional
valence, and incongruity resolution. They posit that
emotional valence (positive or negative) influences
surprise quality, with higher surprise provoked by
an outcome with negative valence than that of one
with positive valence. They define incongruity res-
olution as the presentation of events or information
that resolves any apparent contradictions in the
story.

These works and concepts will function as the
foundation of our annotation framework described
in Section 3.

2.2 Language Model Narrative Generation

Prior work has identified significant limitations in
LLM-generated narratives, particularly regarding
narrative coherence and plot development. Tian
et al. (2024) demonstrate that while readers appre-
ciate logical and well-motivated plot developments,
LLM outputs frequently default to simplistic posi-
tive trajectories or miraculous twists and may suffer
from a lack of coherence.

Several methods have been proposed to provide
coherent and surprising output. Huang et al. (2023)
developed the Affective Story Generator (AffGen),
which implements two key mechanisms to enhance
narrative engagement: favouring less predictable
words and using an Affective Reranking system
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that prioritizes heightened emotional intensity in
generated content.

See et al. (2019) demonstrated that while GPT2-
117 outperformed neural story generation systems
in awareness of story context and lexical diversity,
it produced similarly repetitive narratives. Building
on this work, Akoury et al. (2020) explored domain
adaptation through fine-tuning GPT-2 on data from
the online storytelling platform STORIUM. They
found that while the model achieved linguistic flu-
ency, it struggled with maintaining narrative co-
herence, frequently introducing inconsistent story
events or characters.

Although contemporary LLMs are more fluent
and coherent, they continue to lack the ability to
generate well-paced and diverse narratives. Tian
et al. (2024) investigate the narrative generation
ability of commercially available LLMs, finding
that despite recent advances in LLM capabilities,
story arcs in LLM output are more poorly paced
than human narratives. Moreover, LLMs’ tenden-
cies toward homogeneous, positive plot trajectories
lead to less suspenseful output.

Chakrabarty et al. (2024) find that LLM-
generated narratives achieve only 10-33% of
human-level performance across four dimensions
of creativity. LLMs perform badly on tasks related
to narrative surprise, containing “turns that are both
surprising and appropriate” only between 22% and
34% as often as human narratives (Chakrabarty
et al., 2024). Specific narrative surprise-related
problems identified by Chakrabarty et al. (2024)’s
annotators include illogical events, inconsistent
characterization, clichés, unrealistic happy endings,
unexpected surreal elements and failure to deliver
on potential of a premise. However, when basing
their analysis on amateur short stories on Reddit
Zhou et al. (2024) show that GPT-4 rivals human
ability to produce engaging, provocative and narra-
tively complex short stories, which suggests model
performance may vary based on the specific narra-
tive generation task and evaluation context.

3 A Theoretical Framework for
Measuring Narrative Surprise

We evaluate six criteria for narrative surprise, draw-
ing from foundational work on story comprehen-
sion and narrative affect discussed above (see Table
1 for an overview). Our framework integrates Bae
and Young (2013)’s work on computational models
for generating surprising narratives and Ortony and

Partridge (1987)’s framework for surprise inten-
sity. The framework relies on narratives segmented
into two structural components: the ‘stem,’ encom-
passing the beginning and middle of the narrative,
and the ‘ending,’ which resolves earlier narrative
events, often in the form of a ‘big reveal’. Note
that we assume the surprising event with unknown
causes (SE) is presented in the ‘stem,’ while its
initiating events (IEs), i.e. causes, are presented in
the ‘ending.’

Category Description
Initiatory Ending describes a novel

event that temporally pre-
cedes and causes the SE.

Immutability
Violation

Ending contradicts an im-
mutable fact of the story
world.

Predictable A typical reader could have
predicted the ending given
the stem.

Post-dictable Looking backwards at the
whole story, the events are
explainable, i.e. there are
neither loose ends nor contra-
dictions.

Important Events of the ending mean-
ingfully impact the protago-
nist.

Valence Events of the ending are posi-
tive for the protagonist.

Table 1: Definitions of Surprise Criteria

The first criterion, initiatoriness, which opera-
tionalizes Brewer and Lichtenstein (1980)’s sur-
prise generation hypothesis, examines whether ini-
tiatory events are presented in the ending which of-
fer a causal explanation for the SE that occurred in
the stem. A highly initiatory narrative ending will
provide key initiating events that explain how the
surprising event(s) of the narrative stem occurred.

The second criterion, immutability violation,
builds on Ortony and Partridge (1987) theoreti-
cal framework concerning proposition violation.
This dimension assesses the degree to which nar-
rative events challenge established axioms within
the story world’s logical framework. Immutability
violations occur when narratives contradict funda-
mental beliefs about the world (such as the absence
of flying pigs). Narratives contradicting more flexi-
ble beliefs, such as the belief that employers always
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hire by merit, are less immutability violating and
easier to accept as plausible.

The third criterion, predictability, builds on the
observation of Ortony and Partridge (1987) that
an expectation-reality discrepancy is required to
elicit surprise. Our framework posits outcome pre-
dictability to be inversely related to surprise mag-
nitude, while acknowledging that to ensure reader
satisfaction, narrative surprises must not be totally
impossible to predict. This suggests an optimal
zone of moderate predictability.

The fourth dimension, post-dictability, is drawn
from Bae and Young (2013). It measures the de-
gree to which the narrative maintains internal con-
sistency and fully explains plot events in order to
leave readers with the feeling that the story makes
sense in retrospect. This aligns with Sternberg
(1990)’s argument that surprise necessitates events
to be retrospectively coherent.

The final two criteria, valence and importance,
are taken directly from the framework of Bae and
Young (2013), where negativity and importance
are hypothesized to be positively correlated with
surprise.

4 Methods

4.1 Dataset

We construct a dataset of 30 mystery short stories
drawn from the story prompt website Reedsy, writ-
ten after October 2023. We choose this date as
it post-dates our selected models’ training period,
ensuring that the LLMs are evaluated on new data.
We use mysteries because surprisingness is both
inherent to the genre and also highly structured.
Each narrative begins with an unexplained event,
followed by a systematic revelation of details that
lead readers to the ultimate solution, i.e. all neces-
sary information has been revealed.

Mysteries thus provide a controlled pattern for
the study of narrative surprise, one that aligns with
prior work on story ending generation (Guan et al.,
2019). However, whereas prior work on story
ending generation has typically focused on very
short sequences–Zhou et al. (2024) focus on sto-
ries with an average length of 450 words, while
Mostafazadeh et al. (2016) look at stories of 6 sen-
tences in length–our stories are considerably longer
by comparison posing a more challenging task (Ta-
ble 2).

To prepare our data for evaluation, we manually
divide each story into a “stem” and “ending,” trun-

cating the story at the point where the author begins
to answer the central question posed at the begin-
ning by the unexplained event (e.g. “who killed
the protagonist’s brother," “why is food going miss-
ing from the kitchen when nobody in the family
is touching it," etc.), which we hypothesize to be
where the “big reveal" happens. As can be seen
in Table 2, stem and ending lengths are not only
of considerably different lengths, but the two cate-
gories themselves contain considerable variance.

Story Portion Mean SD
Stem 2056 511
Human Ending 339 220
GPT Zero Shot Ending 447 82
GPT Few Shot Ending 577 144
Phi3 Zero Shot Ending 424 186

Table 2: Stem and Ending Lengths

4.2 Story Ending Generation
We then prompt two language models, one large
frontier model, gpt-4o-2024-08-06, and one small
open-weight model with a large-enough context
window to handle our texts, Phi3-mini-128k-
instruct. Both models were trained prior to our
cut-off date for our stories. In order to generate
an ending given a stem, we use two prompting
strategies:

1. Zero Shot: "Your task is to write a surprising
twist ending for a given incomplete mystery
short story. The story does not need to have
a moral, and the ending should be about 300
words. Here is the story: . . . "

2. Few Shot: the same prompt as above was
used, with the addition of “When writing your
ending, follow these examples: . . . " and 2
example stem/ending pairs.

We found that using a chain of thought approach,
where the model was prompted to analyze the char-
acters and plot points and brainstorm possible twist
endings before generating a final ending, provided
no improvement over the outputs of the zero shot
or few shot approaches. We also found that the
few shot approach diminished the quality of end-
ings for our Phi3 model. Thus our final dataset
consisted of 120 story endings, consisting of end-
ings generated by GPT4 (Zero Shot), GPT4 (Few
Shot), and Phi3 (Zero Shot) along with the original
human-authored ending.
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4.3 Narrative Surprise Annotation
A team of four undergraduate student annotators
were assembled, all of whom have prior experience
in literary studies and text annotation. They were
given a codebook, included in the data repository,
with explicit descriptions for each criterion and
instructions for rating endings on a 5-point Likert
scale. This approach follows Chhun et al. (2022)’s
recommendations for using human annotations in
automatic story generation evaluation, while the
explicit scale descriptions help reduce subjectivity
in the labeling process. Students were then asked
to identify the ending that they felt was the “most”
and “least” surprising.

5 Results

5.1 Inter-Annotator Agreement
To measure inter-annotator agreement on our Likert
scale annotations, we use the average deviation
index (ADI) as suggested by O’Neill (2017). As
can be seen in Table 3, for all criteria the ADI is
< 1 on a five-point scale suggesting good levels of
agreement.

Category ADI
Predictable 0.715

Post-Dictable 0.639
Immutability Violation 0.598

Initiatory 0.559
Important 0.466
Valence 0.459

Table 3: Average Deviation Index across all surprise
criteria.

We analyzed inter-annotator agreement on story-
ending preferences using Kendall’s W, a non-
parametric statistic particularly suited for ranked
ordinal data. The analysis revealed moderate con-
sensus among the four raters (W = 0.552, χ2(119)
= 263, p < 0.001). This coefficient, ranging from 0
to 1, indicates reliable but subjective judgments in
evaluating ending quality, with the highly signifi-
cant p-value confirming non-random agreement.

Given prior research on the variation of the ex-
perience of surprise (Juergensen et al., 2014), a
medium degree of agreement is expected. To ad-
dress this, we add random effects to the regres-
sion model discussed in Section 5.3 to control for
annotator variability when analyzing correlations
between surprise criteria ratings and reader prefer-
ences.

5.2 Model Preference

To assess the performance of the generated endings,
we compare the number of most/least surprising
votes each model received across all annotators
and endings along with the odds ratio of observed
voting behaviour relative to a random baseline of
equal votes across all models.

Model Most OR Least OR
Phi3 4 0.13 87 2.90
GPT4 (Zero) 24 0.80 10 0.33
GPT4 (Few) 34 1.13 8 0.27
Human 58 1.93 15 0.50

Table 4: Counts of reader preferences with accom-
panying odds ratio of observed votes relative to a
random baseline of expected votes for each model.

As can be seen in Table 4, our analysis reveals
clear preferences among story endings. Human-
authored endings were most preferred, selected at
nearly twice the random baseline rate. Combined
GPT-4 endings received comparable preference
(58 selections total), though few-shot prompting
proved more effective than zero-shot generation. In
contrast, Phi3-generated endings were rarely pre-
ferred, suggesting significant quality differences
between large and small language models for this
task. Mixed-effects logistic regression confirmed
these patterns, showing human-authored endings
were 2.94 times more likely to be chosen than GPT-
4 endings (p < 0.001), while Phi3 endings were
significantly less preferred (OR = 0.11, p < 0.001).

5.3 Correlation with Reader Annotations

As a first step, we analyze the relationship between
the distribution of surprise criteria across endings
for our different models versus human endings. Us-
ing Spearman correlation coefficients, which are
appropriate for ordinal Likert scale data, we find
correlations of 0.60, 0.49, and 0.03 for GPT4-Zero
Shot, GPT4-Few Shot, and Phi3, respectively with
human-authored endings.

Fig. 1 illustrates the specific levels of corre-
lation for each criteria and model comparison,
indicating some meaningful degree of variance.
GPT achieved the highest correlation on the ini-
tiatoriness of story endings and the lowest on post-
dictability, i.e. the ability to explain ending events
given prior story elements.

As a way of further illustrating the degree of
correlation between human ratings and our LLMs,
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Figure 1: Spearman’s correlation coefficient between
human endings and each LLM.

Fig. 2 shows the distributions of annotator rat-
ings across all six variables for human endings and
GPT4 (Zero Shot), our highest correlated model.
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Figure 2: Distributions of annotator ratings for story
endings authored by humans and GPT4 (Zero Shot)
across all six variables.

We conducted a conditional logistic regression
analysis to examine the relationship between our
six predictor variables of surprise and the binary
outcome of being the most preferred ending or
not. We stratified the analysis by Stem to control
for potential group-level effects. To assess model
fit, we compared our model to a null model using
likelihood ratio tests and evaluated the model’s
discriminative ability using the concordance index
(C-index).

The conditional logistic regression model
demonstrated strong overall fit (likelihood ratio test:

χ2(6) = 59.79, p < .001). The model showed good
discriminative ability with a C-index of 0.714 (SE
= 0.028), indicating successful distinction between
outcomes.

Bootstrap validation (100 resamples) suggested
moderate model stability (SE = 9.81) with some
potential for overfitting (bias = 14.88). We also
compared our model to a random-effects model
including annotator effects, but the lower AIC value
for our primary model (AIC = 402.61 vs. 594.98)
supported its selection as the final model.

As can be seen in Table 5, four predictors
showed significant associations with being selected
the most surprising ending, with two positively
associated (Initiatory and Post-Dictable) and two
negatively associated (Predictability and Valence).
In Fig. 3, we illustrate the odds ratios and 95%
confidence intervals showing how a one-unit in-
crease in each variable affects the likelihood of
being selected as winner.

Dependent variable

Most Surprising Odds-Ratio

ImmutViol 0.053 (0.133) 1.05
Important 0.256 (0.159) 1.30
Initiatory 0.352 (0.117)∗∗∗ 1.42
Post-Dictable 0.283 (0.133)∗∗ 1.33
Predictable -0.496 (0.124)∗∗∗ 0.61
Valence -0.263 (0.118)∗∗ 0.77

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 5: Logistic regression results analyzing the
relationship between our surprise features and being
selected the most surprising ending. We translate co-
efficients into the increased odds of winning with a
one unit increase/decrease of a given variable.

Initiatoriness demonstrates the strongest positive
influence, with each unit increase raising the odds
of an ending being selected as most surprising by
42%. This effect is most pronounced when compar-
ing extreme cases: endings with maximal initiatori-
ness were more than four times as likely to be cho-
sen compared to those with minimal initiatoriness.
Post-dictability shows a similar positive relation-
ship, with each unit increase raising selection odds
by 32%. At the extremes, maximally post-dictable
endings were preferred over three times as often as
minimally post-dictable ones.

On the other hand, both predictability and va-
lence demonstrate significant negative relationships
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Figure 3: Odds-ratios with confidence intervals of
being associated with the most surprising ending for
our six surprise variables.

with surprise selection. Each unit increase in pre-
dictability reduces an ending’s selection odds by
60%, with maximally predictable endings experi-
encing a sevenfold reduction in selection likelihood
compared to minimally predictable ones. Valence
shows a more moderate negative effect, with each
unit increase (i.e., more positive outcomes) reduc-
ing selection odds by 24%. At the extremes, highly
positive endings are 2.8 times less likely to be se-
lected as surprising compared to highly negative
ones.

6 Discussion

6.1 Understanding Narrative Surprise

Our analysis validates four of the six theoretically
proposed criteria as significant predictors of narra-
tive surprise intensity. These include endings with
strong causal relationships to the main surprising
event of the story (Initiatoriness); strong explana-
tory power of prior events (Post-Dictability); low
predictability of reported events (Predictability);
and negative valence (Valence).

In Story #10, for example, whose preferred end-
ing was rated 4.75 (out of 5) for Initiatoriness, the
story stem focuses on a protagonist who discovers
a crumpled letter addressed to them. The preferred
ending (human-authored) reveals that the protago-
nist had written and discarded the letter years prior.
This demonstrates high initiatoriness by revealing
a causal event that precedes the story stem’s central
surprising event.

Endings with high post-dictability are character-
ized by more complete and coherent resolution of

narrative uncertainties from the story stem. Story
#10’s preferred ending was also rated highly for
post-dictability by providing a coherent resolution
that explains the letter’s origin without contradict-
ing established narrative elements.

Conversely, endings with higher predictability
and more positive emotional valence had signif-
icantly reduced chances of being selected as the
most surprising ending, in keeping with Bae and
Young (2013) on the importance of negative va-
lence for surprise intensity. Predictability had the
strongest overall effect on reader preference, with
each unit increase in predictability reducing an end-
ing’s odds of selection by 60%. As an example of
this preference, consider story #6, which centres on
an interaction between a menacing crime writer and
his admiring fan during an alleged ’improv exer-
cise.’ When the writer lunges at the fan with a knife,
claiming it’s for creative inspiration, two possible
endings emerge. Annotators consistently preferred
the less predictable outcome—where the fan be-
comes the killer and achieves literary fame—over
the more obvious ending where the writer kills his
fan.

Interesting, immutability violations and event
importance did not show meaningful associations
with reader preferences. While most stories did
not exhibit immutability violations (see Fig. 2), it
is interesting and worth further consideration as
to why this feature did not strongly factor into
reader preferences. Although Ortony and Par-
tridge (1987) hypothesized that more immutability-
violating stories would provoke more surprise than
less immutability-violating stories, we provide an
initial hypothesis that there are two distinct path-
ways to narrative surprise: through immutability
violations and through unexpected resolutions of
mutable variables. We propose that readers can
experience intense surprise when mutable vari-
ables—those naturally capable of taking different
values—resolve to unexpected states. Consider a
mystery narrative where evidence strongly impli-
cates character A, but the ending reveals the seem-
ingly innocent character B to be the perpetrator.
The resulting surprise may derive not from violat-
ing any fundamental story-world constraints (im-
mutable propositions) but from strategically sub-
verting reader expectations about the specific value
a mutable variable will resolve to, although future
work is needed to evaluate this potential additional
pathway by which a story without an immutability
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violation can produce intense narrative surprise.

6.2 Comparing LLM and Human Endings

When it comes to comparing model-generated and
human endings, our analysis reveals significant
preference disparities between human-authored
endings and those generated by large language
models. Human-authored endings were preferred
almost three-times more often than even our best-
performing model (GPT-4 Few-Shot). At the same
time, GPT-4 generated endings were chosen about
as often as human-authored endings, suggesting
that the generation task is indeed feasible.

As an example of human/LLM differences, Story
#30 provides a useful case. This story stem fo-
cuses on a British intelligence agent who follows
a KGB spy who wears a red scarf. After learn-
ing of the double-agent’s murder, the protagonist
spots a red scarf in his colleague’s car. The human
ending reveals that the colleague, himself a double
agent working for the KGB, killed the KGB spy
with the red scarf because she had defected. In
contrast, GPT-4’s ending introduces unexplained
elements—the double-agent is revealed to be alive,
and she and the protagonist apparently have known
each other the whole time.

This example illustrates a pattern with the GPT-4
endings where new details and backstory are often
introduced which are not coherent with the existing
story elements, potentially indicating the way the
problem of hallucination infects narrative genera-
tion. In this ending, GPT-4 also fabricates details
to create a more optimistic tone that deviates from
the human version, a fact also noted by prior work
(Tian et al., 2024).

In addition to these problems of positivity and co-
herence, GPT-4 endings were also on average more
predictable than human-authored endings. For ex-
ample, in Story #29, a man is trapped in a VR game
show seeking funds for his son’s medical treatment.
When approached by a figure in white attempting
to wake him, GPT-4’s ending describes a straight-
forward rescue, while the human-authored ending
reveals that the figure was the protagonist’s son,
producing significantly higher narrative surprise.
This is a good example of the challenges of balanc-
ing novelty plus coherence that is the hallmark of
successful narrative surprise. Too much new infor-
mation risks damaging coherence (post-dictability),
while too little risks being too predictable.

Future work will want to explore further prompt-

engineering approaches to assess pathways towards
more successful surprising narrative endings. It
could also be the case that fine-tuning approaches
might also facilitate a deeper understanding of the
conditions of surprise. Given the small-scale of
our evaluation experiment, further work exploring
more diverse stories as well as larger evaluator
pools will help solidify our understanding of the
concept of narrative surprise.

7 Conclusion

This paper presents a novel theoretical framework
for evaluating narrative surprise in stories gener-
ated by large language models (LLMs) and human
authors. By integrating theoretical insights from
narrative comprehension and cognitive surprise, we
develop six key metrics to assess narrative surprise.
Our analysis of mystery story endings highlights
the value of these metrics in understanding reader
preferences, with initiatoriness and post-dictability
emerging as particularly significant factors in driv-
ing narrative surprise.

While our findings underscore the potential of
LLMs to produce engaging narrative surprises,
they also reveal limitations in their current ability
to match the complexity and nuance of human-
authored endings. The preference for human-
authored stories suggests that LLMs need further
advancements in generating unexpected yet coher-
ent twists. In particular, enhancing the ability to
generate causal relationships (Initiatoriness) and
logically coherent endings (Post-dictability) and
avoiding overly positive endings that are highly
predictable offer promising avenues for improving
the quality of machine-generated narratives.

Future research should go beyond the mystery
genre to explore how narrative surprise varies
across different storytelling traditions and audience
expectations. Incorporating multilingual datasets
will also be essential for understanding how cul-
tural and linguistic factors shape perceptions of sur-
prise, coherence, and narrative quality. Addition-
ally, employing more diverse evaluation method-
ologies, such as real-time audience engagement
tracking or large-scale reader surveys will help cap-
ture the multifaceted nature of narrative surprise.
These efforts will not only refine our understanding
of narrative dynamics but also advance the devel-
opment of computational storytelling systems that
are better equipped to create more nuanced and
interesting stories.
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Limitations

Limitations of our methodology include the inher-
ent subjectivity of surprise assessment, which re-
sulted in moderate inter-annotator agreement. Eval-
uating surprise, particularly in narrative contexts,
is deeply influenced by individual differences in
reader expectations, cultural backgrounds, and per-
sonal preferences, making it challenging to es-
tablish universally consistent criteria. While we
employed a codebook and explicit descriptions to
standardize the evaluation process, the inherently
subjective nature of surprise likely contributed to
the variability in ratings. Future work could ex-
plore ways to mitigate this limitation, such as in-
tegrating physiological measures of surprise (e.g.,
eye-tracking, galvanic skin response) or employing
larger and more demographically diverse annotator
pools to capture a broader range of reactions.

Second, our corpus composition—English-
language mystery narratives from non-professional
authors—may limit generalizability across differ-
ent languages and literary traditions. Mystery sto-
ries, particularly those written in English, tend to
follow culturally specific narrative structures and
conventions that may not align with storytelling
patterns in other languages or regions. Addition-
ally, the use of non-professional authors introduces
variability in narrative quality and style, which may
not reflect the complexity and craftsmanship of pro-
fessionally written texts. Expanding future datasets
to include stories from diverse linguistic and cul-
tural backgrounds, as well as works authored by
professionals, would provide a richer foundation
for analyzing narrative surprise and its universality.

Finally, our experimental design, focusing on
ending completion, captures only a subset of the
complex processes involved in constructing narra-
tive surprise. While our approach allowed for con-
trolled testing, it did not account for the broader
aspects of storytelling and their relationship to sur-
prise, such as plot architecture, pacing, or more
local moments of surprise. These elements play a
critical role in building tension, shaping expecta-
tions, and delivering impactful surprises. Future
studies could incorporate a more holistic approach
by analyzing full narratives, from their inception
to resolution, and examining how surprise is culti-
vated across the entire arc of the story. Addition-
ally, incorporating methods to evaluate narrative
planning and the interplay of suspense, curiosity,
and surprise could provide a more comprehensive

understanding of the storytelling process.
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