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Abstract

This study investigates the effectiveness of the
action score, a metric originally developed for
computer vision tasks, in estimating sample dif-
ficulty across various natural language process-
ing (NLP) tasks. Using transformer-based mod-
els, the action score is applied to sentiment anal-
ysis, natural language inference, and abstractive
text summarization. The results demonstrate
that the action score can effectively identify
challenging samples in sentiment analysis and
natural language inference, often capturing dif-
ficult instances that are missed by more estab-
lished metrics like entropy. However, the effec-
tiveness of the action score appears to be task-
dependent, as evidenced by its performance in
the abstractive text summarization task, where
it exhibits a nearly linear relationship with en-
tropy. The findings suggest that the action score
can provide valuable insights into the charac-
teristics of challenging samples in NLP tasks,
particularly in classification settings. However,
its application should be carefully considered
in the context of each specific task and in light
of emerging research on the potential value of
hard samples in machine learning.

1 Introduction

While contemporary artificial intelligence (AI) al-
gorithms can be successfully applied to a range of
tasks, they need vast amounts of data to be trained
on. One of the inevitable problems with such AI
systems is the biases (Mehrabi et al., 2021) they
often exhibit. Large datasets can contain inherent
biases that get amplified when used to train AI
models. They often stem from skewed or unrep-
resentative training data and can result in models
misinterpreting or struggling with certain samples.
Another substantial issue when dealing with large
amounts of data is the expense and sometimes the
inability to fact-check the correctness of every data
sample (Sukhbaatar and Fergus, 2014), which am-
plifies the tendency of large-scale datasets to have

Hard Sample, AS = 33.06, H = 0.01

i feel that he was being overshadowed by the support-
ing characters

Easy Sample, AS = 0.01, H = 0.005

i feel reassured that if something happened to me my
guests would be able to easily get the help they need

Figure 1: Example of easy and hard samples for Senti-
ment Analysis, together with their Action Score (AS)
and Entropy (H). The AS reveals different prediction
information compared to Entropy.

a significant portion of their examples wrongly la-
beled. One way of observing both biased and in-
congruous samples is by analyzing whether they
comply with the optimization dynamics. There-
fore, it is crucial to have a systematized, robust,
and model-agnostic way to pinpoint such samples
and observe how exactly they influence the model’s
performance.

In this regard, the metric that this study will
explore is called action score, which can be catego-
rized as part of the tools available for understand-
ing model dynamics through the lens of individual
samples. This metric has been extensively studied
and applied across various computer vision tasks,
demonstrating its relevance in assessing model be-
havior (Arriaga et al., 2023). However, its potential
usefulness in the domain of natural language pro-
cessing (NLP) has yet to be explored. This study
aims to fill this gap by applying the metric to senti-
ment analysis, natural language inference and ab-
stractive text summarization. Tables 2a, 2b and 2c
show examples of difficult and easy samples (high
and low action scores accordingly) from each of
the tasks.

The main research question in this paper is: Can
the action score measure difficulty in natural lan-
guage processing tasks?
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Text Label Action
Score

Hard i as representative of everything thats wrong with corporate america and feel that
sending him to washington is a ludicrous idea

surprise 29.0019

Easy i feel reassured when i listen to waldmans songs joy 0.0048

(a) Sentiment Analysis

Premise Hypothesis Label Action
Score

Hard I read everything I could get my hands
on.

There was nothing I couldn’t get my
hands on.

neutral 41.1284

Easy She remembered poems that she had
learned when she was in high school.

She didn’t remember any poems. contra 0.0166

(b) Natural Language Inference

Dialogue Label Summary Action
Score

Hard Sophie: Whats for dinner mom?Olivia: Tacos and burritos Sophie:
wowwww! my favorite please keep it ready will be home in 20 mins
Olivia: all is ready dear!!

Sophie is coming home in
20 minutes for the dinner
Olivia, her mother, pre-
pared.

19.8895

Easy Mattie: Will you call me when dad is at home? Ross: Sure Mattie: ty :* Ross will call Mattie
when dad is at home.

0.5993

(c) Abstractive Text Summarization

Figure 2: Examples of action scores. Hard (high action score) and easy (low action score) samples from each task.
Each data sample is accompanied by its corresponding target label / summary and its action score.

The existing metrics are either model or task-
specific. Furthermore, the majority of those met-
rics are too computationally expensive and/or re-
quire model architecture modifications. The action
score is calculated as the accumulated loss over
all epochs for each individual sample. The metric
utilizes a single parameter that can be relatively
easily obtained. In essence, the main contribution
of the action score lies in its effective application
to a variety of different architectures with mini-
mal additional modifications. The contributions
of this paper are the experimental validation that
the action score measures sample difficulty in three
NLP tasks: Sentiment analysis, Natural language
inference, and abstractive text summarization.

This study hypothesizes that the action score,
originally developed for computer vision tasks, can
be effectively applied to NLP tasks to measure the
difficulty of individual samples. It is expected that

samples with higher action scores will correspond
to more challenging linguistic inputs, such as com-
plex sentence structures, rare words, or ambiguous
meanings, while lower action scores will be associ-
ated with simpler, more straightforward language
samples. The effectiveness of the action score in
NLP will be evaluated by comparing it to estab-
lished difficulty metrics like the predicted entropy
and through qualitative analysis of high and low-
scoring samples.

2 State of the Art

An important aspect of model evaluation that
is often overlooked is the varying difficulty of
samples within a dataset. An interesting work
(Swayamdipta et al., 2020) on dataset cartography,
identifying three distinct regions in datasets: easy-
to-learn samples, hard-to-learn samples, and am-
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biguous samples. This categorization reveals that
the difficulty of samples is not binary but exists on
a continuum. Traditional evaluation metrics often
fail to capture these nuances, potentially leading
to an incomplete understanding of model perfor-
mance.

An intriguing work (Pleiss et al., 2020) has uti-
lized the insights we can obtain from the model’s
training dynamics - in a broad sense, this is the
model’s behavior during the training process - as
a potential avenue for developing more generaliz-
able metrics. The Area Under the Margin (AUM)
metric (Pleiss et al., 2020) shows promise in identi-
fying mislabeled instances in classification datasets,
but its effectiveness in filtering NLP datasets has
been questioned (Talukdar et al., 2021). Although
the AUM metric can successfully find mislabeled
samples, it also removes a significant amount of
correctly labeled samples, which results in the loss
of a large amount of relevant information.

Interpreting model behavior through the lens of
training dynamics allows us to gain insights into
both the nature of the dataset and the model’s learn-
ing process. Samples that are consistently clas-
sified correctly with high confidence throughout
training likely represent "easy" instances, while
samples where the model’s predictions fluctuate
greatly may represent ambiguous or challenging
instances. Samples that are consistently misclas-
sified, even late in training, may represent very
difficult instances or potentially mislabeled data.

Several difficulty metrics have been studied for
particular NLP tasks. (Bommasani and Cardie,
2020) performed a large-scale evaluation of sum-
marization datasets, introducing 5 intrinsic metrics
and applying them to 10 popular datasets. Their
findings highlight that data usage in recent sum-
marization research is sometimes inconsistent with
the underlying properties of the datasets employed.
They also discovered that their metrics can serve
as inexpensive heuristics for detecting generically
low-quality examples.

In the context of text classification, a study (Mu-
jumdar et al., 2023) identifies difficult samples by
analyzing data inputs in the semantic embedding
space. The method proves to be an effective way to
find difficult samples in 13 datasets. By removing
them, trained models achieve better F1 scores (up
to 9%). Despite these efforts, the AI research com-
munity has yet to develop a truly universal metric
that can be applied without major model modifi-
cations, that is model- and task-agnostic and that

does not add a significant computational overhead.

3 Action Score for NLP Tasks

The action score (Arriaga et al., 2023) is a novel
metric designed to quantify the difficulty of individ-
ual samples in machine learning tasks. It is based
on the principle that samples that do not conform to
the optimization dynamics of a model can be con-
sidered unnatural or difficult. The action score is
calculated by accumulating the loss of each sample
overall validation (or training) epochs, resulting in
a single scalar value that represents the sample’s
difficulty. This approach is model-agnostic and
can be applied to a wide range of tasks without
requiring modifications to the underlying model
architecture. The action score is defined as

A(x) =
N∑

n=0

L(y,m(x, θn)∆n) (1)

where L is the loss function, m is the model, θ
are the model parameters at epoch n, and ∆n is
the training time step (in our case we use an epoch
as an optimization step and the step itself is one).
Higher action scores indicate samples that were
more challenging for the model to learn, while
lower scores suggest easier samples. This metric
provides a unique perspective on the characteristics
of the dataset, the biases of the model, and the
potential mislabeled samples by offering valuable
insights for improving both datasets and models in
various machine learning applications.

For tasks involving sequence outputs, as many
NLP tasks like summarization are, we compute the
loss for each element in the output and take the
average over sequence elements to obtain a single
action score that is accumulated over epochs for
each sample. Using the average instead of plain
sum allows one to obtain an action score that is
partially invariant to the output sequence length.

4 Experimental Setup

To investigate the effectiveness of the action score
in estimating sample difficulty in natural language
processing (NLP) tasks, a systematic methodology
was employed, involving the following steps:

1. Selection of representative NLP tasks: Sen-
timent analysis, natural language inference,
and abstractive text summarization were cho-
sen as the target tasks for this study. These
tasks cover a range of applications and vary
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BERT

Calculate the cross-entropy loss every epoch | H

sadness anger fear surprisejoy love

Target class distribution | P*

Predicted class distribution | P

sadness anger fear surprisejoy love

Validation split sample

Tokenizer

i got a very nasty electrical shock when i was 
tampering with some electrical appliances

1 }2
3
4
5
6

3.4713
3.5401
6.5898 34.79127.7355
7.1971

7.2575
Calculate the action score as the accumulated loss every epoch

Figure 3: Conceptual description of Action Score com-
putation for a sequential task, with an example of senti-
ment analysis.

in complexity, allowing for a comprehensive
evaluation of the action score’s performance.

2. Implementation of state-of-the-art mod-
els: For each selected task, a state-of-the-art
transformer-based model was implemented
using the Hugging Face Transformers library
(Wolf et al., 2020). The models were fine-
tuned on task-specific datasets.

3. Calculation of the action score and entropy:
During the fine-tuning process, the action
score for each validation sample was calcu-
lated by accumulating the loss values across
all epochs. Additionally, the predicted entropy
for each sample was computed to compare
with the action score.

The tasks this study will explore were imple-
mented using the tools provided by the transform-
ers library (Wolf et al., 2020) developed and main-
tained by the Hugging Face team. Transformers is
an open-source library that consists of pre-trained
cutting-edge models readily available in a unified
API. The Hugging Face platform also hosts a large
collection of curated datasets that are easily acces-
sible and integrated into the transformers workflow.
The main reasons behind choosing to work with

pre-trained large language models (LLMs) are their
computational efficiency (leveraging transfer learn-
ing and adapting them to different tasks with min-
imal fine-tuning) and their SOTA performance in
a range of NLP tasks that would allow for a rig-
orous test of the action score’s ability to measure
difficulty in advanced scenarios.

Sentiment analysis and natural language infer-
ence are both text classification tasks, where the
goal is to assign a pre-defined label to an input
text. For these tasks, we employed the base BERT
(Bidirectional Encoder Representations from Trans-
formers) (Devlin et al., 2019), which contains 110
million parameters, offering an effective balance
between performance and computational efficiency.
BERT’s key innovation lies in its bidirectional na-
ture, enabling it to consider the context from both
the left and right sides of each word in a sentence.
To adapt BERT for our specific classification tasks,
the base model was augmented with a task-specific
classification head, incorporating the appropriate
number of output labels for each task.

Sentiment Analysis. The sentiment analysis
model was fine-tuned on the aforementioned ver-
sion of BERT using the emotion dataset (Saravia
et al., 2018). A total of 24 000 samples were uti-
lized, with 20 000 assigned for training, 2 000 for
validation, and 2 000 for testing. A single sample
consisted of a text with a mean length of 20 tokens
and one of 6 labels (sadness, joy, love, anger, fear,
surprise) denoting the sentiment of the text. The
model was trained for 6 epochs with a learning
rate of 5 × 10−5. After each training epoch, the
validation samples were fed one by one (batch size
of 1) to the model and their respective losses and
predicted entropies were kept track of. The entropy
metric for each sample was obtained during the
final validation cycle (it is a single value, not an
accumulated number as the action score).

Natural Language Inference. The model for
the natural language inference (NLI) task was fine-
tuned again on the same variation of BERT us-
ing the multi-genre natural language inference cor-
pus (MNLI) (Williams et al., 2018) task from the
GLUE benchmark (Wang et al., 2019). Given a
premise sentence and a hypothesis sentence, the
task is to predict whether the premise entails the
hypothesis (entailment), contradicts the hypothesis
(contradiction), or neither (neutral). The premise
and hypothesis are concatenated with a special to-
ken between them. The model was similarly trained
for 6 epochs with a learning rate of 5× 10−5. Ob-
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Figure 4: Sentiment analysis task results. (a) normalized confusion matrix on the validation split after the 6th (final)
evaluation epoch. (b) clustering of the per-sample loss curves on the emotion dataset on BERT. Each cluster center
is shown with its top three closest curves which can be inspected in greater detail in Table 4. On the x-axis are the
epochs and on the y-axis is the cross-entropy loss. (c) normalized action score against the entropy for the individual
sample points. (d) training split class distribution. (e) per class action score distribution of the validation split.

taining the action score and the predicted entropy
are analogous to the sentiment analysis task.

Abstractive Text Summarization. Unlike the
text classification tasks, text summarization re-
quires a different approach in terms of a model ar-
chitecture. The Text-to-Text Transfer Transformer
(T5) (Raffel et al., 2020), built on a sequence-to-
sequence architecture, is particularly well-suited
for tasks involving text generation. This study
will utilize the base version of T5 and the SAM-
Sum dataset. The dataset contains about 16,000
messenger-like conversations (created and written
down by linguists fluent in English, who were
asked to mimic their daily messaging habits) with
summaries (a concise brief of the conversation’s
content written in the third person).

The acquisition of the loss value for each valida-
tion sample is similar to the previous implementa-
tions. However, the entropy metric was a bit more
difficult to obtain. Since there are multiple tokens
that are predicted, each has its own uncertainty
value. Combined with the fact that the predicted
summaries have different lengths, it is impossible
to simply add up the individual entropy values for
a given prediction as the metric will be quite hard
to interpret. A solution to this problem turned out
to be taking a simple average over all the tokens in
a prediction.

5 Experimental Results

5.1 Sentiment Analysis

The sentiment analysis model achieved a test accu-
racy of 93%. Although there are better models out
there, for the purpose of this study, it is not required
to aim for the best. Table 1 shows the five most and
least difficult samples according to the action score
metric. It is arguable whether the texts are misla-
beled as often there could be multiple sentiments

in a single piece of text and our model is not config-
ured to predict multiple labels. In figure 4a it can
be observed that the model mostly misclassified
surprise as fear and love as joy. Surprise and fear
are both characterized by heightened arousal and
can be triggered by unexpected events. Similarly,
love and joy are positive emotions that often co-
occur, leading to potential confusion for the model.
However, upon reviewing Table 1 more thoroughly,
it appears that the highest action score samples are
not misclassifications of the surprise-fear and love-
joy pairs. The most difficult samples span a range
of different emotion pairs, such as love-sadness,
sadness-anger, and love-fear. This observation im-
plies that the action score captures a more nuanced
aspect of sample difficulty that goes beyond the
confusion between specific emotion pairs.

One can look at the classification head’s prob-
ability distribution and expect to see rather con-
flicting predictions. This would reflect the model’s
uncertainty and therefore the entropy metric, but as
it can be seen the model is generally certain in its
predictions. Nevertheless, the samples with a high
action score are hard to perceive semantically and
tend to be tricky even for human evaluators. The
least difficult samples happen to be classified as
joy. One reason for that could be their predominant
occurrence in the training data as it can be observed
from figure 4d. Another interesting characteristic
of the low action score samples is their syntactic
structure. Some start with "I feel ..." followed by
a particular feeling. Such patterns are straightfor-
ward and quite easy for the model to learn. Others,
like the 5th example, tend to be more elaborate and
require a prompt understanding of the conveyed
sentiment. As already mentioned, the class distri-
bution is quite uneven and when comparing it to
figure 4e we can see there is a negative correlation
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between the number of classes and the mean action
score of every class, which suggests that some sam-
ples might not be difficult usually, but has failed to
generalize over them due to the limited amount in
the training data.

Figure 4b depicts the clustered individual sam-
ple losses. The three clusters can be interpreted as
difficult (green), medium (blue) and easy samples
(red). The difficult samples are progressively less
conforming with the model dynamics, which in
turn suggests that they are either incongruous (mis-
labeled, outliers) or genuinely hard for the model
to learn. Each cluster center is shown alongside
the three of its closest curves, which can be ob-
served in Appendix B.1, Table 4. Taking a closer
look at the difficult samples we can see that the
loss has progressively increased each epoch and
the model at no point managed to predict the target
label correctly. Medium-difficulty samples are also
misclassified, but unlike the difficult samples, they
have been correctly predicted during the 3rd-4th
epoch. This suggests that the model might be over-
fitting and a better training strategy can potentially
make the model generalize more successfully.

Figure 4c shows the joint distribution of entropy
vs action score. It is evident that the two metrics
measure different properties of a prediction. Al-
though the majority of the samples are concentrated
around the origin (near zero entropy and action),
there are a dozen or so samples scoring high on
action, but near 0 on entropy. The first couple
of examples in Table 1 are a nice illustration of
how the action score can capture irregularities that
would be missed from the predicted entropy metric.

5.2 Natural Language Inference
As previously mentioned, NLI falls under the
broader umbrella of text classification tasks. One
might question the necessity of including a sec-
ond task of this nature, and such an inquiry would
be valid. While NLI shares similarities with sen-
timent analysis, it presents a substantially higher
level of complexity. NLI demands a more nuanced
understanding of input characteristics, requiring
the model to comprehend and reason about the
relationship between two separate text segments.
This increased complexity makes NLI an excellent
candidate for evaluating the action score’s ability
to differentiate between tasks of varying difficulty
within the same general category. Another impor-
tant feature is that there is no room for overlapping
labels as in sentiment analysis. The premise can

be entailing, contradicting the hypothesis or being
neutral to it.

The NLI model achieved an accuracy of 79%,
although having only three categories. Table 2
presents the top four samples with the highest and
lowest action scores for the natural language in-
ference task. A deeper analysis reveals several
characteristics typical for difficult samples in the
dataset. The most difficult sample is an example
of an atypical sentence structure namely that the
subordinate clause ("Even though we receive oper-
ating funds from the state") being before the main
clause ("there are a myriad of additional expenses
to be met"). This makes the essence of the premise
harder to understand and therefore more likely to
be mistaken. The second most difficult sample
exemplifies that phrasal verbs ("take out" - "shoot
down") and abbreviations ("Vice President" - "VP")
can also be hard for the model to make sense of. In-
terestingly, the third most difficult sample appears
to be nonsensical and is likely mislabeled. The
easy samples, on the other end, follow a systematic
structure where the premise contains a statement
("She remembered...") and the hypothesis straight-
forwardly states the opposite ("She didn’t remem-
ber...").

The training split class distribution observed in
figure 5d is more evenly spread. This is also re-
flected in the recall per class in figure 5a and the
per class action score distributions in figure 5e. The
correlation between the class distribution, the recall
and the action score distribution is also evident here
and once more reiterates the impact of imbalanced
data.

Figure 5b shows the clustered individual sam-
ple losses. The three clusters can be interpreted
as very difficult (green), difficult (blue) and easy
samples (red). It is not directly evident from the
figure that the clusters are not of equal size (the red
cluster represents the correctly predicted samples,
the majority of the evaluation split). Therefore, as
the model converges to some generalizable state,
the samples that are not conforming to its dynamics
tend to stand out. In our case, two distinct groups
of difficult samples are formed. Upon a closer look
at the three closest curves of each cluster center in
appendix B.2, Table 5. We can see pretty much
the same properties discussed previously in figure
2 responsible for the action score values. There is
no qualitative difference between the difficult and
very difficult samples.

Figure 5c represents the joint distribution of the
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Figure 5: Natural language inference task results. (a) confusion matrix on the validation split after the 6th (final)
evaluation epoch. (b) clustering of the per-sample loss curves on the emotion dataset on BERT. Each cluster center
is shown with its top three closest curves, with difficult samples having increasing loss, in contrast to easy samples
with decreasing loss. (c) normalized action score against the entropy for the individual sample points, showing
how the action score behaves differently than entropy. (d) training split class distribution. (e) per class action score
distribution of the validation split.
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Figure 6: Abstractive Text Summarization task results. (a) clustering of the per-sample loss curves on the SAMSum
on T5. Each cluster center is shown with its top three closest curves, these curves clearly show three difficulty
types (easy, medium, hard). In the legend are specified the average token lengths of the dialogues and the target
summaries of each cluster (b) normalized action score against the entropy for the individual sample points, showing
how action and model uncertainty are highly correlated.

action score versus the entropy. Once again, most
of the data points are saturated near the origin.
Here, there is substantially a larger portion of sam-
ples with a high entropy score. Nevertheless, it is
evident that a significant amount of samples tends
to have low entropies and high action scores, which
is in support of the claim that the action score cap-
tures different properties than entropy.

5.3 Abstractive Text Summarization
The abstractive text summarization task presents
a unique challenge compared to the previous clas-
sification tasks. It requires the model not only to
understand the input text, but also to generate a
concise summary that may use different words and
phrases than those in the original text. This com-
plexity makes it an ideal candidate for evaluating
the action score’s effectiveness in more advanced
NLP tasks.

The samples that yielded the highest action score
3 tend to have some distinct properties. First, the
dialogues are quite lengthy, which in turn can make
the predicted summaries hard to match perfectly
with the target summary. The model also fails to
properly understand and produce phrases such as
"break wind" found in the target summary of the
first sample. Other samples are just hard either
because of the way of interaction or the language
used. Worth noting is the fact these samples also
have a high entropy.

The samples with low action scores tend to be
short and to the point. The target summary pretty
much uses the same vocabulary as the dialogue.
The easy samples also have a low entropy score
which suggests a correlation between the two.

Figure 6a depicts the clustered individual sample
losses for the summarization task. The three dis-
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tinct clusters can be categorized as difficult (green),
medium (blue) and easy (red) to learn samples.
Looking closely we can observe the steady increase
of the green line and the steady decrease of the red
line. We can conclude that the model is learning,
but it is very slow compared to the other tasks.

The most striking observation about the model
and the task emerges from Figure 6b. Unlike the
previous scatter plots, the relationship between the
action score and entropy appears nearly linear for
this task. This finding breaks the trend observed in
earlier tasks where the action score measured prop-
erties distinct from entropy. While the action score
can still serve as a human auditing tool, its unique
value in this specific task may be less pronounced.

5.4 Discussion
The results of this study demonstrate the potential
of the action score as a metric for estimating sample
difficulty in various natural language processing
tasks. In sentiment analysis and natural language
inference, the action score effectively identified
challenging samples that were often misclassified
by the model, despite having low entropy scores.

The abstractive text summarization task, how-
ever, presented a different scenario. The nearly
linear relationship between the action score and en-
tropy in this task indicates that the action score may
not provide as much additional value in identify-
ing difficult samples compared to the classification
tasks. It is essential to consider the specific char-
acteristics of each NLP task when evaluating the
effectiveness of difficulty estimation metrics.

It is worth noting that recent research (Wu et al.,
2022) has proposed alternative approaches to deal-
ing with hard samples in machine learning tasks.
DiscrimLoss is a universal loss metric designed to
discriminate between hard samples and incorrect
samples. This metric suggests that excluding all
hard or incorrect samples, as some popular metrics
do, can actually degrade the model’s performance,
as these challenging samples can contribute to the
model’s generalization ability. The findings of the
DiscrimLoss study raise important considerations
for the application of the action score in NLP tasks.
While the action score can effectively identify dif-
ficult samples, it is crucial to carefully evaluate
whether removing these samples from the training
data is the most appropriate course of action. In
some cases, retaining hard samples may actually
benefit the model’s robustness and generalization
capabilities.

6 Conclusions and Future Work

This study has explored the effectiveness of the
action score, a metric originally developed for com-
puter vision tasks, in estimating sample difficulty
across various natural language processing tasks.
The results demonstrate that the action score can
provide valuable insights into the characteristics
of challenging samples in sentiment analysis and
natural language inference, often identifying diffi-
cult instances that are missed by other metrics like
entropy.

However, the effectiveness of the action score
appears to be task-dependent, as evidenced by its
performance in the abstractive text summarization
task. This finding underscores the importance of
considering the unique properties of each NLP task
when applying difficulty estimation metrics.

7 Limitations

This research is limited by our selection of evalua-
tion tasks (Sentiment Analysis, Natural Language
Inference, and Abstractive Text Summarization),
while these tasks are a good representation of com-
monly used NLP tasks, it is possible that the action
score does not measure difficulty in other tasks or
behaves differently.

We only evaluated a handful of language models,
and we leave detailed comparisons across different
models for future work. Our aim is to show that the
action score is usable for natural language tasks.

There is no agreement in the literature on how
to divide difficulty ratings. In this paper, we use
easy/difficult or easy/medium/hard, but these diffi-
culty labels are subjective and motivated by cluster-
ing of the action score. In practice difficulty ratings
can be divided differently, depending on the task
and desired difficulty granularity.

8 Ethics Statement

There are no guarantees on performance and dis-
crimination of different difficulty ratings when us-
ing action scores, its performance reflects model
biases, so careful data analysis should be performed
when assessing and selecting models. We expect
that difficulty estimation in natural language tasks
can shine a light on different kinds of model and
data biases and improve our understanding of how
(large) language models work.
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A Most and Least Difficult Samples per Task

A.1 Sentiment Analysis

Text Label Metrics

Target Predicted Action Entropy

D
iffi

cu
lt i feel that he was being overshadowed by the supporting

characters
love sadness 33.0632 0.0108

i hate being the party girl because i feel like such a hypocrite
because i always hated them

sadness anger 31.2775 0.0201

i feel badly about reneging on my commitment to bring
donuts to the faithful at holy family catholic church in colum-
bus ohio

love fear 31.0677 0.5154

i as representative of everything thats wrong with corporate
america and feel that sending him to washington is a ludi-
crous idea

surprise sadness 29.5054 0.1263

im sure much of the advantage is psychological the feeling
ive out clevered the competition who are now hopelessly
burdened with their big chainring jump

sadness joy 29.0591 0.1285

E
as

y

i love to hear from my friends so feel free to leave me a
comment

joy joy 0.0094 0.0050

i also reply to most comments so please feel free to share
your thoughts and let s talk

joy joy 0.0094 0.0050

i feel reassured when i listen to waldmans songs joy joy 0.0097 0.0048

i feel reassured that if something happened to me my guests
would be able to easily get the help they need

joy joy 0.0097 0.0048

i constantly worry about their fight against nature as they
push the limits of their inner bodies for the determination of
their outer existence but i somehow feel reassured

joy joy 0.0097 0.0053

Table 1: The five most and least difficult samples in the evaluation substrata of the emotion dataset using BERT
fine-tuned for 6 epochs. Each text sample is accompanied on the right with its corresponding target label, predicted
label and entropy on the 6th (final) evaluation epoch, and action score.
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A.2 Natural Language Inference

Text Label Metrics

Premise Hypothesis Target Predicted Action Entropy

D
iffi

cu
lt Even though we receive operating

funds from the state, there are a myr-
iad of additional expenses to be met,
such as welding equipment for sculp-
ture, pottery wheels for ceramics, and
computers for graphics.

The state won’t fund
welding equipment, pot-
tery wheels or computers.

entail contra 43.9887 0.0025

Believing they had only a minute or
two, the Vice President again commu-
nicated the authorization to engage or
take out the aircraft.

The VP thought they only
had a minute or two to
make the decision, so he
told them to shoot any
plane down immeditaely.

entail neutral 42.0983 0.0700

\\ How \\, how come? How did you do it, and
how come you even
wanted to?

entail neutral 42.0540 0.2205

Given the predominant share of work-
ers in assembly, organization of work
in the sewing room has been the cen-
tral focus of management attention.

Management attention
has been focused mostly
on providing good bene-
fits for workers.

contra neutral 41.8857 0.0029

E
as

y

She remembered poems that she had
learned when she was in high school.

She didn’t remember any
poems.

contra contra 0.0166 0.0025

Consider the following problematic
situations that parents recently raised
with

Parents didn’t bring up
any problematic situa-
tions.

contra contra 0.0193 0.0023

You will soon receive information
from the Alumni Association with the
details.

The Alumni Association
cannot contact you with
any information.

contra contra 0.0195 0.0025

Here are just some of the services your
gift can provide.

Your gift can’t provide
any service, it’s com-
pletely useless.

contra contra 0.0198 0.0024

Table 2: The four most and least difficult samples in the evaluation substrata of the MNLI dataset using BERT
fine-tuned for 6 epochs. Each premise-hypotheses sample pair is accompanied on the right with its corresponding
target label, predicted label and entropy on the 6th (final) evaluation epoch, and action score.
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A.3 Abstractive Text Summarization

Dialogue Summary Metrics

Target Predicted Action Entropy

D
iffi

cu
lt Mark: Hey dude, what’s up? Harry: Noth-

ing much buddy. How’s everything with you?
Mark: All good. Yesterday I went to a 7-star
Hotel restaurant. Harry: Wow, that’s amazing
buddy. I missed it. Mark: It’s not amazing.
Harry: Why, what happened? Mark: When I
was there, I really needed to pass gas. Harry:
And? Mark: The music was really loud, so I did
it. Harry: And? Mark: I realized I was listening
to my iPod. Harry: hahaha hahaha

Mark had to break
wind, while being
in a fancy restaurant.
He sought to do it
silently. He failed.

Mark went to a 7-
star Hotel restau-
rant yesterday. He
missed it because
the music was loud
and he was listening
to his iPod.

24.1177 1.8819

Paula: hey, it was a great time I spent there,
really nice experience. Paula: Do you have, by
chance, the names of the bands? Paula: Not that
important though Tim: actually these were not
bands but just single people, but later I can give
you their Facebook profiles. Tim: really nice
meeting you too, let’s jam more often! Paula:
Definitely! Paula: once I’m back in town, I’ll
let you know;-) Tim: always welcome Paula:
thanks, we’re in touch

Paula enjoyed jam-
ming with Tim. Tim
will send her Face-
book profiles of the
other people that
played.

Paula spent a lot of
time there. Tim will
give Paula the names
of the bands. Paula
will let Tim know
when she’s back in
town.

20.8349 1.2220

Sophie: Whats for dinner mom? Olivia: Tacos
and burritos Sophie: wowwww! my favorite
please keep it ready will be home in 20 mins
Olivia: all is ready dear!!

Sophie is coming
home in 20 min-
utes for the dinner
Olivia, her mother,
prepared.

Sophie and Olivia
are going to have
tacos and burritos
for dinner. So-
phie’s favorite will
be home in 20 min-
utes.

19.8895 1.3630

E
as

y

Frank: i owe you one btw! Judy: haha, you owe
me two Frank: okay then, two dates it is. haha
Judy: lol

Frank owes Judy
two dates.

Frank owes Judy
two dates.

0.5828 0.3312

Mattie: Will you call me when dad is at home?
Ross: Sure Mattie: ty :*

Ross will call Mattie
when dad is at home.

Ross will call Mattie
when dad is at home.

0.5993 0.2718

Adam: Do you know where Mary is? Lizzy:
She went to library with Carl. Adam: Oh, I
see. . . Adam: Thanks!

Mary went to the li-
brary with Carl.

Mary went to the li-
brary with Carl.

0.8321 0.3979

Table 3: The top three most and least difficult samples in the evaluation substrata of the SAMsum dataset using T5
fine-tuned for 6 epochs. Each dialogue pair is accompanied on the right with its corresponding target summary,
predicted summary, action score, and entropy.
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B Closest Loss Curves for each Cluster Center per Task

B.1 Sentiment Analysis

Text Loss and predicted label per epoch Target
label

No1 No2 No3 No4 No5 No6

D
iffi

cu
lt one afternoon 1.4842

sadness
2.5214
sadness

3.3205
anger

3.9363
anger

4.3904
sadness

4.4469
sadness

fear

i am afraid of my emotions because certain
people cause me to feel assaulted by feel-
ing and i just get hammered by their waves
as if i am an tempestuous ocean raging and
only god knows why

1.2642
fear

2.4620
fear

2.7783
fear

4.4261
fear

4.5439
fear

4.9665
fear

sadness

someone acting stupid in public 3.9812
sadness

2.8304
sadness

3.7569
sadness

4.7473
sadness

6.1888
sadness

6.5105
sadness

anger

M
ed

iu
m i started out feeling amazing 1.2512

surprise
0.9103
surprise

0.6835
joy

0.8053
surprise

0.9422
surprise

1.1174
surprise

joy

i do feels amazing and is an investment for
something greater

1.4135
surprise

0.9069
surprise

0.6823
joy

0.8062
surprise

0.8339
surprise

0.9518
surprise

joy

i went from feeling helpless to powerful 0.8828
fear

0.9912
fear

0.6817
sadness

0.6757
sadness

0.9881
fear

1.1522
fear

sadness

E
as

y

i cant seem to get passed feeling stunned 0.0571
surprise

0.0236
surprise

0.0112
surprise

0.0050
surprise

0.0036
surprise

0.0036
surprise

surprise

i feel amazed and surprised when the exact
question i am trying to ask

0.0592
surprise

0.0248
surprise

0.0120
surprise

0.0054
surprise

0.0035
surprise

0.0034
surprise

surprise

i feel that im most amazed still by silent
knight which is an instrumental song ala
hizaki

0.0550
surprise

0.0214
surprise

0.0079
surprise

0.0047
surprise

0.0040
surprise

0.0040
surprise

surprise

Table 4: The samples corresponding to the top three closest curves to each cluster center (Figure 4b) for the
sentiment analysis task. Each sample is accompanied with its corresponding loss and predicted label every epoch
and its target label.
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B.2 Natural Language Inference

Text Loss and predicted label per epoch Target
label

Premise Hypothesis No1 No2 No3 No4 No5 No6

Ve
ry

di
ffi

cu
lt Um, Christmas is coming up

pretty soon huh?
Did you get a
present for the
Christmas party
yet?

1.8059
neutral

2.8519
neutral

4.2737
neutral

6.1842
neutral

7.3844
neutral

7.6621
neutral

contra

And that keeps me, as an
adult, one, remembering to
pray like a child, and to main-
tain some of the innocence,
which is difficult, of a child.

As an adult I
know I can never
have the inno-
cence of a child.

2.3766
contra

2.7429
contra

4.3114
contra

6.0187
contra

7.4387
contra

7.4049
contra

neutral

(I have often wondered why
the publishers did not have
the nerve to call themselves
F**k and Wagnalls.

I thought Fuck
and Wagnalls was
a good name for
the publishers.

2.1916
contra

2.5666
contra

4.4929
contra

6.2313
contra

7.6666
contra

7.7242
contra

neutral

D
iffi

cu
lt In the apt description of one

witness, It drops below the
radar screen and it’s just
continually hovering in your
imagination; you don’t know
where it is or what happens
to it.

It is hard for one
to realize what
just happened.

0.8152
neutral

1.6826
neutral

1.5516
neutral

3.1601
neutral

3.0363
neutral

3.4533
neutral

entail

They want to regain their par-
ents’ warmth and approval as
quickly as possible.

They really like
their parents, so
they want to be
approved.

1.6376
entail

1.4896
entail

1.4248
entail

3.2634
entail

3.8970
entail

3.4582
entail

neutral

So, we stayed there. We were not mov-
ing anytime soon.

0.8648
contra

0.9151
neutral

1.5693
contra

3.2045
contra

3.9115
contra

3.4252
contra

neutral

E
as

y

Five years. Its been five years
since I have been
here.

0.3803
neutral

0.1914
neutral

0.1739
neutral

0.1433
neutral

0.0990
neutral

0.0518
neutral

neutral

I enjoy sharing these small
victories with you through
my letters.

I like telling you
about good stuff.

0.4092
entail

0.2695
entail

0.0974
entail

0.1393
entail

0.1016
entail

0.1255
entail

entail

Note that this system poses
production questions for
BMW similar to those faced
by apparel suppliers.

BMW has new
questions about
production that
are being faced
by the suppliers
of apparel.

0.3858
entail

0.2208
entail

0.1140
entail

0.0330
entail

0.0204
entail

0.0220
entail

entail

Table 5: The samples corresponding to the top three closest curves to each cluster center are shown here. Each
sample is accompanied with its corresponding loss and predicted label every epoch and its target label.
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