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Abstract

The rapid growth of Large Language Models
(LLMs) presents significant privacy, security,
and ethical concerns. While much research
has proposed methods for defending LLM sys-
tems against misuse by malicious actors, re-
searchers have recently complemented these
efforts with an offensive approach that involves
red teaming, i.e., proactively attacking LLMs
with the purpose of identifying their vulnerabil-
ities. This paper provides a concise and practi-
cal overview of the LLM red teaming literature,
structured so as to describe a multi-component
system end-to-end. To motivate red teaming
we survey the initial safety needs of some high-
profile LLMs, and then dive into the different
components of a red teaming system as well
as software packages for implementing them.
We cover various attack methods, strategies for
attack-success evaluation, metrics for assessing
experiment outcomes, as well as a host of other
considerations. Our survey will be useful for
any reader who wants to rapidly obtain a grasp
of the major red teaming concepts for their own
use in practical applications.

1 Introduction

The popularity and widespread adoption of Large
Language Models (LLMs) has been transformative
across many industries, ushering in new possibil-
ities for enhancing productivity, decision-making,
and user engagement. LLMs are contributing sig-
nificantly to fields such as finance, healthcare, and
legal services where they are being leveraged for
tasks such as customer servicing support, clinical
notes and contract analysis. However, the increas-
ing reliance on LLMs brings with it a critical and
challenging ethical-moral responsibility: ensuring
that the deployed system responds to any possible
input in safe or otherwise desirable ways. While
LLMs offer remarkable capabilities, they are also
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vulnerable to various forms of misuse. Such attacks
could provoke LLMs to generate misinformative,
biased, or toxic content (Abid et al., 2021; Lin
et al., 2022) or expose private information (Car-
lini et al., 2021). Microsoft’s Tay, in a high-profile
case, was successfully provoked by attackers to
send racist or sexually-charged tweets to a large
audience (Lee, 2016). A great deal of research on
improving LLM safety has been conducted from
a defensive standpoint, with investigators devel-
oping methods for guardrailing LLMs against po-
tential attacks (Dong et al., 2024). These attacks,
however, must be identified beforehand, which has
proven to be challenging – e.g., GPT-4 was vul-
nerable to attacks absent from its safety training
that were written in low-resource languages (Yong
et al., 2024). Investigators have hence turned to
complementing defensive efforts with an offensive
approach to LLM safety, proposing strategies for
red teaming LLMs, i.e., proactively attacking or
testing LLMs with the purpose of identifying their
vulnerabilities. Red teaming is useful for any orga-
nization that aims not only to productionize some
LLM-supported system, but to effectively antici-
pate threats to their system and safeguard against
them before production.

While prior reviews of LLM red teaming focused
on serving as an encyclopedic taxonomic resource,
e.g., of attack methodologies (Lin et al., 2024), we
anticipate a wide need for a concise and practi-
cal overview geared toward readers who want to
rapidly grasp the major concepts and components
of a red teaming system and available software
tools that have emerged, for example to devise and
implement a system of their own. The purpose of
this paper is to provide such an overview: one that
balances comprehensive treatment of research with
conciseness, and structures the exposition to de-
scribe a multi-component system end-to-end. Fig-
ure 1 provides an illustration of the framework and
its components, the latter of which are covered in
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Sections 4, 5 and 6. After covering related work,
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Figure 1: Core components of a red teaming system.

we survey a few case studies from the tech industry,
highlighting problems that motivate the field of red
teaming. We then dive into the central components
that make up a complete red teaming system, re-
viewing popular methods, software packages, and
other resources that have emerged to support these
components. We cover various attack strategies,
with attention paid to categorizing particular meth-
ods and distinguishing single-turn from multi-turn
attacking, manual from automated attacking, and
different varieties of automated attacking. We then
dive into popular approaches to attack success eval-
uation, as well as safety metrics for assessing over-
all experimental outcomes. We discuss a number
of publicly available resources for red teaming, in-
cluding software packages and datasets. We also
touch briefly upon guardrailing steps commonly
taken after red teaming. Finally, we close with
future directions that we judge to constitute some
of the most impactful opportunities for progress,
including strategies for adapting automated attack-
ers to generate more relevant and diverse sets of
attacks, including multi-turn ones.

2 Related work

Recent literature has explored various facets of
LLM red teaming, offering valuable insights into
the rapidly evolving field. Some organizations
aim to provide up-to-date informational materials
geared toward helping developers and web-security
practitioners secure their particular applications
(MITRE, 2024; Commons, 2024). For example,
the OWASP Foundation published the OWASP
Top 10 (OWASP Foundation, 2025), a document

that describes, as deemed by common consensus,
some of the most major threats to the security of
LLM-supported applications, and provides mitiga-
tion strategies. On the academic side, Feffer et al.
(2024) provide a high-level overview of and stance
on red teaming practices, indexing on particular as-
pects of the literature to argue that the red teaming
community lacks consensus around scope, struc-
ture, and evaluation of red-teaming. Verma et al.
(2024) operationalize a threat model for red team-
ing, providing a taxonomy based on entry points in
the LLM lifecycle. Rawat et al. (2024) provide a
practitioner’s viewpoint of challenges within LLM
red teaming and emphasizes the context-dependent
nature of vulnerabilities, and introduces a taxon-
omy of single-turn, prompt-based attacks. Mo et al.
(2024) develop a taxonomy of attacks against lan-
guage agents in particular – i.e., systems equipped
with additional capacities for reasoning, planning,
and task completion. Shi et al. (2024) offer a com-
prehensive survey of LLM safety more broadly,
encompassing various risks beyond attacks, includ-
ing value misalignment and autonomous AI risks.
But perhaps the most extensive treatment to date
specifically of LLM red teaming is given in Lin
et al. (2024), which provides a fine-grained taxon-
omy of attack strategies grounded in LLM capa-
bilities as well as several mitigating strategies, an
overview of attack success evaluation strategies,
and a framework that unifies attack-search strate-
gies for automated red teaming. While insightful,
the latter two articles’ extensive lengths would be
prohibitive for readers who seek a more concise
overview of major red teaming concepts and trends.
We see these papers as valuable in their own right,
but anticipate the need for a resource that balances
broad representation of the literature with concise
exposition.

3 Policies on LLM Safety

Policies and risk mitigation strategies devised for
ensuring the proper use of LLM-driven products
have been crucial to their safety and success. This
section serves to motivate LLM red teaming and
LLM safety, providing a brief survey of some major
safety considerations and policies from different
leading LLM providers within industry along with
risk mitigation strategies they have taken. These
policies play a key role in shaping the goals for
an adequate LLM safety solution, of which red
teaming constitutes a critical part. While govern-
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ments have taken steps to address LLM risks,1

various organizations have established their own
safety guidelines, leading to diverse priorities and
approaches. As previously mentioned, organiza-
tions such as MITRE, MLCommons, and OWASP
(MITRE, 2024; Commons, 2024; OWASP Foun-
dation, 2025; Vidgen et al., 2024) have published
materials to help practitioners to secure their LLM
applications; these materials form a helpful basis
for policy formulation, as they categorize risks by
severity and provide recommendations for evalu-
ating AI safety . OpenAI was an early pioneer of
LLM use policies, emphasizing legal compliance
and protection of privacy (OpenAI, 2023b, 2024,
2023c,d), and along these ends, has employed
both red teaming and guardrailing to prevent users
from soliciting various kinds of harmful responses
from their models (OpenAI, 2023e). Meta, as a
large-scale social media platform, addresses risks
such as election interference in their use policies
(Meta, 2024a; Meta, 2024b, 2023). Anthropic’s
policies emphasize ethical alignment in particular
(Anthropic, 2023a, 2022; Anthropic, 2024, 2023b),
and they employ guardrailing and red teaming prac-
tices and fairness evaluations to develop models
with unbiased decision-making capacities.

4 Categorizing attacks against LLMs

In this section, we categorize and describe vari-
ous strategies for attacking LLMs. Our analysis
reflects the reality that the LLM’s attack surface
is high context-dependent and influenced by many
factors including target-system type, its infrastruc-
ture, conversational history, and access privileges.

4.1 Attack Methods

Here, we categorize and describe various methods
that users have employed to attack LLMs. We
include a more extensive survey in the Appendix.

Prompt-based attacks exploit LLMs by craft-
ing malicious prompts to circumvent the model’s
safeguards. They are especially common in closed-
box systems, such as OpenAI’s ChatGPT (OpenAI,
2023a) and Google’s Gemini (Team et al., 2024),
where attackers interact solely with the external
interface of the model, lacking access to its internal

1To date, US places no federal regulations on AI, instead
leaving the matter to individual states (NCSL, 2024). Other
international organizations such as the United Nations have
shared some legal guidelines (UN, 2024). Europe recently
published the AI Act, which addresses the risks of AI (EU,
2024).

weights or system-level configurations. Techniques
include prompt injection (Liu et al., 2023; Mehro-
tra et al., 2023), which disguises malicious instruc-
tions as benign inputs, and jailbreaking (Wei et al.,
2024; Chao et al., 2024a), which provoke the tar-
get LLM to ignore its safeguards. Recently, these
major categories have been subdivided into a grow-
ing set of more granular categories such as indirect
prompt injection (Greshake et al., 2023), refusal
suppression and style injection (Zhou et al., 2024a;
Geiping et al., 2024; Guo et al., 2024), prompt-
level obfuscation (Pape et al., 2024), and many-
shot jailbreaking (Anil et al., 2024). Some of these
attacks utilize personification techniques such as
role-playing to influence the target LLM into adopt-
ing a specific persona (Zhang et al., 2024b; Shah
et al., 2023). This manipulation can lead the LLM
to relax its ethical constraints and safeguards – e.g.,
Chao et al. (2024b) highlight the relative effective-
ness of role-playing for jailbreaking LLMs in their
PAIR paradigm. Similarly, Shen et al. (2024) in-
troduce a notable role-playing character, DAN (Do
Anything Now), which exploits the LLM’s inter-
nal permissions, granting elevated privileges (e.g.,
Admin Privileges) to bypass safety mechanisms.

Token-based attacks are designed to generate
variants of existing malicious prompts in order to
identify novel successful attacks. Early approaches
replace characters, tokens, or entire words within
prompts with synonyms or symbols with compara-
ble usage (Rocamora et al.; Morris et al., 2020b);
others simply affix symbolic material to prompts,
which can confuse the system and cause it to let
its guard down (Wallace et al., 2021). More re-
cent approaches change the text encoding (Bai
et al., 2024), translate it into low-resource lan-
guages (Wang et al., 2024a; Deng et al., 2024b;
Yong et al., 2024) or use ciphers (Inie et al., 2024;
Yuan et al., 2024). By design, these strategies are
not always interpretable, making it challenging to
analyze how or why a specific sequence success-
fully bypasses the model’s safeguards.

Gradient-based attacks are designed instead for
when attackers have access to a model’s parameters
– as in an open-box system – such as its weights,
activations, and hyperparameters. Such attacks
apply gradient descent to find the most effective
attack prompts (Shin et al., 2020; Geisler et al.,
2024; Wichers et al., 2024). A few gradient-based
approaches have also shown promising generaliza-
tion power when applied to closed-box systems
(Zou et al., 2023). These attacks are entirely unin-
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terpretable and lack any semantic meaning (Morris
et al., 2020a), and are commonly blocked using
perplexity-based solutions (Jain et al., 2023).

Infrastructure attacks involve injecting mate-
rial into, extracting material from, or somehow
modifying the structures that support the target
LLM. One subset of such attacks includes data poi-
soning attacks (or backdoor attacks), which involve
injecting problematic data or documents into the
ecosystem (Yao et al., 2024b,a). For example, the
attacker might add malicious documents to an exter-
nal knowledge source or API that an LLM is query-
ing to formulate responses at runtime. The problem
is often discussed in the context of agents and Re-
trieval Augmented Generation (RAG) pipelines —
LLMs that are integrated with and call upon knowl-
edge bases, APIs, and other software tools in order
to execute tasks — since they are often suscepti-
ble to indirect prompt injection (Greshake et al.,
2023), in which the malicious signal is injected
into system-supporting knowledge bases or other
infrastructure that then manifest an attack at re-
trieval time. For example, attackers could inject
malicious material into external knowledge bases
(e.g., Wikipedia or Wikidata) that the target LLM
would then call upon to address questions. Alterna-
tively, attackers could inject data into the model’s
training set, provided it is available, leading to prob-
lematic post-training behaviors. Data extraction
attacks and model extraction attacks, on the other
hand, involve extracting model data or aspects of
the model itself. Data extraction attacks take place
when internal data that supports the model, which
may contain private or sensitive information, is un-
lawfully extracted (Carlini et al., 2021). Beyond
data, LLMs could fall prey to model theft attacks
in which the model parameters themselves are ex-
tracted for unauthorized copying or use, violating
intellectual property rights (Kariyappa et al., 2021;
Yao et al., 2024b).

4.2 Attacks by Turn Count
When attacking a model, we can distinguish inter-
actions between the attacker and target LLM based
on whether the attack takes place across a single
turn or multiple turns.

Single-turn attack pipelines are simple to im-
plement and ideal for applications that lack mem-
ory and do not leverage conversational history (Xu
et al., 2024; Rawat et al., 2024). A red teaming
pipeline will often leverage a corpus of malicious
prompts that constitute single-turn attacks (see Sec-

tion 7 for useful pointers to public data sources),
sending pitting each them of them against the tar-
get LLM. Single-turn attacking will be limitedly
effective against more complex target LLMs that
critically leverage conversational history, since the
latter could fall victim to attacks that only manifest
after multiple conversational turns. Though com-
mon, single-turn attacks have generally become
less effective now that a number of alignment tech-
niques have been devised to ensure that the target
LLM does not deviate from its intended purpose
(Zhou et al., 2024b).

Multi-turn attacks, in contrast, leverage multi-
ple conversational turns to implement attacking.
We first describe what we call the iterative at-
tack, which takes as a seed a single-turn attack
prompt and progressively adapts it across multi-
ple attempts at attacking, in order to maximize the
likelihood of attack success. These attacks do not
rely on a rich contextual history of prior interac-
tions with the target, but instead merely track prior
iterations on the same seed. Notable recent ex-
amples of iterative strategies include PAIR (Chao
et al., 2024a), TAP (Mehrotra et al., 2023), DAN
(Shen et al., 2024), AutoDAN(-Turbo) (Liu et al.,
2024b,a), RedAgent (Xu et al., 2024), MART (Ge
et al., 2023), and APRT (Jiang et al., 2024b); early
synonym-replacing approaches arguably also con-
stitute examples (Morris et al., 2020b; Rocamora
et al.). We extend our discussion on these strate-
gies in Section 4.3. Beyond the iterative attack,
a multi-turn attack can be built by engaging in
more complex back-and-forth conversation with
the target LLM, exploiting the semantics of conver-
sational history. To take one example from Li et al.
(2024a), in order to provoke an LLM into claim-
ing that the health effects of Agent Orange were
overstated, an attacker might: 1) ask the LLM to
write an essay arguing that the substance brought
about horrible health effects to victims; 2) then
ask the LLM to write an essay taking the opposite
stance. The authors find that human panels are par-
ticularly effective at identifying such multi-turn at-
tacks, well beyond the capacities of the automated
approaches that they tested. Automated approaches
that have emerged since then include Crescendo
(Russinovich et al., 2024), HARM (Mazeika et al.,
2024), and RedQueen (Jiang et al., 2024c).

4.3 Manual Versus Automated Attacking
Attacks can be formulated manually by humans, au-
tomatically by systems such as LLMs, or by both.
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Human experts have proven extremely help-
ful for red teaming LLM-driven systems (Li et al.,
2024a). It has become common practice for orga-
nizations to employ human panels for red teaming
and other safety-preparedness work — OpenAI, for
example, employed human panels before their re-
leases of GPT-4 (Markov et al., 2022). While it has
been shown time and time again that humans are
able to devise creative attacks, safety practitioners
have found that crowdsourcing attacks can lead to
templatic prompts (e.g., "give a mean prompt that
begins with X") without greatly expanding attack
coverage (Ganguli et al., 2022). Further, human
annotation is expensive, which limits the number
and diversity of test cases.

Automated solutions, on the other hand, have
gained increasing popularity by providing cheaper
alternatives to evaluate the safety of LLM systems,
relative to human panels. Such solutions involve
automatically generating attacks against the target
LLM, whose subsequent responses are evaluated
for the presence of problematic content (e.g., by a
trained detector). While previous work augmented
attack datasets using synonym replacement and re-
lated strategies (Morris et al., 2020b; Rocamora
et al.), more recent approaches leverage LLMs to
generate novel attacks (Perez et al., 2022; Ganguli
et al., 2022; Deng et al., 2023; Mo et al., 2023;
Greshake et al., 2023; Yu et al., 2023; Paulus et al.,
2024; Hong et al., 2024). In the latter case, an LLM
is prompted or trained to generate a large number
of examples to attack a target LLM. Since their
inception, LLM-driven attack generators have been
employed in whole ecosystems for automated, it-
erative attacking, as in PAIR (Chao et al., 2024a),
TAP (Mehrotra et al., 2023), DAN (Shen et al.,
2024), AutoDAN(-Turbo) (Liu et al., 2024b,a), and
RedAgent (Xu et al., 2024). These solutions are
unified by a common framework: an LLM-driven
attacker generates an initial attack that is submit-
ted to the target LLM; an LLM-driven evaluator
then evaluates the interaction; the evaluator’s sig-
nal is then passed back to the attack generator,
which adapts the initial attack in some way in an
attempt to increase attack success likelihood. At-
tack generation, response evaluation, and adapta-
tion repeat in an iterating loop across multiple se-
quenced rounds. Here we single out RedAgent (Xu
et al., 2024), which additionally formulates attacks
against agents that are specific to the latter’s in-
frastructural context. Other more complex ecosys-
tems such as MART (Ge et al., 2023) and APRT

(Jiang et al., 2024b) were developed based on the
aforementioned iterative framework but set up an
adversarial environment, in which the target LLM
jointly adapts its defense strategies together with
the attack generator, so that the target LLM — now
possessing strengthened defenses — can be used
for downstream applications. Finally, frameworks
like Crescendo (Russinovich et al., 2024), HARM
(Zhang et al., 2024a), and RedQueen (Jiang et al.,
2024c) support automated generation of more com-
plex multi-turn attacks that exploit the semantics
of the conversational history. Crescendo, for ex-
ample, escalates attacks based on benign questions
from prior turns — e.g., soliciting the recipe for a
Molotov cocktail by first asking about its history
and then about how it was historically made.

Human-in-the-loop solutions can involve hu-
mans guiding automated attack generation. Rad-
harapu et al. (2023), for example, propose AART
(AI-Assisted Red Teaming), a framework that em-
ploys automated attack generation in which hu-
mans help to select relevant attacks or filtering out
those that are not likely to be successful. In ad-
dition to systems in which humans fundamentally
aid AI generators, a number of AI-supported safety
suites have been developed to assist humans to
efficiently conduct red teaming and identify vulner-
abilities (Wallace et al., 2019; Ziegler et al., 2022).

5 Evaluating Attack Success

The red teaming literature supplies various ap-
proaches to assessing based the target LLM’s re-
sponse whether an attack was successful.

Keyword-based (or lexical) evaluation methods
attempt to match an LLM’s response against a list
of words, phrases, or other kind of regular expres-
sion (Derczynski et al., 2024). This approach is
easily controllable and practitioners can expand or
contract keyword lists as they see fit. On the other
hand, this solution lacks insight into the general
semantics of the response, and does not generalize
to concepts that are not expressed in the keyword
list (Moser et al., 2007).

Encoder-based text classifiers provide a more
robust and specializable alternative to keyword-
based approaches. For example, many practition-
ers have trained some variety of BERT classifier
(Devlin et al., 2019; Liu et al., 2019; Caselli et al.,
2021) to detect harmful responses (e.g., Yu et al.
(2023); Derczynski et al. (2024)). However, these
models often require training on domain-specific
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data or a certain kind of harm to improve perfor-
mance (Perez et al., 2022), and struggle to gener-
alize to new harms without diverse training sets
(Askell et al., 2021). In contrast with LLMs-as-
judges, this limits their applicability to scenarios
where data are available and efficiency and cost are
less of a concern.

LLMs-as-Judges, on the other hand, are often
leveraged due to their low barrier of entry and im-
pressive performance (Zheng et al., 2023). Such an
approach would prompt an LLM, separate from
the attack generator, to judge target system re-
sponses or even attack-response pairs (e.g., Munoz
et al. (2024)). Prior judges have returned binary
assessments, scores on a 5-point scale, or continu-
ous values (Shah et al., 2023; Zheng et al., 2023;
Jones et al., 2024; Wang et al., 2023b). Prompt-
ing the LLM to respond with only a quantitative
judgment has been shown to limit reasoning (Hao
et al., 2024), and so they are often instructed to pro-
vide additional rationale (Sun et al., 2023; Wang
et al., 2023c). Generic LLMs can perform poorly
at providing domain-specific judgments (e.g., those
about a financial context) (Dubey et al., 2024; Jiang
et al., 2024a) and so may require fine-tuning using
extensive, annotated datasets to align the model
with human intuitions (Rafailov et al., 2024; Etha-
yarajh et al., 2024). LLMs also have long inference
times and may be biased (Ye et al., 2024), thus
limiting adoption.

Human reviewers excel at providing reliable
and accurate judgments due to their ability to iden-
tify subtle implications and adapt to ambiguous sce-
narios or domain-specific contexts (Ganguli et al.,
2022; Casper et al., 2023). This makes them invalu-
able for evaluating tasks that require subjective un-
derstanding, such as assessing content appropriate-
ness, tone, or cultural or domain-specific subtleties.
However, this approach faces scalability challenges
as it is time-intensive, resource-demanding, and
prone to bottlenecks when handling large datasets
or complex tasks; Hhman evaluation can introduce
variability due to personal biases, fatigue, or differ-
ences in expertise, and it is common for panelists
to disagree on what constitutes a successful attack
(Perez et al., 2022). We provide in Table 1 below a
summary of the aforementioned papers based their
key attributes.

6 Safety Metrics

There are various ways to measure model safety in
the context of a red teaming experiment. 2

Attack Success Rate (ASR) is a popular met-
ric employed to gauge the effectiveness of a red
teaming strategy, defined as the ratio of successful
attacks to total attempts (Zou et al., 2023; Russi-
novich et al., 2024; Shen et al., 2024). ASR has con-
ventionally indexed on a narrow notion of safety,
failing to consider the relevance or usefulness of
target responses as they pertains to a specific con-
text. To address this limitation, Jiang et al. (2024b)
introduced a new metric, Attack Effectiveness Rate
(AER), that evaluates collective responses along
both safety and response helpfulness. Other sub-
stantive metrics have arisen to capture the differ-
ent dimensions of safety. Toxicity (or Harmful-
ness) is computed by evaluating whether the gener-
ated responses contain specific harmful content like
killing a person or robbing a bank (Xu et al., 2023;
Zeng et al., 2024a). Compliance (or Obedience)
measures compliance of a model to the instructions
in a malicious prompt (Jin et al., 2024; Yu et al.,
2023). For example, in (Yu et al., 2023), the au-
thors assess responses along a 4-point compliance
scale ranging from full refusal to full compliance.
Relevance refers to the pertinence of the model’s
response to the attack prompt. If a model output
contains generic details, but fails to be relevant,
then it should be termed as an unsuccessful attack.
Practitioners have employed humans or even LLMs
(e.g., Takemoto (2024)) to assess the relevance of
a response relative to an input. Fluency, calcu-
lated using measures of model perplexity, is often
assessed jointly with relevance for a more compre-
hensive assessment the target system’s response
(Khalatbari et al., 2023). Any of the aforemen-
tioned substantive metrics can be assessed manu-
ally or automatically (e.g., by an LLM-as-a-judge).

7 Public Red Teaming Resources

Several datasets and libraries have been developed
to facilitate the quick development of LLM red
teaming applications by the research community.

Frameworks like Pyrit (Munoz et al., 2024), for
example, pit an attacker system against a target,
with attack-response pairs judged by an evaluator.

2These metrics do not address hallucinations i.e., incor-
rect or misleading results that LLMs may generate. However,
there are still scenarios where hallucination may cause harm
without a malicious intention.
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Attack Method Turn Count Evaluation Strategy Approaches
Prompt-based Human Reviewers (Radharapu et al., 2023)

Keyword-based (Zhou et al., 2024a)

Prompt Injection
Single-turn

LLM-as-a-Judge (Deng et al., 2023),
(Shah et al., 2023), (Anil et al., 2024)

Jailbreak Human Reviewers (Mehrotra et al., 2023), (Pape et al., 2024)

Style Injection Encoder-based (Yu et al., 2023),
(Hong et al., 2024), (Pape et al., 2024)

Prompt Obfuscation Keyword-based (Liu et al., 2023),
(Guo et al., 2024), (Pape et al., 2024)

Role-playing

Iterative

LLM-as-a-Judge
(Mehrotra et al., 2023), (Paulus et al., 2024),

(Chao et al., 2024b), (Shen et al., 2024),
(Liu et al., 2024b)

Human Reviewers (Ge et al., 2023)

Multi-turn
LLM-as-a-Judge

(Russinovich et al., 2024),
(Ge et al., 2023), (Zhang et al., 2024b),

(Jiang et al., 2024b), (Zeng et al., 2024a),
(Jiang et al., 2024c), (Zhou et al., 2024b)

Token-based Human Reviewers (Yuan et al., 2024), (Yong et al., 2024)
(Wallace et al., 2021)

Encoders/Ciphers
Single-turn

LLM-as-a-Judge (Bai et al., 2024), (Yuan et al., 2024)
Language Translation

Affix Injection Iterative Encoder-based (Rocamora et al.)

Gradient-based
Single-turn Keyword-based (Zou et al., 2023)

Encoder-based (Shin et al., 2020), (Wichers et al., 2024)
Iterative

Keyword-based (Geisler et al., 2024)

Infrastructure Human Reviewers (Carlini et al., 2021),
(Kariyappa et al., 2021)

Data/Model Poisoning
Data/Model Extraction

Single-turn
Encoder-based

(Shafran et al., 2024), (Li et al., 2024b),
(Deng et al., 2024a), (Chaudhari et al., 2024),
(Wang et al., 2024c), (Pasquini et al., 2024)

Multi-turn Encoder-based (Cohen et al., 2024)

Table 1: Overview of red teaming papers categorized by key attributes.

Pyrit is designed with a low barrier to entry and
enables easy integration of new attack strategies.
Garak (Derczynski et al., 2024) provides a simi-
lar framework, and offers advanced logging and
report generation capabilities. Giskard (Giskard-
AI, 2023), an enterprise level framework, offers
scalability. Multi-round Automatic red teaming
(MART) (Ge et al., 2023) as described in Section
4.2 represents another state-of-the-art adversarial
multi-turn framework.

Datasets have also been curated by the research
community for probing LLM vulnerabilities to sup-
port red teaming efforts. These resources are often
paired with a research paper describing their cre-
ation process. One such dataset is JailbreakBench
(Chao et al., 2024a), which focuses on prompts
designed to elicit behaviors that violate OpenAI’s
usage policies, covering areas like harassment, mal-
ware, and disinformation. Another dataset, GPT-
Fuzzer (Yu et al., 2023), includes prompts and
questions aimed at identifying vulnerabilities in
LLMs, with a focus on generating harmful or un-
safe responses. ALERT (Tedeschi et al., 2024)
offers a comprehensive benchmark for assessing

LLM safety through red teaming, with a collection
of instructions and questions categorized by the
level of harm involved. SafetyBench (Zhang et al.,
2023) includes multiple-choice questions designed
to test knowledge on safety and identify potential
risks. XSafety (Wang et al., 2024a) covers com-
monly used safety issues across multiple languages,
providing a valuable resource for evaluating mul-
tilingual LLMs. (Shen et al., 2024) also released
DAN, a popular dataset for evaluating in-the-wild
jailbreak prompts that includes prompts targeting
behaviors disallowed by OpenAI – the attacks in
this dataset have been sourced online from public
forums. DoNotAnswer (Wang et al., 2024b) evalu-
ates “dangerous capabilities” of LLMs by assessing
their responses to questions that should ideally not
be answered. HarmBench (Mazeika et al., 2024)
evaluates the effectiveness of automated red team-
ing methods with a focus on different semantic
categories of harmful behavior and is an example
of how systematic evaluation of red teaming ap-
proaches may be conducted. Li et al. (2024a) sup-
ply Multi-Turn Human Jailbreaks (MHJ), a dataset
of human-formulated multi-turn jailbreaks. Finally,
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DecodingTrust (Wang et al., 2023a) evaluates the
trustworthiness of LLMs across various perspec-
tives, including toxicity, stereotypes, and privacy.
Several other resources are listed by other organiza-
tions such as the UK AI Safety Institute (Institute).

8 Mitigation Strategies

While red teaming probes systems for vulnerabil-
ities, guardrailing safeguards an application after
its deployment. Here we present a few approaches
to integrating guardrails into the LLM system.

System prompts are carefully crafted to guide
the LLM away from engaging with unsafe inputs
and returning harmful responses (e.g., ope (2024);
Jiang et al. (2023)). Zheng et al. (2024) suggest
that LLMs refuse to respond to inputs more read-
ily when they are supplied a safety prompt, even
when the input is harmless. Other approaches auto-
mate generation of safety prompts – e.g., Zou et al.
(2024) propose a genetic algorithm for generating
safety prompts that best protect against jailbreaks.

Content Filtering approaches delegate safe-
guarding to other systems that serve to filter model
inputs and/or outputs. For example, PromptGuard
(Grattafiori et al., 2024) is a BERT-based classifier
fine-tuned on a large corpus of prompt injections
and jailbreaks. Jain et al. (2023) present perplexity
filtering, which detects incoherence, as an effective
defense against token-based attacks, and also pro-
pose a paraphrasing technique that rephrases adver-
sarial inputs in such a way that the safe instructions
are preserved but adversarial tokens are reproduced
inaccurately. Llama Guard (Inan et al., 2023) is a
fine-tuned LLM that classifies for potential risks in
user prompts and model responses based on their
safety policies. AutoDefense (Zeng et al., 2024b)
is a multi-agent framework that leverages multi-
ple LLM agents to collaboratively protect against
attacks. OpenAI also provides a proprietary API
(OpenAI) that can be used to classify content ac-
cording to its defined moderation taxonomy. These
approaches are promising for single-turn attacks,
but may be vulnerable to multi-turn attacks that
conceal malicious intent across multiple turns to
avoid detection.

Fine-tuning and alignment can enhance the
safety alignment of LLMs. Supervised Fine-
Tuning (SFT) can be applied with high-quality
safety data (pairs of harmful instructions/attacks
and refusal responses) in order to improve model
robustness (Touvron et al., 2023). Reinforcement

Learning from Human Feedback (RLHF) is useful
for further safety alignment, and has minimal per-
formance impact (Ouyang et al., 2022). It first fits
a reward model that captures human preference, us-
ing it for reinforcement learning to teach the target
model to maximize this estimated reward. Varia-
tions of vanilla RLHF, such as Direct Preference
Optimization (DPO) (Rafailov et al., 2024; Rad
et al., 2025) and Distributional Preference Learning
(DPL) (Siththaranjan et al., 2024) have also demon-
strated reductions in jailbreak risks. Fine-tuning
an LLM also makes it immune to gradient-based
attacks which rely on the knowledge of the model’s
internal weights.

9 Conclusion and Future Directions

This paper provided a survey of the fast-evolving,
multifaceted arena of LLM red teaming. We first
described some of the major safety-related consid-
erations that large tech companies faced as they
were building out their LLMs. We then provided a
synopsis of the conventional red teaming pipeline,
a deep dive into its key components and supporting
methodologies for attacking, evaluating attack suc-
cess, and safety metrics for measuring experimental
outcomes. We shared public resources that practi-
tioners can leverage to develop their own pipelines.
Finally, we outlined popular guardrailing strategies
that can be put in place to protect applications.

In the future, we anticipate more research on
automated multi-turn red teaming, addressing Li
et al. (2024a)’s observation that humans vastly out-
perform automated solutions in this area presently.
In addition, we look forward to more research on
adapting automated attackers to generate sets of
attacks that are both diverse and relevant to a given
target system; such approaches might involve fine-
tuning (Hong et al., 2024; Lee et al., 2024), a sep-
arate strategizing model (Liu et al., 2024a), a so-
phisticated search algorithm (Chao et al., 2024a),
or something entirely new — e.g., adapting gener-
ation by identifying which prompts tend to bring
about the best attacks once served to the generator.
We also look forward to advances in frameworks
in which multiple LLMs interact or compete, as
in PAIR or MART (Ge et al., 2023; Chao et al.,
2024a); we see these systems as paving the way to-
ward continuous monitoring and adaptive security.
Finally, we anticipate that establishing a diverse
array of standardized metrics will be critical for
comparing approaches and measuring progress.
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10 Limitations

This paper provides a concise overview on the cur-
rent red teaming literature. However, we acknowl-
edge that due to space limitations – we prioritized
mentioning the most impactful and cited papers in
the field – the paper could miss mentioning some
relevant works. We would like to highlight how
red teaming alone does not guarantee the safety of
a model after deployment. There may be outside
factors or new research breakthroughs that could
impact the safety of models after they have been
deployed and we therefore recommend a constant
monitoring of such systems in production. Addi-
tionally, to ensure the safety of an LLM system,
we underscore again the importance of guardrail-
ing solutions that constitute an additional line of
defense against malicious actors. Finally, as the
regulation space and technology use evolve, we
cannot exclude the emergence of additional risks
associated to LLM usage that we did not anticipate
at the time of writing.
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Appendix

Gradient-based Attacks

In this Section, we include additional pointers to
relevant gradient-based attack methods that we
could not include in the main body of the paper.

GCG. In Greedy Coordinate Gradient (GCG)
(Zou et al., 2023), token-level optimization is ap-
plied to an adversarial suffix, appended to a user
prompt to create a test case. This suffix is fine-
tuned to maximize the log probability assigned
by the target LLM to an affirmative target string,
which triggers the desired behavior.

PGD. In the Projected Gradient Descent (PGD)
(Geisler et al., 2024) paper, the authors demonstrate
that PGD for LLMs achieves effectiveness compa-
rable to discrete optimization methods while signifi-
cantly improving efficiency. They introduce a novel
approach that continuously relaxes the process of
adding or removing tokens, enabling optimization
over variable-length sequences. Furthermore, the
paper is the first to highlight and analyze the trade-
off between cost and effectiveness in the context
of automatic red teaming, providing valuable in-
sights into optimizing adversarial techniques for
language models. They claim to show performance
boost over GCG.

AutoPROMPT. AutoPROMPT (Shin et al.,
2020) employs an automated method to create
attack prompts for a set of tasks based on a
gradient-guided search on Masked Language Mod-
els (MLMs) like Roberta (Liu et al., 2019). Au-
toPROMPT generates prompts by combining the
original task inputs with a predefined set of trigger
tokens structured according to a template. These
tokens are optimized using a variant of the gradient-
based search strategy.

Attacks by Turn Count

In this Section, we include additional details to rel-
evant attack methods that are frequently mentioned
in the red teaming literature, distinguishing among
them based on their interactions with the target
model.

Iterative

PAIR. Prompt Automatic Iterative Refinement
(PAIR) (Chao et al., 2024b) employs a separate
attacker language model to generate jailbreaks for
any target model. The attacker model is provided
with a detailed system prompt instructing it to act as

a red teaming assistant. Using in-context learning,
PAIR iteratively refines candidate prompts by incor-
porating prior attempts and the target model’s re-
sponses into the chat history until a successful jail-
break is achieved. Additionally, the attacker model
reflects on both the previous prompt and the target
model’s response to produce an "improved" prompt,
leveraging chain-of-thought reasoning. This ap-
proach enhances model interpretability by enabling
the attacker model to explain its reasoning and
strategies.

TAP. Tree of Attack with Pruning (TAP) (Mehro-
tra et al., 2023) utilizes three LLMs: an attacker
tasked with generating jailbreaking prompts using
tree-of-thoughts reasoning, an evaluator responsi-
ble for assessing these prompts and determining the
success of the jailbreak attempt, and a target, which
is the LLM being subjected to the jailbreak attempt.
TAP is a generalization of the PAIR method: TAP
specializes to PAIR when its branching factor is 1
and pruning of off-topic prompts is disabled.

AutoDAN. AutoDAN (Liu et al., 2024b) gener-
ates jailbreak prompts using a hierarchical genetic
algorithm. From an initial population of attack
prompts, sentence- and paragraph-level crossovers,
along with LLM-powered rephrasing, are applied
to produce subsequent generations of attacks. The
fitness function measures the probability of affirma-
tive response tokens, the same as (Zou et al., 2023).
Fluency of the resulting attacks is preserved, which
means that perplexity-based mitigation methods
are generally ineffective.

Multi-Turn
Crescendo. Crescendo (Russinovich et al., 2024)
leverages an LLM’s intrinsic ability to identify pat-
terns and emphasize recent context, particularly
the text generated within the conversation. The
approach begins with an innocuous abstract query
related to the targeted jailbreaking objective. Over
successive interactions, Crescendo incrementally
steers the model toward producing harmful outputs
through small, seemingly benign steps. However,
as Crescendo relies heavily on maintaining histori-
cal context to construct its attacks, models that do
not retain conversational history or have limited
context windows are inherently more resistant to
this technique.

HARM. HARM (Zhang et al., 2024a) employs
a top-down methodology, relying on a detailed
and defined risk taxonomy to generate various test
cases. It incorporates a fine-tuning strategy and
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reinforcement learning (from manual red teaming
and human feedback) to facilitate multi-turn adver-
sarial probing.

PAP. Persuasive Adversarial Prompts (PAP)
(Zeng et al., 2024a) develops a persuasion taxon-
omy and employs persuasion technique to jailbreak
where an attacker LLM tries to make the request
sound more convincing according to persuasive
strategy.
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