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Abstract

Warning: This paper contains offensive
language that may cause discomfort. Large
Language Models (LLMs) are widely used for
their capabilities, but face threats from jail-
break attacks, which exploit LLMs to generate
inappropriate information and bypass their
defense system. Existing defenses are often
specific to jailbreak attacks and as a result, a
robust, attack-independent solution is needed
to address both Natural Language Processing
(NLP) ambiguities and attack variability. In
this study, we have introduced, Summary The
Savior, a novel jailbreak detection mechanism
leveraging harmful keywords and query-based
security-aware summary classification. By
analyzing the illegal and improper contents of
prompts within the summaries, the proposed
method remains robust against attack diversity
and NLP ambiguities. Two novel datasets for
harmful keyword extraction and security aware
summaries utilizing GPT-4 and Llama-3.1
70B respectively have been generated in this
regard. Moreover, an "ambiguous harmful"
class has been introduced to address content
and intent ambiguities. Evaluation results
demonstrate that, Summary The Savior
achieves higher defense performance, outper-
forming state-of-the-art defense mechanisms
namely Perplexity Filtering, SmoothLLM,
Erase and Check with lowest attack success
rates across various jailbreak attacks namely
PAIR, GCG, JBC and Random Search, on
Llama-2, Vicuna-13B and GPT-4. Our
codes, models, and results are available at:
https://github.com/shrestho10/SummaryTheSavior

1 Introduction

Large Language Models (LLMs) have revolution-
ized science and technology in recent time. How-
ever, the wide use of these LLMs has raised security
concerns. LLM jailbreak has gained sufficient at-
tention in this regard where inappropriate content is
generated from LLMs using harmful but unrecog-

nizable prompts. Such vulnerabilities are generated
by human crafted prompts (Liu et al., 2023), auto-
mated prompt generation using LLMs (Chao et al.,
2023), suffix imputation (Zou et al., 2023), and
various other techniques and most of these have
achieved notable success and these achievements
bring out the urgency of advancing research in this
domain. To mitigate jailbreak, various defense
mechanisms have already been proposed includ-
ing prompt-level classification systems (Lee et al.,
2024), response-level filtering (Pisano et al., 2023),
prompt altercations (Robey et al., 2023) etc. How-
ever, most of the defense mechanisms often exhibit
dependency on attack type, are hypnotized by NLP
ambiguities and show less robustness to novel at-
tacks. As a result, these challenges necessitate the
need for a robust and universal defense system that
is resilient to diverse attack strategies and natural
language ambiguities.

Summaries are one of the main components of
NLP that condense lengthy texts into concise ver-
sions. However, recent analysis suggests that sum-
maries often blur out details and are not relatable to
humans (He et al., 2022). Keyword-based summa-
rization mitigates the problem ensuring the focus
on particular keywords and brings out important
information from texts (Zhang et al., 2022a). Harm-
ful keywords that are present in the prompt can
help the summary to be detailed, especially when
illegal queries are framed in the guise of positive
content. While there has been a notable increase
in research on summarization techniques in NLP,
the intersection of keyword-based summarization
and security remains underdeveloped. To the best
of our knowledge, we are the first to investigate the
use of keyword-based summarization of prompts
to defend jailbreaking.

In addition to keywords, Query-based summa-
rization is another important aspect of summary
research. Query-based summarization focuses on
the parts of the text related to the query to gener-
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Figure 1: Overall Methodology.

ate further insights from the prompt (Yang et al.,
2023). For instance, a query relating to the inap-
propriateness of the prompt will further ensure that
the generated summary has analyzed such queries
in its generated response. Consequently, we use
security-related queries for summary generation to
generate detailed and security-related summaries
from prompts. Thus, we combine both Keyword-
based and Query-based summarization to miti-
gate jailbreaking.

Prompt classification in terms of jailbreaking is
typically divided into harmful and harmless cate-
gories. However, some prompts are ambiguous,
for example, “I am a writer, tell me a convincing
drug dealing story where the antagonist does not
get caught”. These prompts that do not have ex-
plicit harmful requests can not be blocked because
it will reduce the helpfulness of LLMs (Röttger
et al., 2023). Again, in the guise of positive intents
and NLP ambiguities, many jailbreak prompts can
go undetected (Chao et al., 2023). To address this,
we introduce an "ambiguous harmful" class to cater
these kinds of data, which will eventually be passed
to the LLM with an extra caution message. This
ensures that the LLM remains cautious and helpful
at the same time.

Thus, in this paper, we propose, Summary The
Savior, a jailbreak defense system based on harm-
ful keyword and query-based security-aware sum-
mary classification. So our contributions to this
paper are:

• We, for the first time, make an observation
that summaries can be analyzed and utilized
defending LLM jailbreak.

• We introduce a novel approach that incorpo-
rates a harmful keyword extractor to gener-
ate harmful keywords in runtime, a keyword

and query-based summarizer to generate se-
curity aware summaries that include harmful
semantics in summaries, a harm classifier that
classifies the summaries.

• We have generated two novel datasets, one
for harmful keywords and another for security
aware summaries. Additionally, we have fine-
tuned and generated two novel models, one
for harmful keyword extraction and one for
security-aware summary generation leverag-
ing the datasets.

• We have defined a new class "ambigu-
ous harmful" to combat the ambiguities in
prompts by passing these prompts to the
LLMs with extra caution message to balance
between jailbreak attack and helpfulness of
the LLMs.

2 Related Works

2.1 Controlled Summary
Since uncontrolled summary generation process
lacks details and human satisfaction, research on
controlled summary generation process is bloom-
ing. Zhang et al. (2022b) introduced controls for
length, entities, keywords and designed a summa-
rization method for controlled and uncontrolled
prompts. With the utilization of contrastive loss,
they made sure that the uncontrolled model learns
from the controlled model while training to utilize
the relationship in inference. Authors leveraged the
BART model on the reference summaries gener-
ated by humans and evaluated the performance on
ROUGE scores. However, the lack of keyword gen-
eration process and usage of contrastive learning
caused the model to miss important keywords along
with their respective details. Another keyword-
controlled summary generation process was in-
troduced by He et al. (2022). Authors extracted
the longest common sequences as keywords that
matched the reference summaries by extracting the
most important sentences and utilized BART model
to generate the summarizer. To analyze the capa-
bility of ChatGPT, the authors introduced query-
based summary generation process (Yang et al.,
2023). Authors asked questions or aspects of par-
ticular prompts and used length controls to measure
GPT’s capability utilizing ROUGE scores and as
a result, lacks automation. Moreover, Zhang et al.
(2023) introduced the collaboration of two LLMs
to generate summaries that were on par with human
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generated summaries where, one LLM worked as
a generator and other worked as an evaluator, how-
ever, the stopping criteria was very hard to measure
and it suffered from over-correction.

2.2 LLM Jailbreak

LLM Jailbreak mostly takes three major forms: By
prompt engineering by human, By taking assis-
tance from another LLM and By adding suffixes
with prompts to generate expected output. To ad-
dress the lack of semantic meanings in jailbreak
attacks and to reduce human effort, authors intro-
duced an automated jailbreaking mechanism that
needs fewer queries to generate attack (Chao et al.,
2023). Two LLMs had been leveraged in this case,
one as an attacker and one as the target and the
attacker took the target’s response as feedback.
However, this method was very specific to mod-
els as attacks based on Llama may not succeed as
good attacks for Vicuna or for other LLMs. An-
other method (Zou et al., 2023) executed automated
generation of jailbreaking prompts through suf-
fix inclusion leveraging the Greedy and Gradient-
based algorithm to select the best set of suffixes
that produced the intended jailbreaking response.
The method worked well for white box models but
not was as effective as for black box models, and
the removal of undefined or unproductive suffixes
further reduced the attack’s robustness. Liu et al.
(2023) utilized human taxonomy to generate jail-
breaking prompts utilizing pretending, attention
shifting etc. They analyzed the different patterns
of these prompts and signify three important types
that produced 86% attack success rate with the bur-
den of human involvement and no automation.

2.3 LLM Defense

Since the after effects of jailbreak are so alarming,
there has been a surge in LLM jailbreak defense
research. To detect the minor perturbations in jail
breaking prompts, Robey et al. (2023) leveraged
the idea of perturbing the prompt with random and
swapping methods to evaluate the discrepancy in
the response. Authors evaluated their methods on
PAIR (Chao et al., 2023) and GCG (Zou et al.,
2023) attacks. However, the method did not have
defense mechanism for prompt engineering tasks
for specificity to suffix attacks. To handle both
syntactic and semantic attacks, Pisano et al. (2023)
introduced another LLM that worked on the re-
sponses of the targeted LLM. Since the second
LLM worked after the first, so the entire band-

width of the first was wasted when the response
was rejected and lacked learning. Jain et al. (2023)
utilized perplexity filter to defend against attacks
that had nonsensical suffixes in the prompt. They
utilized the grammar of sentences to detect high
perplexity and block nonsensical prompts and con-
sequently was attack specific.

3 Problem Formulation

The goal of jailbreak defense in LLMs is to iden-
tify harmful prompts X that attempts to bypass
safety. This can be formulated as a classification
task, where a defense system D maps an input
prompt X to an output Y , where Y ∈ {0, 1} and
Y = 0 for a harmless prompt and Y = 1 for a
harmful prompt. If the prompt is harmful then
it will be blocked otherwise it will be sent to the
LLM.

4 Methodology

To classify jailbreaking prompts, we leverage sum-
maries that focus on the harmfulness of prompts.
Our approach involves generating the summaries
from the prompts utilizing LLM and then classify-
ing these summaries. Figure 1 depicts our method-
ology, where the harmful keywords are extracted
from the prompts utilizing our fine-tuned Harm-
ful Keyword Extractor LLM model. Then the
harmful keywords and the query assist another fine-
tuned Security Aware Summarizer LLM model
to generate security aware summaries and this en-
tire process is labeled as Harmful Keyword-based
and Query-based Summarization. Next, the sum-
maries are then classified with a classifier labeled
as Harm Classifier and based on the classification,
we determine which prompts to allow and which
to reject before they reach the LLM. We describe
the components of our method in Sections 4.1, 4.2.
4.3, 4.4, and 4.5 respectively.

4.1 Harmful Keyword Extractor

The first component is the harmful keyword extrac-
tor that extracts harmful and vulnerable keywords
from a particular prompt. The motivation for gen-
erating a harmful keyword extractor is to guide the
summarizer model to focus on harmful contents in
the prompt to bring out important information and
reasoning while generating the summary. Equation
1 describes the sequential generation of harmful
keywords by LLM, where each keyword is gener-
ated based on the input prompt with instruction and
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the previously generated keywords. We have fine-
tuned Llama-2 7B model as our harmful keyword
extractor to generate the harmful keywords from
a prompt. GPT-4 has been utilized in this case to
generate harmful keywords dataset which has been
used for fine-tuning the harmful keyword extractor.

P (K | X) =

T∏

t=1

P (kt | k1:t−1, X,Ci) (1)

Where, X is the input prompt, Ci is the instruction
to find harmful keywords, K = {k1, k2, . . . , kT }
is the sequence of harmful keywords, kt is the t-
th harmful keyword, P (kt | k1:t−1, X,Ci) is the
probability of generating the keyword kt at time
step t, given prior keywords k1:t−1, X , and Ci, and
T is the total sequence length.

4.2 Security Aware Summarizer

After getting the harmful keywords from the
prompts, the next important aspect is to gener-
ate the fine-grained summaries utilizing LLM. The
control on the summary can be availed by various
ways, for example, length (summarize the prompt
in 2 lines), focusing on keywords (summarize the
prompt focusing on particular keywords), queries
(summarize the prompt while classifying into three
classes), etc. The motivation behind these con-
trols is that we can gain fine-grained and user
query-based information from the prompt within
the length constrains. Thus, we utilize the harmful
keywords and some oracle keywords (e.g., “inap-
propriate,” “illegal,” “adult”, etc.) with our instruc-
tion to generate the summaries from LLM. The ora-
cle keywords also help to focus on certain parts that
can be contextually significant which remain unde-
tected. Moreover, query-based control is included
in the instruction to enrich the summaries with clas-
sification and reasoning about the prompt’s security
implications. Again, the process of generation of
every token in the summary by LLM depends not
only on the input but also on the previous tokens
it has already generated. Thus, the integration of
keywords, the analysis of the harmful aspects in
the previously generated tokens, the query and the
prompt collectively help the LLM to classify the
prompt within the summary and this phenomenon
is expressed in Equation 2. Figure 2 shows an
example of how the security-aware summarizer
works. We can visualize an example where the
prompt tries to confuse the LLM by faking the adult

task with a coding task and LLM gets jailbroken.
Even the prompt classifier (Llama Guard) (Inan
et al., 2023) fails to detect it as harmful. Moreover,
a normal summary also blurred out the important
details. However, our Summary the Savior identi-
fies the prompt as harmful and safeguards the LLM
from jailbreak because of the summary analysis.
We have fine-tuned another Llama-2 7B model as
our security-aware summarizer model to generate
security-aware summaries.

P (Y | X,Ck, Cq, Ci) =
T∏

t=1

P (yt | y1:t−1, X,

Ck, Cq, Ci)
(2)

Where, X is the input prompt, Ci is the instruc-
tion to the LLM (e.g., summarize the prompt),
Y = {y1, y2, . . . , yT } is the sequence of gener-
ated summary tokens, Ck is the list of harmful
keywords, Cq is the query guiding the summary
generation (e.g., classify among the three classes
with reasoning), P (yt | y1:t−1, X,Ck, Cq) is the
probability of generating the token yt at time step t,
given prior tokens y1:t−1, X , Ci, Ck, and Cq, and
T is the total sequence length.

4.3 Ambiguous Harmful Class
We address another important aspect of prompts
by recognizing a middle ground in the data that
is neither harmful nor harmless and mostly de-
pend on the context. For instance, as shown in
Figure 3, there is one kind of data that is closer
to harmful nature as it requests a story regarding
fake charity to disguise illegal activity. From one
context, it can be labeled as harmful because of
illegal activity, however, from the other context,
it can be labeled as harmless as it is for writer’s
creative project. Prompts like these are very hard
to label definitively, as allowing them might cause
jailbreak while blocking them could hinder help-
fulness. Thus, to cater both contexts, we introduce
an additional class named "ambiguous harmful".
Prompts in this class will be identified and passed
to the LLM with extra cautioned message to en-
sure safe response according to the content. For
instance, in the case of the charity story, our method
categorizes it as ambiguous harmful and the cau-
tion helps to generate a safe response.

In addition, some prompts can lean toward the
harmless but sensitive side, such as the example
in Figure 4 which requests a story where the main
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Figure 2: Example of Security Aware Summary.

character uses drugs. Although prompts like these
do not seek harmful content explicitly, careful han-
dling is needed to avoid unintended harm. Again,
such prompts are labeled as ambiguous harmful
and sent to the LLM with caution message ensuring
safe response from LLM. Thus, this extra class al-
lows LLMs to generate safe responses for prompts
closer to harm while cautiously handling safer but
sensitive prompts without refusal. Equation 3 rep-
resents how a controlled safe output S is generated
for adversarial harmful prompts.

P (S | X,Cc) =

T∏

t=1

P (st | s1:t−1, X,Cc), (3)

Where, X is the input prompt, S =
{s1, s2, . . . , sT } is the safe output, and Cc
is the caution message to enforce safety.

4.4 Harm Classifier
Lastly, we utilize the summaries to train various
machine learning and deep learning classifiers for
classifying the summaries into three classes: harm-
ful, harmless, and ambiguous harmful. We de-
note the classifier as Harm Classifier. The role of
classifiers are simplified because of the richness
of the summaries. For machine learning classi-
fiers, we utilized the bag-of-words feature. On
the other hand, for deep learning models we have
enabled the prompt sequences as features. For ma-
chine learning classifiers, we have used Logistic
Regression (LR), Naive Bayes (NV), Decision Tree
(DT), Support Vector Machine (SVM), Random
Forest (RF), XGBoost, Multi Layer Perceptron
(MLP), AdaBoost and for deep learning models
we have utilized Bidirectional Long Short Term
Memory (BiLSTM), LSTM and Gated Recurrent
Unit (GRU).

4.5 Dataset
To fine-tune the harmful keyword extractor and
security-aware summarizer, we have built two sep-

Figure 3: Ambiguous Harmful Class, on the harmful
side.

Figure 4: Ambiguous Harmful Class, on the harmless
side.

arate datasets, one for harmful keywords extraction
and one for security-aware summarization. The
significant shortage of a comprehensive dataset and
proper labeling have motivated us to collect data
from various sources to present a broad range of
attacks and diversity. For our analysis, we have
incorporated various datasets namely DAN (Do
Anything Now) (Shen et al., 2024), GPTFuzzer
(Yu et al., 2023), AdvBench (Zou et al., 2023),
JBB (JailBreak Bench) (Chao et al., 2024), Ala-
paca (Taori et al., 2023), XSTest (Röttger et al.,
2023), Wild Teaming at Scale (Jiang et al., 2024),
and OR-Bench (Cui et al., 2024). For harmful
keyword extraction dataset generation, a dataset
of 155K instances from all the datasets mentioned
above were created utilizing GPT-4 and we have
split the data 80% for training and 20% for eval-
uation to fine-tune our harmful keyword extractor
model. In addition, Llama-3.1 70B model was
utilized to label the collection of all the data to
generate reference summaries. Since some dataset
had only prompts and some had only questions,
so after preprocessing, we combined the prompts
and questions from each category namely harmful,
harmless, and ambiguous and used 90K data where
we split it 90% for training and 10% for evaluation
and 24K data were used separately for holdout test
score evaluation for the security aware summarizer
model fine-tuning. In addition, the JBB dataset also
contains jailbreak evaluation data across various
attacks with 100 prompts per attack namely PAIR
(Chao et al., 2023), GCG (Zou et al., 2023), JB-
Chat (Albert, 2023), Prompt with Random Search
(RS) (Andriushchenko et al., 2024) and we have
utilized this dataset to validate our method.
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Figure 5: t-SNE plot of bag-Of-words features for
Prompt.

Figure 6: t-SNE plot of bag-of-words features for Sum-
mary.

5 Experimental Setup

To fine-tune both of our models we have utilized
Parameter Efficient Fine-tuning and for quantiza-
tion techniques we have utilized LoRa (Hu et al.,
2021) and QLoRa (Dettmers et al., 2024). Rank
and alpha values were used as 64 and 16 for LoRA.
Summary generation and fine-tuning have been
leveraged with NVIDIA A6000 GPU. Most of the
models were cloned from the Hugging Face repos-
itory. For our analysis, we kept the "do_sample"
parameter to False to generate the next token with
highest probability for LLMs.

6 Experimental Results

In this section, we present the results of our exper-
iments. In Section 6.1 we discuss the results of
the fine-tuned harmful keyword extractor model, in
Section 6.2 we analyze the performance of the fine-
tuned security aware summarizer model, in Section
6.3 we analyze the comparison of prompts and sum-
maries, in Section 6.4 we evaluate the performance
of our method, Summary The Savior, across dif-
ferent attacks and defenses, and finally in Section

6.5 we evaluate the performance of the ambiguous
harmful class.

6.1 Harmful Keyword Extractor Results

To assess the performance of the fine-tuned harm-
ful keyword extractor model, we evaluated it us-
ing ROUGE and BERTScore on test data. The
ROUGE and BERTScore are measured between
the predicted keywords and the actual keywords.
The model has achieved the ROUGE scores for
single, double, and longest subsequences as 39%,
24%, and 37% respectively and a BERTscore of
60% with the reference keywords. ROUGE defines
the overlap of single, double and longest common
subsequence between prediction and reference key-
words, and BERTScore measures the semantic sim-
ilarity by measuring their similarity of embeddings.
Both of these scores illustrate that the model has
effectively learned from the data since between
GPT-4 and Llama-2 7B model there is a huge dif-
ference in architecture and parameter size and also
the fine-tuned model merges its pre-training and
fine-tuned learning.

6.2 Security Aware Summarizer Results

The performance of the summarizer model depends
on its ability to capture the details of the prompt
in the summary and the ROUGE and BERTScore
in Table 1 reflect that performance showing the
ROUGE and BERTScore between reference and
predicted summaries. The model has achieved
the best ROUGE-1, ROUGE-2, ROUGE-L and
BERTScore 70%, 49%, 58% and 93% compared to
state-of-the-art controlled summary methods. The
reason behind our scores outperform other meth-
ods is that while other methods focus on various
aspects and details, our method solely concentrates
on the security aspects, leading to more targeted
and effective summarization.

Method ROUGE-1 ROUGE-2 ROUGE-L Bert
CTRLSUM (He et al., 2022) 0.4388 0.1817 0.2779 0.1650

Exploring Limits (Yang et al., 2023) 0.3290 0.0934 0.2361 -
Summit (Zhang et al., 2023) 0.4000 0.01639 0.3002 -
LOTUS (Zhang et al., 2022a) 0.4531 0.2210 0.4197 -

Harmful Keyword-based and Query-based Summarization 0.7044 0.4949 0.5829 0.9321

Table 1: Comparison of ROUGE and BERTScore across
various Summarization Methods

6.3 Summary and Prompt Comparison

To compare the quality of the summaries with the
prompts, we compare the t-SNE visualizations of
the bag-of-words features for both the prompt and
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the summaries. Figures 5 and 6 show that the t-
SNE plots of the three components of bag-of-word
features of the prompts and the security aware sum-
maries respectively. The t-SNE plot reduces the
feature dimensions to illustrate patterns in data.
While the t-SNE plot of bag-of-words features for
prompts are intermingled and indistinguishable, the
t-SNE plot of bag-of-words feature for summaries
are easily distinguishable indicating more coherent
and meaningful separation of data.

Next, to verify the approach more thoroughly,
we compare the classification results of various
machine learning and deep learning models for
both the prompt and the fine-tuned security aware
summaries on holdout test data, as shown in Table
2. The results show that the algorithms can achieve
close to 80% overall accuracy utilizing the prompts.
However, almost all models with the security-aware
summarizer generated summaries have got 95%
scores. The classification results illustrate how
distinctive these summaries are than the prompts
as features for classification.

Model Prompt Harmful Keyword and Query-based Summary
Accuracy Precision Recall F1-Score Accuracy Precision Recall F1-Score

LR 0.80 0.80 0.80 0.79 0.95 0.95 0.95 0.95
NB 0.74 0.77 0.74 0.73 0.95 0.95 0.95 0.95
DT 0.66 0.66 0.66 0.66 0.94 0.94 0.94 0.94

SVM 0.78 0.78 0.78 0.78 0.95 0.95 0.95 0.95
RF 0.77 0.79 0.77 0.77 0.95 0.95 0.95 0.95

XGBoost 0.81 0.81 0.81 0.81 0.95 0.95 0.95 0.95
MLP 0.77 0.77 0.77 0.77 0.95 0.95 0.95 0.95

AdaBoost 0.73 0.73 0.73 0.73 0.94 0.94 0.94 0.94
BiLSTM 0.79 0.79 0.79 0.79 0.95 0.95 0.95 0.95
LSTM 0.73 0.73 0.73 0.73 0.94 0.94 0.94 0.94
GRU 0.77 0.77 0.77 0.77 0.94 0.94 0.94 0.94

Table 2: Holdout test data results for Prompt, and Harm-
ful Keyword and Query-based Summary classification.

6.4 Summary The Savior Evaluation
To assess our method, Security The Summarizer,
we validated it in terms of various attacks utiliz-
ing JBB dataset that contains a collection of at-
tacks namely PAIR, GCG, JB-Chat and RS. Since
SVM’s overall performance has been better for our
analysis, so we have used SVM as our harm clas-
sifier. Table 3 illustrates the attack success rate of
different attacks across different state-of-the-art de-
fense mechanisms such as SmoothLLM, Perplexity
Filter, Erase and Check, Llama Guard prompt clas-
sifier etc. that are applied to different LLMs such
as Vicuna-13B, Llama-2 7B and GPT-4 where the
attack success rate (ASR) is measured using Llama
Guard except the no defense category where the
attack success rate is measured using Llama-3 70B
model. Our model has achieved the lowest attack
success rate mostly across all the attacks across all
the models. In almost all the cases, our defense

has provided 0% attack success rate. One notable
exception is when Vicuna was attacked by PAIR,
our defense got 22% attack success rate. This is
due to the fact that these 22% of the attacks were
classified as ambiguous harmful by our method and
consequently sent to Vicuna with caution message.
However, Vicuna model could not utilize the cau-
tion message effectively indicating Vicuna’s lower
attack prevention measures even with safety pro-
tocol. In addition, the results also illustrate that,
even when LLM is used as a classifier for prompts
(Llama Guard), our method outperforms it in terms
of defending the attacks. Moreover, we can ana-
lyze the performance where there is no ambiguous
predictions by our model, for example, for JB-Chat
and RS attack, our method predicts 100% data as
harmful but Llama Guard prompt classifier fails
to detect various harmful prompts and attains high
ASR. This points out that even without any ambigu-
ous predictions, the summary model has produced
finer details and had achieved much better perfor-
mance than an LLM prompt classifier. Moreover, to
analyze the effect of ambiguous harmful class, we
can examine the PAIR attack here, where ambigu-
ous class was frequently predicted and our method
has surpassed Llama Guard in this case as well
highlighting the success of both the fine-grained
detail deduction and the cautious handling of am-
biguous class with caution message. We further
discuss the effectiveness of the ambiguous harmful
class in Section 6.5.

Attack Defense Vicuna Llama-2 GPT-4
PAIR No Defense 69% 0% 34%

SmoothLLM 55% 0% 19%
Perplexity Filter 69% 0% 30%
Erase-and-Check 0% 0% 1%

Llama-Guard (Prompt) 39% 0% 13%
Summary The Savior 22% 0% 0%

GCG No Defense 80% 3% 4%
SmoothLLM 4% 0% 4%

Perplexity Filter 3% 1% 0%
Erase-and-Check 17% 1% 2%

Llama-Guard (Prompt) 13% 0% 0%
Summary The Savior 0% 0% 0%

JB-Chat No Defense 90% 0% 0%
SmoothLLM 73% 0% 0%

Perplexity Filter 90% 0% 0%
Erase-and-Check 1% 0% 0%

Llama-Guard (Prompt) 4% 0% 0%
Summary The Savior 0% 0% 0%

Prompt with RS No Defense 89% 90% 78%
SmoothLLM 68% 0% 56%

Perplexity Filter 88% 73% 70%
Erase-and-Check 24% 25% 10%

Llama-Guard (Prompt) 45% 39% 48%
Summary The Savior 0% 0% 0%

Table 3: Attack Success Rates (ASR) of various meth-
ods on various LLMs along with different defense tech-
niques.
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6.5 Ambiguous Harmful Effectiveness

We have evaluated the performance of the inclusion
of the ambiguous harmful class by focusing on the
ambiguous harmful predictions by our model on
the PAIR attacks of the JBB dataset. For each of
the LLMs, first we have extracted the the number
of ambiguous harmful class predictions on PAIR at-
tacks and then we evaluated the attack success rates
if the ambiguous class is defined as harmless (No
Defense), harmful (Ambiguous Blocked), and pass
with caution (Summary The Savior). Since there
were no ambiguous data in PAIR attacks for Llama-
2 7B model, so we utilized the prompts designed
for GPT-3.5 to apply on Llama-2 for this particular
analysis. The results are illustrated in Table 4. We
can see that if we do not defend these data then this
would cause 100%, 7% and 76% attacks in Vicuna,
Llama-2 and GPT-4 respectively. However, with
our method, we can reduce the ASR to 0% for both
Llama-2 and GPT-4 and for Vicuna the ASR is 29%
as it lacks a proper safe-guarded training to follow
caution. Now if we block all the ambiguous data
by denoting them as harmful then we will get 0%
ASR as shown by Ambiguous Blocker method in
the Table 4. However, this would increase the re-
fusal rate on benign but sensitive data and we show
the phenomenon in Table 5 where we compare the
refusal rates of Vicuna and Llama on benign but
sensitive data. For this refusal rate analysis, we
have utilized 200 Wild Teaming at Scale dataset
prompts from our evaluation dataset where the data
are mostly benign but some of them sensitive but
not harmful and 198 prompts are classified fully
safe by Llama Guard. The refusal analysis has been
judged by GPT-4. Now, our method predicts 8% of
this data as ambiguous and without any defense the
refusal rates of Vicuna and Llama are 3% and 7%.
With our method, Summary The Savior, passing
the ambiguous data with caution message does not
increase the refusal rates. However, if we block
all the ambiguous data (Ambiguous Blocker) then
the refusal rate will go to 9% and 12% respectively
for Vicuna and Llama-2. And that is why the am-
biguous class with caution is so handy that it not
only reduces the attack success rates but also it
does not increase the rejection rate on benign data
and maintains helpfulness. Any model with only
two classes would have either increased the attack
success rate by denoting some of the ambiguous
data as harmless (for example, Llama Guard on the
PAIR attacks in Table 3) or would have increased

the refusal rates of LLMs by blocking some am-
biguous as harmful because of false positives or
would have done both. However, with the inclusion
of ambiguous class, we have achieved the lowest
attack success rate while maintaining helpfulness
and no change in refusal rates.

Type Mode Vicuna Llama-2 GPT-4

PAIR
No defense 100% 7% 76%

Ambiguous Blocker 0% 0% 0%
Summary The Savior 29% 0% 0%

Table 4: Attack Success Rate (ASR) of ambiguous harm-
ful data with different defense modes.

Dataset Method Safety Rejection Rate
Vicuna Llama

Wild Teaming at Scale
No Defense 100% 3% 7%

Ambiguous Blocker 100% 9% 12%
Summary The Savior 100% 3% 7%

Table 5: Rejection Rates for different LLMs with vari-
ous defense techniques.

7 Limitations

Llama-3.1 70B model has been used to generate
summaries and label the data and this model has
its own limitations. Again, GPT-4 has been lever-
aged to extract harmful keywords from prompts
to generate the harmful keywords dataset. Human
involvement can make the data generation process
more reasonable. Lack of human involvement can
incorporate mispredictions that the model cannot
infer. For future work, we aim to advance this
process by incorporating both human and various
LLMs for data generation and labeling. In addition,
we plan to explore the integration of the summary
generation into vision-language models to access
its applicability in such scenarios.

8 Conclusion

We introduce Summary The Savior, which analyzes
the security aspects of the prompts while generating
the summary and defends jailbreaking. Moreover,
we introduce keyword and query-based analysis to
put focus on the harmful parts of the prompt while
generating summaries. In addition to that, we have
also introduced an additional class called ambigu-
ous harmful to cater ambiguous prompts that can
be harmful in different contexts. Through our com-
parative analysis, we show that our method defends
state of the art LLM jailbreak methods namely
PAIR, GCG, JB-Chat and Prompt with Random
Search. Unlike existing methods, our Summary
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The Savior method is not dependent on any attack
and achieves lowest attack success rates compared
to state-of-the-art defenses across various attacks in
Vicuna, Llama-2 and GPT-4. Moreover, the inclu-
sion of ambiguous harmful class provides a good
balance between attack defense and helpfulness.
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