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Abstract

Optical Character Recognition (OCR) is
critical for accurate access to historical
corpora, providing a foundation for pro-
cessing pipelines and reliable interpreta-
tion of historical texts. Despite advances,
the quality of OCR in historical docu-
ments remains limited, often requiring
post-OCR correction to address residual
errors. Building on recent progress with
instruction-tuned Llama 2 models applied
to English historical newspapers, we ex-
amine the potential of German Llama 2
and Mistral models for post-OCR correc-
tion of German medical historical periodi-
cals. We perform instruction tuning using
two configurations of training data, aug-
menting our small annotated dataset with
two German datasets from the same time
period. The results demonstrate that Ger-
man Mistral enhances the raw OCR out-
put, achieving a lower average word error
rate (WER). However, the average char-
acter error rate (CER) either decreases or
remains unchanged across all models con-
sidered. We perform an analysis of perfor-
mance within the error groups and provide
an interpretation of the results. The code
and resources are publicly available.1

1 Introduction

The effectiveness of transcription methods, such
as optical character recognition (OCR), in pro-
cessing historical documents critically influences
the accuracy of search and analysis in text pro-
cessing pipelines (Lyu et al., 2021). Despite ad-
vances in OCR technology, library and archive
collection transcriptions often contain significant

1https://github.com/veraDanilova/ocr_
post-correction_RESOURCEFUL-2025

errors and noise due to factors such as scan quality,
language, layout complexity, and character sim-
ilarity. Inaccuracies in OCR transcriptions can
propagate through multistep historical text pro-
cessing pipelines, hinder performance on down-
stream Natural Language Processing (NLP) tasks,
and create a risk of distorted interpretations (Lo-
presti, 2008; van Strien et al., 2020). Post-OCR
correction plays an important role in mitigating
these errors and improving transcription quality.

We focus on the post-correction of a dataset
from an ongoing project2 on the modern history
of medicine, which explores ten European patient
organizations. In this paper, we consider the pe-
riodical of the German Diabetes Association “Der
Diabetiker”, issued between 1951 and 1990. The
materials predate the German spelling and punc-
tuation reform of 1996, when new rules were im-
plemented regarding the double s (ß), consonants,
capitalization, hyphenation, and loanwords, mak-
ing the dataset different from modern texts. The
quality of raw OCR output varies significantly,
with simpler layouts achieving higher accuracy,
while complex multicolumn layouts containing
advertisements and rare fonts often result in nu-
merous errors.

In this paper, we address the following research
questions:

1. Can the previously successful approach for
post-OCR correction of an English-language
historical newspaper dataset (Thomas et al.,
2024) be effectively adapted using German-
specific models? Additionally, will genera-
tive models outperform BART (Lewis et al.,
2020) in reducing key metrics like the aver-
age Character Error Rate (CER) and Word
Error Rate (WER)?

2. How does augmentation with a different
source (National Library dataset including re-

2http://actdisease.org
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ligious and cultural articles) contribute to the
quality of post-OCR correction?

3. Given that our dataset includes both chal-
lenging pages with high initial CER and
easier pages with near-perfect recognition,
can post-correction improve difficult errors
without compromising the quality of already
well-recognized pages?

This paper unfolds as follows. Section 2 de-
scribes prior research. In Section 3, we present
our annotated dataset alongside the augmentation
datasets. Section 4 lays out the experimental
setup. Finally, Section 5 discusses our findings
and Section 6 concludes the paper.

2 Related Work

Post-OCR correction of historical documents has
become a central theme at the International Con-
ference on Document Analysis and Recognition
(ICDAR). The conference hosted two competi-
tions in 2017 and 2019 dedicated to post-OCR cor-
rection, introducing two key tasks: error detec-
tion and error correction. Sequence-to-sequence
neural machine translation emerged as the domi-
nant methodology among the most successful ap-
proaches showcased at this conference (Chiron
et al., 2017; Rigaud et al., 2019). The authors of
the competition emphasize that historical newspa-
pers and periodicals continue to pose a substantial
challenge to OCR systems, mainly due to their in-
tricate layouts and typographic diversity (Rigaud
et al., 2019). Following the conclusion of these
competitions, the benchmarks were further uti-
lized to advance the state of the art in post-OCR
correction of newspapers with pre-trained mod-
els, specifically by finetuning BART (Soper et al.,
2021).

Thomas et al. (2024) are the first to explore
the instruction tuning of generative models for
post-OCR correction of an English dataset of 19th
century newspapers. Llama 2 models (Touvron
et al., 2023) are reported to considerably outper-
form BART. The authors emphasize the adaptabil-
ity of models like Llama 2 to downstream tasks
with limited instruction-tuning data (Zhou et al.,
2024) in contrast to machine translation models
like BART that typically depend on large volumes
of parallel data for optimal performance (Xu et al.,
2024).

This paper addresses a real-world scenario in-
volving a very limited annotated dataset of Ger-
man historical medical periodicals, characterized
by varying quality in the initial OCR. The dataset
includes layouts and fonts that are easily recog-
nized by models, as well as more complex lay-
outs with distorted reading order, images, and ad-
vertisements featuring rare fonts and skewed text.
Given the small size of this dataset, which pre-
cludes instruction tuning, we augment it with a
German dataset from the ICDAR 2019 compe-
tition, which includes a similar time period and
source - newspapers. Additionally, we explore
augmentation using another ICDAR 2019 dataset,
which represents a different source - cultural and
religious materials from the German National Li-
brary.

This study does not explore augmentation with
synthetic data. While artificially inserted errors
can enhance model performance, they may fail to
capture the complexity and diversity of real-world
OCR errors, limiting the models’ generalization
ability (Jasonarson et al., 2023). This is particu-
larly relevant for our dataset, where typical error
insertion is insufficient due to the intricate chal-
lenges posed by complex layouts, such as those
with advertisements. We leave the exploration of
error generation approaches for our specific con-
text to future work.

Our experiments contribute to post-OCR cor-
rection for German historical documents by com-
paring the performance of a finetuned German
BART model with instruction-tuned German gen-
erative models, such as Llama 2 13b and Mistral
7b(Jiang et al., 2023). Beyond evaluating average
performance metrics, we focus on error categories
to better understand how the models handle spe-
cific types of errors and whether they degrade the
quality in areas where OCR is already accurate.

3 Data

3.1 Der Diabetiker

The dataset contains pages from the patient
organization periodical, Der Diabetiker (1951-
1990), published by the German Diabetes Asso-
ciation3. The journal was digitized using ABBYY
FineReader 144. Deskew and straighten lines were

3The periodical changed name in 1971 to Diabetes-
Journal

4https://www.abbyy.com/company/news/
abbyy-finereader-14-pdf-solution/
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selected as image processing steps in the work-
flow.

To create the ground truth, we manually cor-
rected a sample consisting of 35 pages selected to
represent layout complexity and time period. The
quality of simple layouts is generally high, while
most issues are concentrated in the more complex
layouts. Pages considered as simple layout have
only one or two columns, text in a common font
(Times New Roman or Arial), and no advertise-
ments or titles breaking the columns. Pages con-
sidered as complex layout contain full page ad-
vertisements, multi-text columns interspersed with
advertisements and images, and rare fonts.

Overall, we collected 20 pages with complex
layouts (12 pages from the period 1951-1970 and
8 pages from the period 1970-1990), and 15 pages
with simple layouts (7 pages from the period
1951-1970 and 8 pages from the period 1970-
1990).

3.2 Augmentation Datasets

To augment the training dataset, we utilize two
ICDAR-19 competition datasets with ground truth
for OCR post-correction: the Neue Zürcher
Zeitung (NZZ) and the IMPACT German National
Library dataset (GNL) 5.

The NZZ dataset includes 96 front pages of the
Swiss newspaper Neue Zürcher Zeitung, covering
the period from 1780 to 1947. Front pages were
chosen because they typically contain highly rel-
evant material. They include but not exclusively
consist of advertisements.

The GNL dataset is a subset of the IMPACT
dataset (Papadopoulos et al., 2013) that consists
of 150 pages from various time periods. Accord-
ing to our manual analysis, it is mostly written
in contemporary German, spanning different do-
mains such as art, literature, and religion, with
some excerpts in Latin. Neither the ICDAR-2019
competition nor the official description of the full
version in Papadopoulos et al. (2013) provide de-
tailed information on the distribution of time pe-
riods and domains within the German segment.
However, the latter reports that the full version of
the IMPACT dataset is predominantly composed
of 19th-century data, accounting for 316k of the
total 602k pages, followed by 20th-century data
with 160k pages. More than half of the dataset
consists of book pages (335k pages).

5https://zenodo.org/records/3515403

For NZZ and GNL datasets, special alignment
files are provided to match OCR-ed text with
ground-truth spans. Manual review of the aligned
spans showed that in four NZZ pages and eleven
GNL pages, the reading order was restored in the
ground truth. Therefore, the OCR and ground
truth spans are either partially or completely mis-
aligned. Additionally, multiple pages exhibit par-
tial mismatches due to missing text in the OCR
output. The next section outlines the dataset types
used to evaluate the impact of these misalign-
ments.

4 Experimental Setup

In this study, we evaluate German BART and gen-
erative models, Llama 2 13b and Mistral 7b, com-
paring their WER and CER metrics6 against raw
OCR outputs.

At the core of the training process lies a base
dataset consisting of Der Diabetiker pages, a small
annotated collection, combined with NZZ, a com-
parable newspaper source. To evaluate the impact
of dataset composition, we train the models with
and without augmentation using GNL, which adds
greater diversity to the data.

The training data is structured in two configu-
rations: one that retains misaligned spans and an-
other that excludes them.

To deepen our understanding of models’ perfor-
mance, we analyze their handling of diverse OCR
errors across three distinct error categories.

Our primary focus is the correction of errors in
the Der Diabetiker test data. The approach iden-
tified as successful will be further refined and ex-
panded for application in post-OCR correction of
the entire German segment of our project’s dataset
of patient organizations’ periodicals.

4.1 Data Pre-processing

Pre-processing for all datasets includes removing
extra spaces and duplicates. Additionally, we con-
trol for input context length based on the insights
from previous work. For Der Diabetiker, we use
the segmentation into paragraphs provided by the
raw OCR output. For NZZ and GNL, the splitting
strategy is detailed below.

6WER is the ratio of the minimum number of word substi-
tutions, deletions, and insertions (word edit distance) required
to transform the recognized text into the ground truth, divided
by the total number of words in the ground truth. Similarly,
CER is the character edit distance divided by the total number
of characters in the ground truth.
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Context length. We divided the NZZ and GNL
pages into spans at newline characters, resulting
in an average span length of 168 characters with a
standard deviation of 32. This decision was mo-
tivated by prior work, which discussed the impact
of text length on OCR post-correction (Veninga,
2024). Models like finetuned ByT5 (Xue et al.,
2022) and Llama-2 7b, in zero-shot and few-shot
settings, were found to be sensitive to context
length. Long or very short spans make it challeng-
ing for these models to learn effectively.

To further investigate this, we analyzed results
from prior work (Thomas et al., 2024) regarding
OCR text length and CER reduction for the Llama
2 13b model. The table summarizing the results is
provided by the authors in the associated GitHub
repository7. It revealed that OCR texts exceeding
400 characters, though constituting a small frac-
tion of the test set (38 out of 2792 texts), suffered
a significant increase in errors (CER reduction =
-190). At the same time, shorter spans showed no-
table improvement (CER reduction = 60). Given
that the corresponding training set had an average
text length of 124 characters, we decided to fine-
tune on spans between 100 and 200 characters.

Training dataset configurations. To evalu-
ate the impact of misalignments discussed in the
previous Section on models’ performance, we
use two configurations of training sets for each
of the datasets. ALL-DATA includes the full
dataset without filtering, while FILTERED ex-
cludes any mismatched entries. Furthermore, we
apply whitespace correction (Bast et al., 2023) to
the NZZ ground truth, addressing issues such as
merged words and unseparated punctuation marks
that we identified in this dataset. In the FIL-
TERED dataset, all Latin texts identified in the
GNL dataset are removed.

4.2 Training and Test Data Description

Training data. The resulting training dataset is
composed of three distinct parts. Der Diabetiker
makes up 6% of the training data, the NZZ dataset
contributes 56%, and the GNL dataset accounts
for the remaining 38%. We vary the inclusion of
the GNL portion in our experiments, as this dataset
is more distant from the target data source (medi-
cal periodicals) and time period, whereas NZZ is
more closely aligned with the target source and

7https://github.com/Shef-AIRE/llms_
post-ocr_correction

ALL-DATA FILTERED

No. text spans 6371 4985
No. tokens 150k 118k
µ CER 0.85 0.24
σ CER 6.45 2.19

Table 1: General description of the training dataset
configurations. CER statistics reflect the initial
raw OCR quality

ALL-DATA FILTERED
µ CER σ CER µ CER σ CER

NZZ 0.7 6.34 0.23 2.8
GNL 1.21 7.05 0.31 0.34
DD 0.03 0.09 0.03 0.09

Table 2: CER statistics for raw OCR grouped by
data source and dataset configuration. DD stands
for Der Diabetiker

time frame.
The general description of the resulting training

dataset configurations including the three datasets
is provided in Table 1.

The CER statistics for raw OCR, grouped by
data source and training set configuration, are pre-
sented in Table 2. It presents the average and stan-
dard deviation of the CER for each section of the
training dataset, providing insight into the OCR
quality across the dataset-specific training samples
before and after filtering.

The initial OCR quality for Der Diabetiker is
generally high, as reflected in the CER statistics
for the training data shown in Table 2. To en-
sure a balanced representation of different error
magnitudes in both the training and test sets, we
examined the error categories within the Der Di-
abetiker data. Through this analysis, we found
that approximately 7% of the data (54 out of 760
paragraphs) has a CER of 0.1 or higher, where the
OCR output resulted in text spans that were sig-
nificantly altered, making it nearly impossible to
understand the meaning without the surrounding
context. These errors occurred in pages with com-
plex layouts and rare fonts. In contrast, 31% of the
paragraphs (242 out of 760) had a CER between 0
and 0.1, with minor errors like missing umlauts,
lowercase letters instead of capitals, and spacing
issues. While these errors occasionally altered the
meaning of some words, the overall meaning of

123

https://github.com/Shef-AIRE/llms_post-ocr_correction
https://github.com/Shef-AIRE/llms_post-ocr_correction


Table 3: Examples of raw OCR CER error categories - minor (<0.1&!=0) and major (>=0.1)

the text remained largely recoverable. The remain-
ing 464 paragraphs had perfect OCR (CER = 0).

Based on these observations, we decided to use
the identified error categories to balance the Der
Diabetiker data in both the training and testing
sets. This approach allows us to better assess
model performance, particularly in terms of how
well the models handle perfect OCR text (ensur-
ing they do not degrade its quality) and how they
perform with varying levels of error. The follow-
ing error categories were introduced for both data
balancing and further analysis:

• [NONE]: CER = 0 – perfectly recognized text

• [MINOR]: 0 < CER < 0.1 – minor errors that
do not significantly alter the text. These in-
clude issues such as missing umlauts, lower-
case letters instead of capitals, and spacing
errors, where the text remains recognizable
and the meaning is generally preserved.

• [MAJOR]: CER >= 0.1 – substantial er-
rors that significantly alter the text, where the
meaning of the text is changed or obscured.
Examples can include missing half-lines or
sequences of characters that are unrecogniz-
able due to page damage, where context is
essential for comprehension. Furthermore,
problems arise when the scan inadvertently
includes partial text from adjacent pages.

An example of this categorization is shown in
Figure 3

Test data. The test set consists of 376 para-
graphs from Der Diabetiker, selected through
shuffling and stratified sampling according to the
CER error category. It includes 23 paragraphs
with major errors, 146 with minor errors, and 207
with perfect OCR.

4.3 Finetuning Setup
As a baseline, we finetune German BART base8

on our sequence pairs. This model is a fine-
tuned version of facebook/bart-base on the Ger-
man MultiLingual Summarization dataset, ML-
SUM (Scialom et al., 2020).

For instruction tuning of generative models, we
train LoRA adapters (Hu et al., 2021) with PEFT
(Mangrulkar et al., 2022) following the methodol-
ogy from (Thomas et al., 2024). We use Llama 2
13b models specifically optimized to process Ger-
man text9.

Additionally, we experiment with the German
Mistral 7B, which is recommended by the devel-
opers for offering a good trade-off between perfor-
mance and computational efficiency. The prompt
is the translation into German of the prompt from
(Thomas et al., 2024). The exact prompt formula-
tion is as follows:

f"""### Anweisung:
Korrigieren Sie die OCR-Fehler
im bereitgestellten Text.

### Eingabe:
{example[’OCR Text’]}

### Antwort:
{example[’Ground Truth’]}
"""

We conduct finetuning using two combined sce-
narios:

1. A comparison between ALL-DATA, which
includes mismatching spans, and manually
filtered data (FILTERED).

8https://huggingface.co/Shahm/
bart-german

9https://github.com/jphme/EM_German
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Table 4: Post-OCR correction of an advertisement by Mistral 7b (ALL-DATA, not augmented with GNL)

2. In addition to the first setup, we compare
the base training set, which includes Der Di-
abetiker and NZZ, with the same set aug-
mented by GNL, denoted as [+GNL].

4.4 Evaluation Metrics

We measure average CER and WER, as well as
CER and WER within error categories for the pro-
posed training data configurations. WER is partic-
ularly critical for our data, as accurate word counts
are essential for further comparisons across time
periods and are also used for temporal topic mod-
eling.

To investigate improvements in relation to the
defined error categories, we assess the percent-
age of text spans with improved OCR quality
compared to those with deteriorated or unchanged
quality. This percentage is calculated as the ratio
of texts with a positive CER reduction and WER
reduction to the total number of texts in each error
category. The CER reduction, as defined in pre-
vious work (Thomas et al., 2024), is determined
using the following formula:

CERreduction =

(
CER(gt, ocr)− CER(gt, pr)

CER(gt, ocr)

)
× 100

(1)

where gt denotes the ground truth, ocr repre-
sents the OCR output, and pr indicates the gen-
erative model prediction. WER reduction is cal-
culated similarly using the corresponding WER
values. To calculate WER and CER we use Ji-
WER10, a package for the evaluation of automatic
speech recognition systems, which supports CER
and WER measures. These measures are com-
puted using the minimum edit distance between
one or more reference sentences and their corre-
sponding hypothesis sentences.

10https://pypi.org/project/jiwer/

ALL-DATA FILTERED
CER WER CER WER

raw OCR 0.02 0.09 0.02 0.09
BART 140M 0.03 0.1 0.03 0.11
BART 140M [+GNL] 0.03 0.11 0.03 0.11
Mistral 7b 0.02 0.07 0.07 0.27
Mistral 7b [+GNL] 0.07 0.26 0.1 0.45
Llama-2 13b 0.25 0.28 0.03 0.08
Llama-2 13b [+GNL] 0.08 0.28 0.13 0.63

Table 5: Average error rate before (light-gray row)
and after post-OCR correction

5 Results

5.1 Average Performance

Table 5 presents the average CER and WER across
various models and dataset configurations. On av-
erage, none of the models achieves a reduction
in CER. BART demonstrates stable performance
across all configurations; however, it slightly in-
creases both CER and WER, thereby deteriorat-
ing the initial OCR quality. Among the gener-
ative models, Mistral 7b stands out by maintain-
ing CER levels and achieving a 22% reduction in
WER when trained on the complete dataset with-
out filtering (ALL-DATA).

In Table 4, we present an example of success-
ful word correction by Mistral 7b trained on ALL-
DATA and not augmented with GNL. The para-
graph is categorized as a major error, as its initial
raw OCR score is 0.13. The red frame highlights
the OCR error that was subsequently corrected by
the model, as shown in the green frame within the
model correction column. The context includes
the name of the location, Castrop-Rauxel, associ-
ated with the company Schulte-Rauxel. We have
highlighted in blue the contextual information that
could potentially assist the model in making the
correction.

We identified several instances where the Mis-
tral 7b model successfully recovered words from
context. In contrast, other models, including
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ALL-DATA FILTERED
[MINOR] [MAJOR] [ALL] [MINOR] [MAJOR] [ALL]

CER WER CER WER CER WER CER WER CER WER CER WER

BART 140M 26 25 26 17 26 24 29 26 35 30 29 26
BART 140M [+GNL] 25 24 30 22 25 24 25 24 39 35 27 25
Mistral 7b 61 64 39 35 58 60 51 48 30 39 48 47
Mistral 7b [+GNL] 53 56 43 43 52 55 54 57 43 57 53 57
Llama-2 13b 54 58 52 43 54 56 51 50 48 43 51 49
Llama-2 13b [+GNL] 53 55 43 52 52 55 49 50 48 35 48 48

Table 6: Percentage of corrected paragraphs in terms of WER and CER in each error category (%)

BART, were unable to perform similar corrections
for the same paragraphs. Further investigation is
required to understand the factors contributing to
this difference.

We conducted a manual analysis of a subset of
model outputs where a decrease in CER was ob-
served. In several instances, the models exhibited
repetition of punctuation marks and words after
partially correcting the input sequence. Addition-
ally, LLaMA 2 occasionally reproduced parts of
the prompt in its output. These repetitions were
not filtered out prior to metric evaluation. Further
investigation is needed to better understand and
mitigate these issues.

When trained on the manually filtered dataset
(FILTERED), all models exhibit an increase in the
average CER (Table 5). This outcome may be at-
tributed to the reduced dataset size following the
filtering process. However, Llama-2 13b demon-
strates an 11% improvement in WER despite the
reduction in dataset size.

On average, we observe that the inclusion of
GNL data does not lead to improvements in the
reduction of either CER or WER. Nevertheless, it
is worth noting that GNL data might prove bene-
ficial in addressing specific types of errors within
error categories - minor or major. To explore this
possibility further, we conduct a detailed analysis
of models’ performance within categories in the
following.

5.2 Performance in Error Groups

To investigate how models perform across the er-
ror categories outlined in Section 4.2, we calculate
the percentage of texts in the test set where error
rates improved following post-OCR correction.

As detailed in Section 4.2, the test set comprises
23 paragraphs classified as having major errors
and 146 paragraphs categorized as having minor
errors. The percentage of corrected paragraphs is
determined by computing the ratio of paragraphs

within a given error category that exhibited a pos-
itive CER or WER reduction after post-correction
(CER or WER reduction > 0) to the total number
of paragraphs in that category.

We analyze this performance across three dis-
tinct categories: minor errors, major errors, and
the combined category (all errors), which aggre-
gates all instances where the initial raw OCR CER
was greater than 0. Table 6 summarizes the per-
centage of corrected paragraphs for each model
and dataset configuration, offering a comprehen-
sive view of how effectively these models address
errors across categories.

Among the models evaluated, BART demon-
strated the least success in correcting paragraphs
across both minor and major error categories.

Mistral 7b corrected over 60% of paragraphs
with minor errors in terms of both WER and CER
when trained on the ALL-DATA configuration.
However, its performance dropped when dealing
with more challenging errors, with the model cor-
recting less than half of the paragraphs containing
such difficult issues.

In contrast, Llama-2 demonstrated a more bal-
anced performance across error categories. It cor-
rected more than half of the paragraphs in terms of
CER without augmentation, and over half in terms
of WER when GNL augmentation was applied.

Through our manual analysis, we observed that
Mistral, in particular, exhibited a certain level of
creativity when handling major errors, when us-
ing the same configuration settings as the other
models. This creativity was apparent in its abil-
ity to address complex error patterns, but it some-
times led to substitutions that, while contextually
relevant, deviated from the exact ground truth. In
these instances, Mistral was able to replace non-
sensical or garbled character sequences with text
that, although thematically similar, did not align
perfectly with the original source.

For example, as shown in Table 4, Mistral
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ALL-DATA FILTERED
ERR % GT % ERR % GT %

BART 140M 24 72 20 60
BART 140M [+GNL] 24 70 22 62
Mistral 7b 11 90 14 84
Mistral 7b [+GNL] 12 91 14 87
Llama-2 13b 12 87 17 80
Llama-2 13b [+GNL] 13 86 17 83

Table 7: Percentage of paragraphs with unchanged
error (ERR) and those with preserved perfect OCR
quality (GT). The highest percentages in both
columns are highlighted

corrected the misrecognized part of the para-
graph, which in the ground truth should have read
“. . . wo kaufen Sie ihre diätetischen Nahrungsmit-
tel?” (translating to ”...where do you buy your di-
etary foods?”) by replacing it with “. . . zur Herstel-
lung diätetischen Vollkornsmittel” (”...for the pro-
duction of dietary whole grain products”). While
both sequences are related in topic (dietary foods),
the produced variations decrease the accuracy.

When we remove misaligned text spans from
the dataset (in the FILTERED dataset configura-
tion), the addition of GNL augmentation begins
to show a positive impact on error correction for
Mistral across both error categories. Specifically,
Mistral corrects 10% more paragraphs in terms of
WER and 5% more in terms of CER when GNL is
included, compared to the configuration without it.

This could be attributed, in part, to the larger
size of the ALL-DATA dataset, which is 27.8%
larger than the FILTERED dataset. Additionally,
the inclusion of misaligned passages may be en-
hancing Mistral 7b’s ability to recover words from
context. These misaligned spans could provide
valuable contextual clues, aiding the model in
making more accurate corrections. This potential
relationship between misalignment and model per-
formance warrants further exploration to fully un-
derstand how these factors interact and contribute
to the model’s effectiveness.

Interestingly, when we examine the results in
the major error category for both dataset config-
urations, both BART and Mistral show improve-
ments with the inclusion of GNL, demonstrat-
ing better performance in terms of both CER and
WER. This suggests that the addition of GNL aug-
mentation may help both models address more
challenging errors.

We further investigate the cases with the perfect
initial OCR (error-free cases) to determine which

models preserve a higher proportion of accurately
OCR-ed spans. In addition, we analyze spans
with zero CER reduction to identify which mod-
els leave a higher percentage of errors unchanged
compared to others. The results are summarized
in Table 7, where GT indicates the percentage of
OCR spans that perfectly match the ground truth,
and ERR reflects the percentage of spans with un-
changed errors. BART exhibits a higher percent-
age of unchanged errors compared to the genera-
tive models and preserves fewer perfectly OCR-
ed spans than both Llama 2 and Mistral. In con-
trast, Mistral models, retain the highest proportion
of accurately OCR-ed spans.

6 Conclusion

This paper compares the performance of large lan-
guage models, specifically BART as an encoder-
decoder, and Llama 2 13b and Mistral as gen-
erative models, for post-OCR correction of the
German historical periodical Der Diabetiker, pub-
lished by the German Diabetes Association. We
examine the impact of different dataset configura-
tions and the effect of dataset augmentation with
data from a distant source.

The results suggest that BART detects fewer er-
rors compared to the generative models. However,
since BART does not correct these errors, it also
avoids introducing larger changes — an issue that
we observe in the generative models. Also, BART
tends to correct more spans that were already ac-
curate in the first place, leading to unnecessary
modifications. This behavior aligns with the aver-
age CER and WER scores in Table 5, where BART
shows a decline in OCR quality, but the degrada-
tion is not as severe as observed with some gener-
ative models. This could imply that BART’s sta-
bility comes at the cost of detecting fewer errors
overall.

Among the evaluated models, Mistral 7b stands
out as the most promising in terms of performance
on historical data from patient organization peri-
odicals. It achieves a significant 22% improve-
ment in average WER and retains the highest pro-
portion of correctly OCR-ed paragraphs compared
to other models. Despite these strengths, Mistral
maintains the average CER without improvement,
and further investigation is needed to understand
how it handles major errors. Specifically, more
research is required to manage the model’s cre-
ativity in generating corrections, ensuring that it
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produces more accurate and contextually relevant
outputs without deviating from the ground truth.
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