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Abstract

Transformers dominate NLP and IR; but their
inference inefficiencies and challenges in ex-
trapolating to longer contexts have sparked
interest in alternative model architectures.
Among these, state space models (SSMs) like
Mamba offer promising advantages, particu-
larly O(1) time complexity in inference. De-
spite their potential, SSMs’ effectiveness at
text reranking — a task requiring fine-grained
query-document interaction and long-context
understanding — remains underexplored.

This study benchmarks SSM-based architec-
tures (specifically, Mamba-1 and Mamba-2)
against transformer-based models across var-
ious scales, architectures, and pre-training
objectives, focusing on performance and ef-
ficiency in text reranking tasks. We find
that (1) Mamba architectures achieve compet-
itive text ranking performance, comparable to
transformer-based models of similar size; (2)
they are less efficient in training and inference
compared to transformers with flash attention;
and (3) Mamba-2 outperforms Mamba-1 in
both performance and efficiency. These results
underscore the potential of state space models
as a transformer alternative and highlight areas
for improvement in future IR applications.1

1 Introduction

The transformer architecture (Vaswani et al., 2017)
is an established standard within NLP and IR com-
munity. Compared to recurrent neural networks
(RNNs) transformers better capture long-range de-
pendencies and also admit large scale pre-training.
However, for inference with a sequence of length
L and D-dimensional hidden states, transformers
cost O(L) time and O(LD) space complexity —
proving to be less efficient than RNNs.

⋄Equal Contribution, order decided randomly.
1The code for reproducing our experiments is available at

https://github.com/zhichaoxu-shufe/RankMambaV2

Recently, there has been a growing interest in
developing alternative architectures for modeling
sequence data. For example, RWKV (Peng et al.,
2023) combines the efficient parallelizable train-
ing of transformers with the efficient inference of
RNNs. Another notable architecture is the state
space model (SSM, Gu and Dao, 2023; Gu et al.,
2020, 2021b), which is related to convolutional
and recurrent neural networks, and also to signal
processing literature.

In essence, state space models compress the con-
text into a smaller state of size N , achieving O(1)
time complexity and O(ND) space complexity in
inference time. However, the capabilities of SSMs
are limited by the amount of information that can
be compressed in its hidden state. To mitigate this,
Gu and Dao (2023) propose a novel selective state
space model named Mamba. Mamba selectively
encodes the input to the hidden state to improve
model expressiveness, while also addressing the
computation problem with a selective scan method
and hardware-aware optimization. Gu and Dao
(2023) and followup work (Dao and Gu, 2024; Zhu
et al., 2024; Wang et al., 2024; Waleffe et al., 2024,
inter alia) examine the efficacy of Mamba models
for various sequence modeling tasks, notably lan-
guage modeling, and also image and audio tasks.
The parameterized SSMs are able to achieve perfor-
mance close to transformer-based models of similar
sizes while also demonstrating efficiency in train-
ing and inference.

Despite the growing popularity of state space
models, their effectiveness in information retrieval
remains underexplored. Modern search systems
typically consist of at least two stages: retrieval
and reranking. During retrieval, offline indexes
first fetch a preliminary list of candidate documents,
which is refined by the reranking model. Reranking
requires models to understand long context input,
and to capture fine-grained query-document interac-
tions. The attention mechanism in the transformer
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naturally allows for the latter; it allows query to-
kens to attend to document tokens. In contrast,
state space models may fail to model long-range
dependencies due to their recurrent nature.

In this paper, we examine the following research
questions about Mamba-1 and Mamba-2:

1. Performance RQ: How do Mamba models
compare to transformers for text reranking?

2. Efficiency RQ: How efficient are the Mamba
architectures with respect to training throughput
and inference speed?

To this end, we conduct a rigorous benchmark-
ing study comparing the two model families, across
varying architectures, sizes, pre-training objectives,
and attention patterns. Specifically, we train neu-
ral reranking models following established train-
ing methodologies outlined in prior literature (Gao
et al., 2021; Boytsov et al., 2022; Ma et al., 2023).
Our experiments allow us to address the two re-
search questions above. We find that:

1. Mamba-based language models can achieve
strong text reranking performance, matching
transformer-based models of similar scales.

2. Although Mamba architectures have better com-
plexity theoretically, in practice they are less
efficient compared to transformer architecture
with I/O-aware optimization (e.g., flash atten-
tion (Dao, 2024)).

3. Mamba-2 improves upon Mamba-1 in both per-
formance and efficiency.

We discuss the implications of our results and point
out future directions of transformer alternative ar-
chitectures for IR tasks.

2 Background: State Space Models

We will briefly survey state space models and their
connection to RNNs and transformers. We use
Structured State Space Sequence Models (S4, Gu
et al., 2021a) to illustrate the idea behind state space
models before describing the Mamba models.

State space models. In its simplest form, an SSM
maps a 1-dimensional function or sequence x(t) ∈
R to y(t) ∈ R via a latent state h(t) ∈ RN . Here, t
denotes a timestep and N is the state size (different
from hidden dimensionality D). It is parameterized

by (∆,A,B,C) and defines a continuous sequence-
to-sequence transformation as:

h′(t) = Ah(t) + Bx(t) y(t) = Ch(t) (1)

The above transformation can be discretized as:

ht = Aht−1 + Bxt yt = Cht (2)

The discretization of A and B is defined by the
discretization rule, for example:

A = exp(∆A) (3)

B = (∆A)−1(exp(∆A)− I) ·∆B (4)

Expanding Eqn. (2) with the whole sequence x =
(x1, x2, . . . , xn) leads to a convolutional form:

y = x ∗ K (5)

K = (CB, CAB, . . . , CAn−1B) (6)

While Eqn. (2) resembles an RNN, Eqn. (5) looks
like a CNN, where K is a large convolution ker-
nel over the whole input sequence x. The pa-
rameterization of (∆,A,B,C) is independent of
input sequence x and is fixed during all time steps,
a property referred to as linear time invariance
(LTI). Structured state space models (S4) imposes
a structure on the A matrix for efficiency. Exist-
ing works (Gu et al., 2021a; Gupta et al., 2022;
Smith et al., 2022) employ a diagonal matrix, thus
A ∈ RN×N , B ∈ RN×1 and C ∈ R1×N matrices
are all represented by N parameters.

The above expressions can be generalized to D-
channel features, i.e., xt, yt ∈ RD. A concrete
example might be D-dimensional word embed-
dings or hidden states. In this case, computation of
A,B,C is applied to each channel independently.

Mamba-1 Models. State space models compress
potentially unbounded context into a state ht ∈
RN , potentially limiting their effectiveness. Gu
and Dao (2023) propose to make the parame-
ters (∆,B,C) input-dependent. This modification
changes the model from time-invariant to time-
varying, therefore posing challenges to the model’s
computational efficiency; the model now cannot be
trained in CNN mode. Gu and Dao (2023) address
this via a hardware-aware optimization algorithm
called Selective Scan. We refer the reader to the
original paper for details.
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Scalar Structured SSM. Mamba-2 (Dao and Gu,
2024) restricts the matrix A to be a scalar times
identity matrix; i.e., all the diagonal elements of
A are the same value. It also introduces a new hy-
perparameter P , the SSM head dimension, which
is analogous to the transformer head dimension,
i.e., D = P × #heads. Mamba-2 uses different
(∆,A,B,C) for each SSM head, and P is set to 64
or 128, similar to transformers. Further, Dao and
Gu (2024) develop efficient implementations for
training and inference, enabling much larger state
size (from N = 16 in Mamba-1 to N = 64, 256
or larger in Mamba-2), while simultaneously being
faster in training. Subsequent works (Yang et al.,
2024; Qin et al., 2024; Dao and Gu, 2024, inter
alia) also reported Mamba-2’s performance and
efficiency improvement over Mamba-1.

3 The Text Reranking Problem

Modern IR systems employ a two-stage retrieval-
reranking pipeline (Schütze et al., 2008; Zhang
et al., 2021; Asai et al., 2024; Xu et al., 2025, in-
ter alia). After the initial retrieval by an efficient,
scalable first-stage retriever, a reranker refines the
ranklist to optimize ranking metrics. Reranking
involves ordering texts (passages or documents) by
their relevance to a query, with passage reranking
being a finer-grained form of document reranking.
Our focus is to study this second stage and perform
a comprehensive analysis of different rerankers for
the tasks of both passage reranking and document
reranking.

Let q be an input query, and d ∈ D be a text,
where D is the set of all texts (passages for passage
reranking and documents for document reranking).
The reranking model fθ(q, d), parameterized by θ,
predicts a scalar relevance score. The model f is
instantiated as a linear layer on top of a language
model. We adopt the common practice of concate-
nating the query and the document as input to the
model (Nogueira et al., 2019; Yates et al., 2021;
Boytsov et al., 2022; Ma et al., 2023, inter alia).

Training a Reranker. Training the reranking
model involves sampling negatives from the docu-
ment collection. We use the recommended setup
from literature (Gao et al., 2021; Ma et al., 2023;
Boytsov et al., 2022; Xu, 2024) to sample hard neg-
atives from the retrieval results obtained from the
first-stage retriever.

Let us denote the relevant document to query qi
as d+i , and sampled negatives as d−i ∈ D−

i , training

pair (qi, d+i ) ∈ S, the reranking model is trained
with optimizing the following softmax loss:

− 1
|S|

∑
(qi,d

+
i )∈S

log
exp fθ(qi,d

+
i )

exp fθ(qi,d
+
i )+

∑
j∈D−

i
exp fθ(qi,d

−
i )

(7)
We pack multiple training instances into a mini-
batch and jointly optimize the backbone language
model and the linear layer.

4 Experiments

In this section, we describe the experimental setup
for passage (§ 4.1) and document reranking (§ 4.3).
For Performance RQ, we report results and ana-
lyze the implications in § 4.2 and § 4.4 respectively.
Then we address Efficiency RQ in § 4.5.

4.1 Passage Reranking

First, let us examine the passage reranking task.

Datasets and Evaluation Metrics. We employ
the passage ranking subset of the well-known
MS MARCO dataset (Bajaj et al., 2016) which
contains a total of 524K training instances. For
the passage retriever in the first stage, we use
BGE-large-en-v1.5 (Xiao et al., 2023) due to its
strong trade-off between retrieval performance and
size of the retriever. (See Table 7 in the appendix
for this comparison). The training set for our pas-
sage reranker is constructed by uniformly sampling
15 hard negatives from the ranklist of top-1000 pas-
sages returned by the BGE retriever. Zhuang et al.
(2023); Ma et al. (2023) highlight that increasing
the number of negatives along with the global batch
size leads to better ranking performance. Training
demands significant GPU RAM. We determined
these hyperparameters by balancing performance
and the available hardware resources.

The in-domain evaluation is conducted using
the official passage ranking development set (Dev)
containing 6,980 queries. We also include TREC
DL19/DL20 (Craswell et al., 2020, 2021) eval-
uation set that contains 43/54 queries with in-
depth annotation for passage ranking. We report
the official evaluation metrics for passage rank-
ing, i.e., MRR@10 for Dev and NDCG@10 for
DL19/DL20. For out-of-domain evaluation, we use
13 publicly available BEIR testsets (Thakur et al.,
2021) covering different text domains. Again, we
report the official evaluation metric NDCG@10.
All evaluations involve first constructing the index
with the first-stage retriever, then retrieving pas-
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Model Size Architecture Pre-train
#Tokens

Encoder-only Models (Bi-directional)
BERT-base 110M Transformer 3.3B
RoBERTa-base 120M Transformer 33B
ELECTRA-base 105M Transformer 3.3B
BERT-large 330M Transformer 3.3B
RoBERTa-large 335M Transformer 33B
ELECTRA-large 320M Transformer 33B
Encoder-Decoder Models (Bi-directional)
BART-base 130M Transformer 33B
BART-large 385M Transformer 33B
Decoder-only Models (Uni-directional)
OPT-125M 125M Transformer 180B
Mamba-1-130M 130M Mamba-1 300B
Mamba-2-130M 130M Mamba-2 300B
OPT-350M 350M Transformer 180B
Mamba-1-370M 370M Mamba-1 300B
Mamba-2-370M 370M Mamba-2 300B
Mamba-1-790M 790M Mamba-1 300B
Mamba-2-780M 780M Mamba-2 300B
OPT-1.3B 1.3B Transformer 180B
Mamba-1-1.4B 1.4B Mamba-1 300B
Mamba-2-1.3B 1.3B Mamba-2 300B
Llama-3.2-1B 1.3B Transformer++ 15T

Table 1: Details of the Pre-trained language models
used in our comparative study. Transformer++ indicates
the state-of-the-art transformer architecture. Note the
pre-training #tokens is not directly comparable between
encoder-only, encoder-decoder and decoder-only mod-
els due to different pre-training objectives.

sages with the retriever, followed by refining the
ranklist using our trained rerankers.

Language Models Used. We conduct a compara-
tive study between rerankers using state space mod-
els and several previously studied language models.
Among encoder-only models, we use BERT (De-
vlin et al., 2019), RoBERTa (Liu et al., 2019), and
ELECTRA (Clark et al., 2020) with their base as
well as large variants. For encoder-decoder mod-
els, we select both base and large variants of the
BART model (Lewis et al., 2020). Among decoder-
only models, we compare with OPT (Zhang et al.,
2022), and Llama3 (Dubey et al., 2024) models.
The Llama3 model serves as an upper bound for
transformer-based models, given that is the state-
of-the-art pre-trained model at the 1B scale and
high pre-training cost. We compare these with both
Mamba-1 and Mamba-2-based rerankers at four dif-
ferent parameter settings. The details of the models
used in our comparison study are shown in Table 1.

This extensive selection of pre-trained language
models enables the comparison across different
architecture types (e.g., encoder-only vs decoder-
only), pre-trained model scales (from 110M to 1.4B

parameters), as well as different pre-training objec-
tives (e.g., masked language modeling in BERT
vs replaced token detection in ELECTRA). It is
important to acknowledge that the pre-trained mod-
els are trained under different pre-training setups
(such as varying datasets and hyperparameter con-
figurations, etc.); comparing them is not entirely
fair. Nevertheless, we can gain insights by evalu-
ating different language models using a consistent
fine-tuning approach.

Baselines. We include MonoBERT (Nogueira
and Cho, 2019), cross-SimLM (Wang et al., 2022),
MonoT5 (Nogueira et al., 2020), RankT5 (Zhuang
et al., 2023) as well as the state-of-the-art RankL-
lama model (Ma et al., 2023). Appx. B gives a
detailed description of these methods .

Implementation Details. Our code is imple-
mented in PyTorch (Paszke et al., 2019) using the
Huggingface library (Wolf, 2019). The weights of
the pre-trained language models are obtained from
the Huggingface Hub2. Wherever applicable, we
use Flash Attention 2 (Dao, 2024), gradient accu-
mulation, and activation checkpointing. Note that
the models are trained without parameter-efficient
fine-tuning techniques such as LoRA (Hu et al.,
2021) which is different from Ma et al. (2023).
We also do not investigate alternative compression
techniques for improved parameter efficiency, such
as low-rank factorization (Gupta et al., 2024), and
leave these avenues for future research.

We do not extensively tune hyperparameters; as
discussed by prior works (Boytsov et al., 2022;
Ma et al., 2023) fine-tuning of reranking models
is less sensitive to hyperparameters. We found
the vanilla AdamW optimizer along with learning
rate warm-up with linear scheduler to work for all
training runs. Refer to Appx. D for an overview
of hyperparameters throughout the experiments.
Out implementation as well as checkpoints will be
made public to facilitate reproducibility.

For the autoregressive models, including Mamba
models, we provide input with the following tem-
plate: document: {d} ; query: {q} ; [EOS]. The
linear layer then takes the last layer representation
of the [EOS] token and outputs the relevance score:

fθ(q, d) = Linear
(
model(input)[−1]

)
(8)

For encoder-only and encoder-decoder models, we
use a different template: [CLS] ; query: {q} ;

2https://huggingface.co/models
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document: {d}. The linear layer in this case uses
the representation of the [CLS] token.

4.2 Passage Reranking Results
In-domain Evaluation. We show the in-domain
passage reranking results in Table 2. First, note that
our trained models are comparable to previously
reported results. For example, we report that BERT-
base achieves 38.5, 73.3, 73.1 on Dev, DL19, DL20
respectively, compared to MonoBERT (Nogueira
and Cho, 2019)’s 37.2, 72.3 and 72.2. This suggests
the correctness of our training setup.

Between transformer models of different archi-
tectures, we notice that both encoder-only and
encoder-decoder models outperform decoder-only
models (OPT-125M and 350M in our case), de-
spite OPT being pre-trained with more tokens. We
hypothesize the reason is that the bi-directional at-
tention in encoders better capture the interaction
between query and document tokens. But decoder-
only models are easier to scale.

Between transformer and Mamba architectures,
Mamba models are able to achieve strong perfor-
mance. For example, despite being uni-directional,
Mamba-2-370M achieves 38.6, 75.8, and 74.0 on
three datasets compared to the best transformer-
based model in that parameter range—BERT-
large’s 39.1, 76.4, and 72.4. The overall best
transformer-based model—Llama-3.2-1B outper-
forms the Mamba models of similar size. However,
note that Llama-3.2-1B is pre-trained on 15T to-
kens compared to Mamba model’s 300B tokens.
We conclude that Mamba models are competitive
in the passage ranking task.

Among Mamba models, despite being trained
on the same number of tokens, we notice overall
that Mamba-2 achieves better performance than
Mamba-1. A similar trend is shown in BEIR and
document reranking results. In conclusion, Mamba-
2 is a better SSM architecture compared to Mamba-
1 for text reranking.
Out-of-domain Evaluation. We report part
of BEIR results in § 4.2 and leave full results
to Appx. E. Overall, Mamba models are able to
achieve competitive performance compared to the
transformer-based models of similar sizes. Specif-
ically, Mamba-2-1.3B achieves 53.6 NDCG@10
averaged over 13 datasets compared to OPT-1.3B’s
52.7. Compared to baselines, Mamba-based mod-
els are only outperformed by the much larger Ran-
kLlama — a 7B model based on 7B-sized retrieval
model RepLlama. This reinforces our findings

from in-domain evaluation, suggesting the efficacy
of Mamba models in the passage reranking task.

One surprising observation is the underperfor-
mance of the Llama-3.2-1B model. This pre-
trained model was not only trained on more tokens
(15B) but was also trained on a much more diverse
set of web documents. Ideally, a model pre-trained
on a more diverse set of documents should perform
better on out-of-domain evaluation sets, but we find
that to not be the case with Llama-3.2-1B model.

4.3 Document Reranking

Next, we discuss the experimental setup and results
for the document reranking task. The setup closely
aligns with that used for passage reranking, with
specific differences highlighted where applicable.

Datasets and Evaluation Metrics. We use the
document ranking subset from the MSMARCO
dataset containing 320K training instances. We use
Pyserini’s implementation of BM25 (Robertson
et al., 1995)3 as the first-stage document retriever
and use top-100 documents to uniformly sample 7
hard negatives for each positive query-document
pair. We train two model variants — FirstP and
LongP — which truncate the input at 512 and 1,536
tokens respectively. Prior works (Boytsov et al.,
2022; Ma et al., 2023) note that longer training
lengths only yield marginal performance improve-
ments. So we do not experiment with them.

For evaluation, we use the official develop-
ment set (Dev) containing 5,193 queries and re-
port MRR@100 for comparison. For the TREC
DL19/DL20 (Craswell et al., 2020, 2021) evalu-
ation set that includes 43/45 queries, we use the
official NDCG@10 as our evaluation metric.

Other Details. Among the baselines, we include
MonoT5 (Nogueira et al., 2020), RankT5 (Zhuang
et al., 2023) along with RankLlama that is the cur-
rent state-of-the-art model using 7 Billion parame-
ters. We also report two baseline runs from Boytsov
et al. (2022): BERT-base-FirstP and BERT-base-
MaxP as a sanity check for our implementation.
MaxP method first segments the long document
into several shorter passages, then uses the maxi-
mum relevance of segmented passages as the rele-
vance of the document. We train document rerank-
ing models for each of the pre-trained models high-
lighted in § 4.1. Note that as encoder-only models

3https://github.com/castorini/pyserini
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Model Size Retriever Dev
MRR@10

DL19
NDCG@10

DL20
NDCG@10

MonoBERT (Nogueira and Cho, 2019) 110 M BM25 37.2 72.3 72.2
cross-SimLM (Wang et al., 2022) 110 M bi-SimLM 43.7 74.6 72.7
MonoT5 (Nogueira et al., 2020) 220 M BM25 38.1 - -
RankT5 (Zhuang et al., 2023) 335 M GTR 42.2 - -
RankLlama (Ma et al., 2023) 7 B RepLlama 44.9† 75.6† 77.4†
BERT-base E 110 M BGE 38.5 73.3 73.1
RoBERTa-base E 120 M BGE 39.1 75.4 72.0
ELECTRA-base E 105 M BGE 39.8 73.4 74.1
BART-base ED 130 M BGE 37.8 74.7 70.2
OPT-125M D 125 M BGE 35.2 70.6 69.2
Mamba-1-130M D 130 M BGE 37.8 73.7 70.5
Mamba-2-130M D 130 M BGE 37.0 73.8 70.8

BERT-large E 330 M BGE 39.1 76.4 72.4
RoBERTa-large E 335 M BGE 37.8 75.1 69.4
ELECTRA-large E 320 M BGE 38.8 74.9 73.2
BART-large ED 385 M BGE 39.2 74.6 72.2
OPT-350M D 350 M BGE 36.3 72.1 68.9
Mamba-1-370M D 370 M BGE 38.9 74.7 72.5
Mamba-2-370M D 370 M BGE 38.6 75.8 74.0

Mamba-1-790M D 790 M BGE 38.2 76.4 72.9
Mamba-2-780M D 780 M BGE 39.0 76.8 73.6

OPT-1.3B D 1.3 B BGE 38.9 74.2 73.7
Mamba-1-1.4B D 1.4 B BGE 38.9 74.7 72.5
Mamba-2-1.3B D 1.3 B BGE 38.6 75.8 74.0
Llama-3.2-1B D 1.3 B BGE 40.4‡ 76.8‡ 76.2‡

Table 2: Results for passage reranking in-domain evaluation. We denote BGE-large-en-v1.5 as BGE for simplicity.
We mark best results in each section bold; † indicates the overall best result and ‡ indicates the best result among
our trained models. For the reranking threshold, RankLlama reranks top-100 results from RepLlama while other
models reranks top-1000 results. Superscript E denotes encoder-only model, ED denotes encoder-decoder model
and D denotes decoder-only model.

BM25 MonoT5 RankT5 RankLlama ELECTRA BART Llama-3.2 OPT Mamba-1 Mamba-2
Dataset - 220M 335M 7B 335M 385M 1.3B 1.3B 1.4B 1.3B

Arguana 39.7 19.4 22.3 56.0† 14.6 18.0 32.7 35.7‡ 33.1 34.4
Climate-FEVER 16.5 24.5 20.6 28.0† 18.2 20.9 22.6 26.7‡ 22.6 26.2
DBPedia 31.8 41.9 43.5 48.3† 43.2 43.5 43.1 45.8‡ 45.8‡ 45.8‡
FEVER 65.1 80.1 83.5 83.9† 76.8 77.5 72.9 83.0‡ 80.9 81.9
FiQA 23.6 41.3 41.6 46.5† 38.8 41.4 40.5 44.3‡ 43.3‡ 43.3‡
HotpotQA 63.3 69.5 71.3 75.3† 68.6 71.9 69.2 74.9 75.8 76.3‡
NFCorpus 32.2 35.7 32.6 30.3 33.5 34.9 37.9 32.8 38.8 39.2†‡
NQ 30.6 56.7 59.6 66.3† 49.2 51.0 48.2 52.6‡ 50.8 52.1
Quora 78.9 82.3 82.2 85.0† 79.3 73.6 84.9‡ 84.0 80.9 83.9
SCIDOCS 14.9 16.4 18.2 17.8 16.5 17.0 17.7 17.8 19.0 19.6†‡
SciFact 67.9 73.5 74.9 73.2 65.9 65.7 71.7 72.7 77.4†‡ 76.8
TREC-COVID 59.5 77.6 75.2 85.2† 67.2 70.6 77.0 81.6 83.0‡ 79.9
Touche-2020 44.2 27.7 45.9† 40.1 34.3 34.9 32.8 33.2 36.7 37.7‡

Average 43.7 49.7 51.7 56.6† 46.6 47.8 50.1 52.7 52.9 53.6‡
Table 3: Results for passage reranking out-of-domain evaluation. We show results of the largest encoder-only,
encoder-decoder model and decoder-only models. Full results are referred to Appx. E. We mark best results in each
section bold; † indicates the overall best result and ‡ indicates best result among our trained models.
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have a fixed context length (ex: BERT with 512),
we do not have LongP variants for them.

Model Size Dev DL19 DL20
MRR@100 NDCG@10 NDCG@10

BERT-base-FirstP 110 M 39.4 63.1 59.8
BERT-base-MaxP 110 M 39.2 64.8 61.5
MonoT5 3 B 41.1 - -
RankLlama 7 B 50.3† 67.7 67.4†
FirstP models
BERT-base E 110 M 41.3 65.8 61.5
RoBERTa-base E 125 M 39.4 65.5 59.3
ELECTRA-base E 105 M 39.0 66.3 62.3
BART-base ED 130 M 37.5 63.9 59.9
OPT-125M D 125 M 38.8 63.8 61.8
Mamba-1-130M D 130 M 40.9 66.5 64.4
Mamba-2-130M D 130 M 38.3 66.7 63.9

BERT-large E 330 M 40.1 65.9 61.4
RoBERTa-large E 355 M 43.3‡ 66.8 64.2
ELECTRA-large E 335 M 40.3 67.8 64.9
BART-large ED 385 M 40.3 64.7 61.6
OPT-350M D 350 M 39.0 64.7 63.1
Mamba-1-370M D 370 M 42.5 67.8 63.9
Mamba-2-370M D 370 M 41.0 67.2 64.7

Mamba1-790M D 790 M 42.0 67.4 64.9
Mamba2-780M D 780 M 42.0 68.7 64.6

OPT-1B D 1.3 B 40.8 65.3 61.8
Llama-3.2-1B D 1.3 B 40.6 67.6 60.8
Mamba-1-1.3B D 1.3 B OOM OOM OOM
Mamba-2-1.3B D 1.3 B 42.1 68.3 64.6
LongP models
OPT-125M D 125 M 38.8 63.8 61.8
Mamba-1-130M D 130 M 39.2 66.0 63.0
Mamba-2-130M D 130 M 38.3 67.3 63.6

OPT-350M D 350 M 35.7 64.3 60.5
Mamba-1-370M D 370 M 39.3 67.8 64.3
Mamba-2-370M D 370 M 41.4 67.3 65.1

Mamba-1-790M D 790 M 41.3 68.0 64.9
Mamba-2-780M D 780 M 42.2 70.0†‡ 66.9‡
OPT-1.3B D 1.3 B 41.8 68.0 63.9
Llama-3.2-1B D 1.3 B 40.9 68.5 63.5
Mamba-1-1.4B D 1.4 B OOM OOM OOM
Mamba-2-1.3B D 1.3 B OOM OOM OOM

Table 4: Results for document reranking. We mark the
best result in each section bold; † marks the overall best
result and ‡ marks best result among our trained models.
For the reranking threshold, MonoT5 reranks top-1000
documents from the retriever while others rerank top-
100 results. Superscripts E, ED and D are the same
as Table 2. OOM denotes Out-Of-Memory Error.

4.4 Document Reranking Results

The task of document reranking necessitates using
models that can process lengthy contexts. Although
transformer models can accommodate long con-
texts through adjustments like improved positional
embeddings (Su et al., 2024) or specialized training
methods (Xiong et al., 2024; Dubey et al., 2024), it
remains unclear whether Mamba-based state space
models possess this capability. Our experiments in
document reranking aim to address this gap. Our
document reranking results are shown in Table 4.

We make two important observations. First,
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Figure 1: Training throughput comparison between
models≈330M. For batch_size=8, all models except
OPT-FlashAttn and Mamba-2 run out of memory with
a 48 GB VRAM GPU.

in terms of the task performance, Mamba-based
rerankers are comparable to their Transformer-
based counterparts for every parameter budget. No-
tably, among the sub-1 billion parameter models,
the best model is the 780 million Mamba-2 model
trained with 1536 context length. Second, while the
Mamba-1 and Mamba-2 variants perform compara-
bly for document reranking, we found that Mamba-
2 models in general require less GPU memory. One
such instance is the training run with 1.3B param-
eters for context length of 512 (FirstP settings)—
Mamba-1 leads to OOM error but Mamba-2 does
not. This echoes prior works’ observation that
Mamba-2 is more memory efficient during training
compared to Mamba-1 (Dao and Gu, 2024; Yang
et al., 2024, inter alia).

4.5 Training Throughput and Inference Speed
To answer the Efficiency RQ, we evaluate the train-
ing throughput and inference speed of Mamba mod-
els and compare them to the transformer-based
models. We perform this comparison with doc-
ument ranking models as it involves a more chal-
lenging setting. All the numbers reported here are
measured on a server with Intel Xeon Gold 6230
CPU @2.1GHz and a single Nvidia A40 GPU (48
GB VRAM).

We measure training throughput (#to-
kens/second) with 512 training length and
the inference speed (#queries/second) on MS
MARCO document ranking dataset with max
input length of 512 and 1,536. The results for the
training throughput with different training batch
sizes are shown in Fig. 1. The average inference
speed over the queries from DL19 eval set is
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Model Size Max.
Length

Queries. per
Second (↑)

BERT-large 330 M 512 0.65
BART-large 385 M 512 0.65
OPT-350M 350 M 512 0.69
Mamba-1-370M 370 M 512 0.53
Mamba-2-370M 370 M 512 0.56

OPT-350M 370 M 1536 0.45
Mamba-1-370M 370 M 1536 0.40
Mamba-2-370M 370 M 1536 0.45

OPT-1.3B 1.3 B 512 0.29
Llama-3.2-1B 1.3 B 512 0.33
Mamba-1-1.4B 1.4 B 512 0.25
Mamba-2-1.3B 1.3 B 512 0.30

OPT-1.3B 1.3 B 1536 0.28
Llama-3.2-1B 1.3 B 1536 0.31
Mamba-1-1.4B 1.4 B 1536 0.24
Mamba-2-1.3B 1.3 B 1536 0.29

Table 5: Inference speed of different models. We use
half precision and batch size 32 for all models.

shown in Table 5.
First, observe that Mamba-2 has a much higher

training throughput than Mamba-1. Additionally,
since the Mamba-2 models are more memory effi-
cient during training compared to Mamba-1, we do
not notice an Out-Of-Memory (OOM) errors with
Mamba-2 — Mamba-1-370M does not train with
batch size 8. The throughput of Mamba models
is significantly worse than that of the transformer-
based models. In other words, the Mamba-based
models are much less efficient at training time.

As highlighted in prior research (Waleffe et al.,
2024; Gu and Dao, 2023, inter alia), the true ben-
efit of the Mamba models is realized with an im-
proved inference speed. We do not observe this
to be the case for the document reranking task
(see Table 5). The main reason is that for infer-
ence, reranking only requires one single forward
computation compared to multiple forward com-
putations in autoregressive generation. We further
discuss the deficiency of Mamba models in § 4.6.

4.6 Profiling Inference Computation
To better understand the inference performance of
Mamba models, we use the PyTorch profiler4 to
analyze the execution time of Mamba models at the
operator level, comparing it to Transformer-based
models of similar sizes. As in § 4.5, we use the
DL19 document ranking evaluation set, an input
length of 512, an evaluation batch size of 32, and

4https://pytorch.org/docs/stable/profiler.html

the same hardware configuration. The results are
presented in Fig. 2.

For Transformer-based models like OPT, I/O-
related operators (e.g., aten::copy_, aten::to,
aten::_to_copy, etc.) account for the majority of
the execution time. Flash Attention (Dao, 2024)
mitigates this by optimizing the I/O operations in-
volved in attention computation, as seen in the re-
duced execution time for I/O-related operations
in Figs. 2b and 2f. This optimization leads to a
noticeable speedup in inference, highlighting the
importance of improving I/O efficiency for Trans-
formers.

In contrast, the total execution time of
Mamba-1 is dominated by operators such
as aten::is_nonzero, aten::item, and
aten::_local_scalar_dense. The first operator,
aten::is_nonzero, checks whether tensors con-
tain any non-zero elements, while aten::item and
aten::_local_scalar_dense are used to extract
scalar values from tensors. This suggests that
Mamba-1’s architecture might suffer from compu-
tational inefficiencies due to an over-reliance on
these scalar-extraction operations, which could be
bottlenecking the performance. We hypothesize
that these operations contribute to the model’s
overall computational deficiency, particularly in
comparison to models that utilize more efficient
tensor operations. Mamba-2 improves upon this by
parameterizing the Mamba-2 block, allowing for
more effective utilization of matrix multiplication.
This change is reflected in the elimination of
the aforementioned scalar-extraction operators,
with the new operator MambaSplitConv1D now
accounting for over half of the total execution time.
Mamba-2’s shift towards matrix multiplication
suggests a more balanced computational load,
although it still doesn’t fully close the gap in
terms of inference speed compared to Transformer
models with Flash Attention. This empirical
evidence points to the need for further architectural
refinement to optimize performance and better
leverage compute-optimized hardware.

5 Related Works

Text Ranking with Pre-trained Transformers.
Fine-tuning pre-trained transformers has been the
standard practice for text ranking tasks (Yates et al.,
2021; Karpukhin et al., 2020, inter alia). Com-
bining the query and the document as the input,
the model predicts a scalar score indicating the
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(a) OPT-125M (b) OPT-125M w/ FlashAttn (c) Mamba-1-130M (d) Mamba-2-130M

(e) OPT-350M (f) OPT-350M w/ FlashAttn (g) Mamba-1-370M (h) Mamba-2-370M

Figure 2: Inference profiling results for Mamba models versus OPT models of similar size.

relevance. Prior works have highlighted different
aspects of training transformer-based text ranking
models. Nogueira and Cho (2019); Nogueira et al.
(2020); Dai and Callan (2019) are among the first
efforts to showcase the effectiveness of fine-tuning
pre-trained transformer-based language models.
Gao et al. (2021) studied the retrieval-reranking
pipeline and recommended training rerankers by
sampling negatives from the results of first-stage
retrievers. Li et al. (2023); Hofstätter et al. (2021)
studied the effectiveness of chunking and pool-
ing in long document ranking with shorter context
transformer models. Boytsov et al. (2022) focused
on benchmarking long context pre-trained trans-
formers in long document ranking. Refer to (Yates
et al., 2021; Xu et al., 2025) for detailed surveys.

Transformer Alternatives. Different works
have explored transformer alternative model ar-
chitectures for sequence modeling. For example,
S4 (Gu et al., 2021b; Smith et al., 2022) demon-
strate the effectiveness of structured state space
models. Recent works (Peng et al., 2023; Yang
et al., 2023, 2024; Qin et al., 2024, inter alia) have
vastly improved the computational bottleneck of
RNN-alike architectures and have shown compa-
rable performance to modern transformer architec-
tures at a moderate scale of comparison. We refer
readers to these works for more details.

Within the IR community, works have explored
the possibility of using state space models as re-
triever (Zhang et al., 2024) and reranker (Xu, 2024).
This study extends prior works with more compre-
hensive experiments and points out new directions.

6 Conclusion and Future Work

This study investigates the suitability of Mamba ar-
chitectures, a novel class of state space models, for

text ranking. Our findings demonstrate that Mamba
models, particularly Mamba-2, can achieve compet-
itive performance compared to transformer-based
models of comparable size, showcasing their po-
tential as viable alternatives for sequence modeling
in IR tasks. While Mamba architectures currently
exhibit lower training and inference efficiency com-
pared to transformers with flash attention, continu-
ous advancements in model optimization and hard-
ware acceleration have the potential to mitigate
these limitations.

We picture two future directions of this work:
the task direction and the model direction. From
the task perspective, the efficacy of state space mod-
els, including Mamba should be further examined
in other IR tasks (e.g., text retrieval). From the
model perspective, hybrid models (Lieber et al.,
2024; Lenz et al., 2024; Glorioso et al., 2024;
Nvidia, 2025) have shown promise in certain NLP
tasks. We believe the effectiveness of hybrid mod-
els should be thoroughly tested. Additionally, op-
timization for state space models is an interesting
challenge that may offer substantial improvements.

Limitations and Potential Risks

This paper studies the efficacy of state space mod-
els in text ranking tasks. Our experiments are car-
ried out by fine-tuning pre-trained language models,
which differ in the pre-training corpus as well as
pre-training FLOPs. Limited by hardware and bud-
get, we are not able to carry out an apples-to-apples
comparison with the exact same pre-training setup.
We believe this leaves room for future direction.

This paper studies a well established task with
publicly available datasets licensed for academic
usage (see Appx. A). To the best of our knowledge
this paper does not introduce potential risks.
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A Dataset Artifacts and Licenses

Four of the datasets we used in experiments (NF-
Corpus (Boteva et al., 2016), FiQA-2018 (Maia
et al., 2018), Quora5, Climate-Fever (Diggelmann
et al., 2020)) do not report the dataset license in the
paper or a repository. For the rest of the datasets,
we list their licenses below:

• MS MARCO (Bajaj et al., 2016): MIT Li-
cense for non-commercial research purposes.

• ArguAna (Wachsmuth et al., 2018): CC BY
4.0 license.

• DBPedia (Hasibi et al., 2017): CC BY-SA 3.0
license.

• FEVER (Thorne et al., 2018): CC BY-SA 3.0
license.

• HotpotQA (Yang et al., 2018): CC BY-SA 4.0
license.

• NQ (Kwiatkowski et al., 2019): CC BY-SA
3.0 license.

• SCIDOCS (Cohan et al., 2020): GNU General
Public License v3.0 license.

• SciFact (Wadden et al., 2020): CC BY-NC 2.0
license.

• TREC-COVID (Voorhees et al., 2021):
"Dataset License Agreement".

• Touche-2020 (Bondarenko et al., 2020): CC
BY 4.0 license.

B Additional Experiment Details

B.1 Complexity Analysis of State Space Model

We use the complexity analysis from (Dao and
Gu, 2024). For details, refer to Section 6 of Dao
and Gu (2024). Denote the sequence length as
L and state size as N , which means size N per
channel. We skip the #channel dimension (D) for
ease of comparison. SSD structure used in Mamba-
2 is able to achieve better training and inference
complexity, as reflected in our experiments (Fig. 1
and Table 5).

5https://www.kaggle.com/c/
quora-question-pairs

Attention SSM SSD

State size O(L) O(N) O(N)
Training FLOPs O(L2N) O(LN2) O(LN2)
Inference FLOPs O(LN) O(N2) O(N2)

(Naive) memory O(L2) O(LN2) O(LN)
Matrix multiplication ✓ ✗ ✓

Table 6: Complexity analysis between state space struc-
ture and attention.

B.2 Baselines

B.2.1 Sparse and Dense Retrieval Methods
For both document and passage retrieval, we in-
clude the classical BM25 baseline. For passage
retrieval, bi-SimLM (Wang et al., 2022) is a com-
petitive baseline that uses specialized pre-training
with encoder-only transformer architecture for text
retrieval task; GTR (Ni et al., 2022) is based on
T5 (Raffel et al., 2020) architecture and is exten-
sively fine-tuned for passage representations; BGE-
large-en-v1.5 (Xiao et al., 2023) is based on BERT
style encoder architecture and is fine-tuned with
millions of synthetic query-passage pairs to achieve
strong performance; OpenAI Ada2 (Neelakantan
et al., 2022) is a proprietary embedding model de-
veloped by OpenAI; RepLlama (Ma et al., 2023) is
based on Llama-2 language model (Touvron et al.,
2023) and is fine-tuned on the training split of MS
MARCO datasets. It achieves state-of-the-art per-
formance on passage retrieval. For document re-
trieval, a common practice in literature is to seg-
ment long documents into several passages to fit
into the 512 context length of BERT-style encoder-
only transformer models. Each passage is scored
individually and the relevance score of the docu-
ment is an aggregation of individual passage’s rele-
vance scores. We include two such retrieval base-
lines: BM25-Q2D (Nogueira et al., 2019) uses the
document expansion technique to enhance BM25’s
performance. CoCondenser-MaxP is based on Co-
Condenser technique (Gao and Callan, 2022) and
uses max pooling for document relevance.

B.2.2 Reranking Methods
We include results from prior works as a compari-
son. For long document ranking, a common prac-
tice is to segment the long document into shorter
passages and score them individually. For exam-
ple, Dai and Callan (2019) referred to models only
computing the relevance between query and the
first document segment as FirstP, and methods that
use the maximum relevance of passages within
the document as the relevance of the document as
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MaxP. We refer to document ranking models that
based on long context language models as LongP
following Boytsov et al. (2022).

For document ranking, we include BERT-base-
FirstP and BERT-base-MaxP from Boytsov et al.
(2022). We also include another MaxP baseline
MonoT5 (Pradeep et al., 2021) and a state-of-the-
art LongP model RankLlama (Ma et al., 2023).

For passage ranking, we include results of
MonoBERT (Nogueira and Cho, 2019), cross-
SimLM (Wang et al., 2022), MonoT5 (Nogueira
et al., 2020) and more recent RankT5 (Zhuang et al.,
2023) and RankLlama (Ma et al., 2023). An ad-
ditional note is these ranking models are coupled
with different first-stage retrievers and with differ-
ent training strategies. We refer to RankT5 (Zhuang
et al., 2023) for a comprehensive study of loss func-
tions and training strategies involved in training
ranking models.

C Retrieval Results

We show the passage retrieval results in Table 7
and document retrieval results in Table 8.

D Hyperparameter Setting

We show the hyperparameters in Table 9 and Ta-
ble 10.

E Full BEIR Results

We refer the full results on BEIR to Table 11.
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Model Size Embed. Dim. Dev DL19 DL20
MRR@10 Recall@1000 NDCG@10 Recall@1000 NDCG@10 Recall@1000

BM25 - - 18.4 85.3 50.6 75.0 48.0 78.6
bi-SimLM 110M 768 39.1 98.6 69.8 - 69.2 -
GTR-base 110M 768 36.6 98.3 - - - -
GTR-XXL 4.8B 768 38.8 99.0 - - - -
BGE-large-en-v1.5 335M 1024 35.7 97.6 70.8 84.5 70.7 83.0
OpenAI Ada2 ? 1536 34.4 98.6 70.4 86.3 67.6 87.1
RepLlama 7B 4096 41.2 99.4 74.3 - 72.1 -

Table 7: Passage retrieval performance of different retrieval models. We mark the best performance bold.

Model Size Seg. Y/N Embed. Dim. Dev DL19 DL20
MRR@100 Recall@1000 NDCG@10 Recall@100 NDCG@10 Recall@100

BM25 - N - 27.7 93.6 52.3 38.5 50.6 58.6
BM25-Q2D - Y - 32.7 95.5 59.7 39.9 58.5 61.8
CoCondenser-MaxP 110M Y 768 42.5 93.9 64.8 - 64.0 -
RepLlama 7B N 4096 45.6 98.9 65.0 - 63.2 -

Table 8: Document retrieval performance of different models. We mark the best performance bold.

Model Size Architecture LR Warmup #Epochs Global BZ AMP FlashAttn
Encoder-only Models (Bi-directional)
BERT-base 110M Transformer 2e-5 10% 2 8 FP16 ✗

RoBERTa-base 120M Transformer 2e-5 10% 2 8 FP16 ✗

ELECTRA-base 105M Transformer 2e-5 10% 2 8 FP16 ✗

BERT-large 330M Transformer 1e-5 10% 2 8 FP16 ✗

RoBERTa-large 335M Transformer 1e-5 10% 2 8 FP16 ✗

ELECTRA-large 320M Transformer 1e-5 10% 2 8 FP16 ✗

Encoder-Decoder Models (Bi-directional)
BART-base 130M Transformer 2e-5 10% 2 8 FP16 ✗

BART-large 385M Transformer 1e-5 10% 2 8 FP16 ✗

Decoder-only Models (Uni-directional)
OPT-125M 125M Transformer 2e-5 10% 2 8 BF16 ✓

Mamba-1-130M 130M Mamba-1 2e-5 10% 2 8 BF16 ✗

Mamba-2-130M 130M Mamba-2 2e-5 10% 2 4 BF16 ✗

OPT-350M 350M Transformer 1e-5 10% 2 8 BF16 ✓

Mamba-1-370M 370M Mamba-1 1e-5 10% 2 4 BF16 ✗

Mamba-2-370M 370M Mamba-2 1e-5 10% 2 4 BF16 ✗

Mamba-1-790M 790M Mamba-1 1e-5 10% 1 4 BF16 ✗

Mamba-2-780M 780M Mamba-2 1e-5 10% 1 4 BF16 ✗

OPT-1.3B 1.3B Transformer 1e-5 10% 1 4 BF16 ✓

Mamba-1-1.4B 1.4B Mamba-1 1e-5 10% 1 4 BF16 ✗

Mamba-2-1.3B 1.3B Mamba-2 1e-5 10% 1 4 BF16 ✗

Llama-3.2-1B 1.3B Transformer++ 1e-5 10% 1 4 BF16 ✓

Table 9: Hyperparameters for passage reranking models. We use 10% of the total training steps for linear learning
rate warmup. Global BZ denotes global batch size; AMP denotes automatic mixed precision, FlashAttn denotes
whether Flash Attention 2 (Dao, 2024) is used.
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Model Size Architecture LR Warmup #Epochs Global BZ AMP FlashAttn
Encoder-only Models (Bi-directional)
BERT-base 110M Transformer 2e-5 10% 2 8 FP16 ✗

RoBERTa-base 120M Transformer 2e-5 10% 2 8 FP16 ✗

ELECTRA-base 105M Transformer 2e-5 10% 2 8 FP16 ✗

BERT-large 330M Transformer 1e-5 10% 2 8 FP16 ✗

RoBERTa-large 335M Transformer 1e-5 10% 2 8 FP16 ✗

ELECTRA-large 320M Transformer 1e-5 10% 2 8 FP16 ✗

Encoder-Decoder Models (Bi-directional)
BART-base 130M Transformer 2e-5 10% 2 8 FP16 ✗

BART-large 385M Transformer 1e-5 10% 2 8 FP16 ✗

Decoder-only Models (Uni-directional)
OPT-125M 125M Transformer 2e-5 10% 2 8 BF16 ✓

Mamba-1-130M 130M Mamba-1 2e-5 10% 2 8 BF16 ✗

Mamba-2-130M 130M Mamba-2 2e-5 10% 2 4 BF16 ✗

OPT-350M 350M Transformer 1e-5 10% 2 8 BF16 ✓

Mamba-1-370M 370M Mamba-1 1e-5 10% 2 4 BF16 ✗

Mamba-2-370M 370M Mamba-2 1e-5 10% 2 4 BF16 ✗

Mamba-1-790M 790M Mamba-1 1e-5 10% 1 4 BF16 ✗

Mamba-2-780M 780M Mamba-2 1e-5 10% 1 4 BF16 ✗

OPT-1.3B 1.3B Transformer 1e-5 10% 1 4 BF16 ✓

Mamba-1-1.4B 1.4B Mamba-1 1e-5 10% 1 4 BF16 ✗

Mamba-2-1.3B 1.3B Mamba-2 1e-5 10% 1 4 BF16 ✗

Llama-3.2-1B 1.3B Transformer++ 1e-5 10% 1 4 BF16 ✓

Table 10: Hyperparameters for document reranking models. We use 10% of the total training steps for linear learning
rate warmup. Global BZ denotes global batch size; AMP denotes automatic mixed precision, FlashAttn denotes
whether Flash Attention 2 (Dao, 2024) is used. Note for LongP models, we additionally use gradient accumulation
and/or activation checkpoint techniques to maintain a reasonably large global batch size. Mamba-1-1.4B gets
OOM in FirstP setting; Mamba-1-1.4B and Mamba-2-1.3B get OOM in LongP setting with batch size 1 despite all
optimization techniques at our hands.
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BM25 MonoT5 RankT5 RankLlama BERT-base BART-base RoBERTa-base ELECTRA-base
Dataset - 220M 335M 7B 110M 130M 120M 105M

Arguana 39.7 19.4 22.3 56.0 15.6 16.1 14.8 18.2
ClimateFever 16.5 24.5 20.6 28.0 16.9 16.6 17.8 20.3
DBPedia 31.8 41.9 43.5 48.3 38.5 42.5 42.1 42.1
FEVER 65.1 80.1 83.5 83.9 73.9 72.9 70.9 78.2
FiQA 23.6 41.3 41.6 46.5 34.6 38.4 36.4 40.1
HotpotQA 63.3 69.5 71.3 75.3 66.0 69.7 70.8 68.9
NFCorpus 32.2 35.7 32.6 30.3 29.3 32.7 26.1 29.9
NQ 30.6 56.7 59.6 66.3 45.2 48.6 49.6 50.1
Quora 78.9 82.3 82.2 85.0 75.8 75.3 74.8 79.3
SCIDOCS 14.9 16.4 18.2 17.8 16.1 15.8 15.4 17.1
SciFact 67.9 73.5 74.9 73.2 65.3 67.7 61.3 66.3
TREC-COVID 59.5 77.6 75.2 85.2 67.8 70.3 70.9 72.3
Touche-2020 44.2 27.7 45.9 40.1 30.7 33.2 30.1 33.3

Average 43.7 49.7 51.7 56.6 44.3 46.1 44.7 47.4

OPT-125M Mamba-1-130M Mamba-2-130M BERT-large BART-large RoBERTa-large ELECTRA-large OPT-350M
Dataset 125M 130M 130M 330M 385M 335M 320M 350M

Arguana 10.1 32.8 33.8 19.5 18.0 15.4 14.6 21.0
ClimateFever 5.9 21.0 23.1 23.4 20.9 15.1 18.2 8.1
DBPedia 17.6 43.8 43.7 43.1 43.5 42.7 43.2 23.0
FEVER 9.5 76.6 76.3 79.5 77.5 71.9 76.8 19.8
FiQA 11.2 38.9 40.7 38.2 41.4 36.4 38.8 16.1
HotpotQA 31.7 72.2 72.8 70.2 71.9 66.8 68.6 48.1
NFCorpus 10.2 36.3 37.2 35.0 34.9 27.7 33.5 12.9
NQ 22.1 48.3 48.3 51.5 51.0 48.2 49.2 29.0
Quora 34.5 85.1 84.5 76.6 73.6 82.1 79.3 60.2
SCIDOCS 5.2 17.4 17.4 16.8 17.0 15.5 16.5 7.9
SciFact 9.7 72.2 73.0 68.8 65.7 55.4 65.9 28.6
TREC-COVID 51.9 75.9 79.0 68.0 70.6 70.8 67.2 57.3
Touche-2020 10.4 36.4 36.3 48.6 34.9 29.6 34.3 16.1

Average 17.7 50.5 51.2 49.2 47.8 44.4 46.6 26.8

Mamba-1-370M Mamba-2-370M Mamba-1-790M Mamba-2-780M OPT-1.3B Llama-3.2-1B Mamba-1-1.4B Mamba-2-1.3B
Dataset 370M 370M 790M 780M 1.3B 1.3B 1.4B 1.3B

Arguana 33.3 34.8 34.4 33.7 35.7 32.7 33.1 34.4
ClimateFever 23.3 25.4 24.7 23.9 26.7 22.6 22.6 26.2
DBPedia 45.8 46.0 46.1 46.4 45.8 43.1 45.8 45.8
FEVER 76.5 79.1 81.8 80.4 83.0 72.9 80.9 81.9
FiQA 42.4 41.5 44.8 43.6 44.3 40.5 43.3 43.3
HotpotQA 75.7 75.0 75.6 76.2 74.9 69.2 75.8 76.3
NFCorpus 37.9 39.1 41.0 39.9 32.8 37.9 38.8 39.2
NQ 51.0 51.9 53.4 52.8 52.6 48.2 50.8 52.1
Quora 86.0 83.5 86.0 84.4 84.0 84.9 80.9 83.9
SCIDOCS 18.6 19.1 19.1 19.5 17.8 17.7 19.0 19.6
SciFact 75.2 76.0 77.7 77.1 72.7 71.7 77.4 76.8
TREC-COVID 82.7 81.2 82.7 85.1 81.6 77.0 83.0 79.9
Touche-2020 48.6 36.1 39.6 37.5 33.2 32.8 36.7 37.7

Average 53.6 53.0 54.4 53.9 52.7 50.1 52.9 53.6

Table 11: Full results for passage ranking out-of-domain evaluation.

169


