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Abstract

Large language models (LLMs) have re-
cently gained significant attention for their
capabilities in natural language processing
(NLP), particularly generative artificial in-
telligence (AI). LLMs can also be useful
tools for software documentation technical
writers. We present an assessment of tech-
nical documentation content generated
by three different LLMs using retrieval-
augmented technology (RAG) with prod-
uct documentation as a knowledge base.
The LLM-generated responses were an-
alyzed in three ways: 1) manual error
analysis by a technical writer, 2) auto-
matic assessment using deterministic met-
rics (BLEU, ROUGE, token overlap), and
3) evaluation of correctness by LLM as a
judge. The results of these assessments
were compared using a Network Analy-
sis and linear regression models to inves-
tigate statistical relationships, model pref-
erences, and the distribution of human and
LLM scores. The analyses concluded that
human quality evaluation is more related
to the LLM correctness judgment than de-
terministic metrics, even when using dif-
ferent analysis frameworks.

1 Introduction

Technical communication means creating content
based on factual data, as consistently and clearly
as possible, so that users can easily understand
complex technical concepts. Various profession-
als are involved in it, such as technical transla-
tors, developers, information architects, and tech-
nical writers (Society for Technical Communica-
tion, n.d.). Technical documentation provides spe-
cialized and task-oriented information for the user
on how to use and interact with a given product. It

is not feasible to cover all possible use cases; in-
stead, the focus should be on the main functional-
ities or use cases to maintain objectivity. (Swarts,
2018).

LLMs can be useful not only for code gener-
ation but also for technical writing because they
can simplify the documentation process by gen-
erating drafts when prompted with code snippets.
This can facilitate the work of technical writers
and reduce the effort needed for research. A good
model could lower the technical barriers, automate
lengthy tasks, and act as an extra solution for their
problems (Evtikhiev et al., 2023). However, due
to several facts, one of them possibly being out-
dated training data, LLM-based chatbots can also
hallucinate information that does not accurately
reflect reality. An alternative to tackle this issue
is RAG. It allows external data to be incorporated
into the model, which improves its ability to pro-
vide more relevant or up-to-date responses, based
on the data used to implement the RAG method
(Gao et al., 2023).

This study leverages the content produced by
a chatbot using multiple LLMs (GPT-3.5 Turbo,
GPT-4.0, and Mistral AI 7B) and RAG technology
on a specific topic: Network as Code (NaC) tech-
nical product documentation. Briefly, NaC simpli-
fies the programming of networks, such as auto-
matically adjusting streaming capabilities and im-
proving bandwidth, for example, for online games
or concert streaming (Nokia, 2024).

The LLM responses were evaluated by a techni-
cal writer using an error-typology framework and
an LLM as a judge based on answer correctness.
The aim of this paper is to understand how dif-
ferent (automatic and human) evaluations are dis-
tributed according to the attributed scores and how,
or if, they relate. Additionally, the ultimate pur-
pose is not to show which evaluation is the best
but to offer insights on how performing differ-
ent analyses, for instance, automatic (quantitative)
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and qualitative can complement one another.
We first discuss relevant work on evaluating

LLM output quality (Section 2), and then present
the dataset and evaluation approaches used in this
study (Section 3). We report the comparison of
human, deterministic, and LLM evaluations using
linear regression models, score distributions Sec-
tion 4.1), and Network Analysis (Section 4.2). Fi-
nally, we discuss the implications of the compar-
ison (Section 5) and present the conclusions and
directions for future work (Section 6).

2 Related work

2.1 Leveraging Translation Quality
Evaluation for LLM Analysis

For evaluating the output of LLMs, frameworks
and methods have been applied from other con-
texts, such as (machine) translation quality eval-
uation. Deterministic metrics, such as Bilingual
Evaluation Understudy (BLEU) (Papineni et al.,
2002), which are based on the comparison of a
“gold-standard” human translation and an auto-
matically generated “hypothesis”, have tradition-
ally been used in the machine translation (MT)
field. However, recent advancements in the quality
of generative systems have led to increasing skep-
ticism about their reliability, often showing little
or no correlation with human assessment (Freitag
et al., 2022). BLEU, as well as other metrics such
as Recall-Oriented Understudy for Gisting Evalu-
ation (ROUGE), chrF, and token overlap, are also
used for evaluating LLM generated output (Zhang
and Antonante, 2023).

However, deterministic metrics are not stan-
dalone solutions and should be combined with hu-
man qualitative evaluation. High-quality and gran-
ular standards can again be provided by translation
quality evaluation frameworks where profession-
als manually check and annotate errors according
to their severity following the specified error crite-
ria (Fernandes et al., 2023). Error typologies, such
as the Dynamic Quality Framework (DQF) and the
Multidimensional Quality Metrics (MQM), pro-
vide detailed quality criteria to evaluate transla-
tions based on categories for accuracy, fluency,
style, and design, and attribute point deductions
or penalties according to the severity of the error
identified (Castilho et al., 2018). The combined
DQF-MQM framework defines error categories
and sub-categories, penalties, and thresholds that
can be adjusted by professional evaluators depend-

ing on their current work needs (Castilho et al.,
2018). This framework is commonly used in the
field and is considered a reliable methodology for
translation quality evaluation. Due to its focus on
specific textual features and adjustable categories,
it can also be applied to texts independently of
their type, such as technical content creation.

2.2 LLMs as quality evaluators

Recent work has also investigated how LLMs can
be used as quality evaluators and be prompted
(using instructions) to analyze the output qual-
ity of MT and generative AI. Kocmi and Feder-
mann (2023a) used a GPT-based evaluation metric
called GEMBA-DA for translation quality assess-
ment. Their encoder-only and encoder-decoder
language models used supervised data consisting
of human gold-standard evaluations in the form
of 0 to 100 direct assessments from the WMT22
Metrics shared task. Their approach used zero-
shot prompts requesting different LLMs to score
each source-target pair on a scale from 0 to 100.
The study concluded that this evaluation method
was only successful in GPT-3.5 and larger mod-
els (Kocmi and Federmann, 2023a). Later work
by Kocmi and Federmann (2023b) created an im-
proved model called GEMBA-MQM, which uses
GPT-4 to assess translation quality error spans fol-
lowing the MQM framework criteria as a refer-
ence. The researchers used a more detailed few-
shot prompting technique providing the LLM with
the same instructions a human evaluator would
receive. The work concludes that the GEMBA-
MQM model assessment has higher correlations
with human judgment because of a common trans-
lation quality evaluation framework. It also com-
pares the LLM scores against deterministic met-
rics in the scientifically related literature, such as
BLEU and chrF, to reach this conclusion (Kocmi
and Federmann, 2023b).

These studies indicate that LLMs can provide
state-of-the-art quality evaluations that are more
correlated with human judgment when they learn
or are fine-tuned with human evaluation data, such
as the ones produced with the MQM framework
(Fernandes et al., 2023). Other approaches, such
as those within Continuous-eval packages evalu-
ate LLM-generated text and code with granular
or holistic approaches, including quality and de-
terministic assessment of generative AI content
(Zhang and Antonante, 2023). How to evaluate the
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quality of generative AI content remains, however,
an open question. The present study further ex-
plores this question by evaluating texts generated
for technical documentation purposes and compar-
ing the evaluations provided by deterministic met-
rics and an LLM to a manual assessment by a pro-
fessional technical writer.

3 Material and Methods

3.1 Dataset

The outputs analyzed in this study were gener-
ated with Nokia’s chatbot tool which is internally
used in the company. Nokia authorized its use
for this research. This application allows the in-
gestion of documents, such as Markdown files as
input so the chatbot can provide better responses
based on the knowledge base provided. RAG
can be implemented through technologies such as
LangChain, which enables semantic search on rel-
evant content (LangChain, 2023). Further details
of this implementation cannot be revealed as the
tool is proprietary. The prompts and responses re-
late strictly to the public documentation of NaC.
The dataset includes 12 prompts, each generating
6 different types of responses from three distinct
LLMs: GPT-3.5-turbo-16k, GPT-4-1106-preview
(OpenAI, 2023) and Mistral AI 7B (Mistral AI,
2023) with two different temperature sets to either
0.4, a more deterministic tone, or 0.7, a more cre-
ative one. The chatbot was set to a maximum of
2,048 tokens to avoid overly extensive generated
content. The data were collected and analyzed as
part of a Master’s thesis project in the spring of
2024 (de Souza, 2024).

Zero and few-shot prompt-engineering are the
chosen techniques, in which zero shots are simple
prompts with no further instructions on how the
response should be, and the few-shot ones provide
a simple and limited number of examples or in-
structions for the response (DAIR.AI, n.d.). For
instance, in few-shot prompts that requested an
LLM to generate a documentation page for a given
code snippet about a NaC functionality, instruc-
tions were given on how to organize the documen-
tation page in Markdown language, and the main
technical concepts to be clarified by the LLM were
specified in the prompt.

3.2 Manual evaluation

The responses generated by the different LLMs
were analyzed by a professional technical writer

according to the DQF-MQM framework (TAUS,
n.d.) using error categories adapted for the pur-
pose of prompt analysis. A discussion of the error
analysis is outside of the scope of this paper, but
the list of categories and error evaluations can be
found in a GitHub repository.1 A more detailed
description is given in de Souza (2024). Based
on the errors identified, point deduction penalties
were applied according to the severity of the error
as follows:

• 0 - no points deducted, in which case the re-
sponse is correct.

• 0.25 - deducted when errors do not lead to
loss of meaning or major confusion.

• 0.5 - deducted when errors are significantly
misleading or confusing.

• 0.75 - deducted if errors could affect the com-
pany image, e.g. responses that do not in-
clude or disregard privacy reminders.

More than one penalty could be applied to the
same response if multiple errors were identified in
the same response. After the penalties, each re-
sponse received a total score ranging from 0 (to-
tally irrelevant responses) to 1 (totally correct and
relevant responses).

3.3 LLM quality analysis

A qualitative analysis was also performed with the
Continuous-eval LLM-based correctness package,
which can implement different LLM models to
evaluate answer correctness (Relari, 2023). The
chosen judge model for this study is GPT-4-1106-
preview. The code package allows importing an
LLM, which runs through a JSONL file with mul-
tiple lines, each containing a set of prompt, re-
sponse, and related ground truth contexts. The
generated responses are evaluated according to
their relevance to the prompts, and a total score
is given to each response ranging from 0 to 1 as
follows:

• 0 indicates the response is totally irrelevant to
the prompt.

• 0.25 for responses that are relevant to the
prompt but contain major errors.

1https://github.com/kjp-souza/tech-writing-LLM-human-
evaluation
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• 0.5 for responses that are relevant to the
prompt but are partially correct.

• 0.75 is attributed to responses that are rele-
vant to the prompt and correct.

• 1.0 is for responses that are relevant to the
prompt and complete.

3.4 Deterministic metrics

The human and LLM quality analyses were com-
pared against deterministic metrics, which evalu-
ate the tokens in both prompt and response sets to
leverage their token similarity. This deterministic
analysis was done using the deterministic metrics
also within the Continuous-eval package and are
described as follows (Relari, 2023):

• Token overlap refers to words shared by both
sets of texts (ground truth reference and gen-
erated response).

• ROUGE-L calculates the longest shared sub-
sequence between the generated response and
the ground truth text used as reference.

• BLEU measures how well a generated text
matches a reference text using n-gram preci-
sion, where each n-gram has a specific weight
and applies a brevity penalty to overly short
translations.

3.5 Network Analysis

The different analysis results, including the man-
ual human quality evaluation scores and automati-
cally generated deterministic and LLM-based cor-
rectness scores, were compared in the R statisti-
cal software (R Core Team, 2024). Four different
types of analyses were created: Network Analysis,
linear regression models, score distribution, and
average plots.

The Network Analysis used the bootnet
package (Epskamp et al., 2018), which allows for
estimating the network structure based on the ob-
served data. To obtain a conservative network
model, it was necessary to apply the least ab-
solute shrinkage and selection operator (LASSO)
method. This helped identify only the most impor-
tant edges (relationships) in the network, formed
by nodes, which contain a descriptive label for the
deterministic metrics, human quality evaluation,

and LLM correctness evaluation scores. By do-
ing so, over-fitting is avoided so the model can re-
main interpretable. In other words, Network Anal-
ysis edges can capture how changes in one vari-
able relate to changes in another without putting
a single one in evidence. Furthermore, a tun-
ing parameter value of 0.5 was chosen for the
Extended Bayesian Information Criterion (EBIC),
which helps balance model complexity and good-
ness of fit. A smaller EBIC value indicates a
better-fitting model, in this case, the tuning offers a
moderate level of regularization, which penalizes
very weak connections (edges) in a sparse network
(Nikolaev and Bermel, 2022). Once the network
was estimated, a threshold was applied (setting the
option to true) to remove weak associations based
on correlation strength, leaving only meaningful
connections in a network that becomes easier to
interpret (Nikolaev and Bermel, 2022).

However, to observe if there is any LLM prefer-
ence in common between human and LLM anal-
ysis, linear regression models were created in R
programming language and these use dependent
variables: Human quality and LLM correctness
judgments against multiple independent variables
which indicate different LLMs (GPT-3.5, GPT-
4 and Mistral). The sjPlot library (Lüdecke,
2024) was used to plot and better visualize the
relationship between human and LLM evaluation
scores and model types (Nikolaev and Bermel,
2022). Additionally, a figure visually represent-
ing the distribution of human and LLM scores was
created using the ggplot2R package (Wickham,
2016a), which is part of the tidyverse ecosystem
(Wickham et al., 2019) and used to design graph-
ics according to the grammar of graphics approach
(Wickham, 2016b).

4 Results

4.1 Comparison of human and LLM scores

Figure 1 shows the distribution of scores, detailed
in sections 3.2 and 3.3, according to human quality
evaluation and LLM correctness judgment. The Y
axes contain the response counts, visually repre-
senting the distribution, while the X axes repre-
sent the score distributions according to both hu-
man and LLM judgment columns. The human-
evaluation scores plot has several peaks and is
more evenly distributed, while the LLM one has
2 major peaks with very few outliers, in which
responses got 0 or 1 scores and no 0.5 scores.
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This shows that the human evaluation scores var-
ied more on a scale from 0 to 1 while the LLM al-
most exclusively assigned the scores 0.25 or 0.75
and did not use the score 0.5 at all. Addition-
ally, figure 8 in the appendix A shows the aver-
age scores for automatic metrics and human qual-
ity evaluation (Human QE), which were also gen-
erated using the same R programming language
packages.

Figure 1: LLM and human scores distribution

Linear regression models were used to analyze
the relationships between the dependent variables,
human and LLM correctness judgments, and the
independent variables, which included multiple
language models such as GPT-3.5, GPT-4, and
Mistral. We found this approach to be particu-
larly well-suited for handling categorical indepen-
dent variables, offering significant advantages in
terms of flexibility and interpretability. Specifi-
cally, it allows the quantification of effect sizes
of each language model relative to a designated
baseline, either human or LLM judgment, offer-
ing deeper insights beyond simple comparisons of
group means. Furthermore, the framework accom-
modates extensions such as continuous predictors
and interaction terms, ensuring versatility in our
analysis. These features align seamlessly with our
research objectives, enabling a nuanced and com-
prehensive interpretation of the relationships be-
tween predictors and outcomes.

Figures 2 and 3 illustrate how well an LLM
can predict or explain the quality evaluations by
human and LLM (GPT-4-1106-preview) evalua-

tors. The dependent variables are human qual-
ity evaluation scores and LLM correctness judg-
ments, while the independent variables represent
different LLMs (GPT-3.5, GPT-4, and Mistral),
showcasing their influence on human and LLM as-
sessments and enabling a more precise compari-
son of alignment and similarities in judgment.

Figure 2: Human analysis linear regression model

Figure 3: LLM analysis linear regression model

Both figures show that human and LLM evalua-
tions attributed higher or better scores, which sur-
pass 0.75 on a scale from 0 to 1, to content gen-
erated by the GPT-4 model. However, GPT-3.5
was better evaluated in the human analysis than
in the LLM one. The scores did not drop below
the average of 0.50 for GPT-3.5 in human analy-
sis, while they did in the LLM evaluation scores.
Mistral models received scores below average in
both analyses. However, in LLM analysis, Mis-
tral’s scores exceeded 0.60 points while in the hu-
man one, it did not even reach 0.50 on average.
In conclusion, GPT-4 model responses were better
evaluated by both human and LLM analyses, the
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GPT-3.5 model was better evaluated only in hu-
man analysis and Mistral AI responses were better
evaluated only by the LLM one.

4.2 Network Analysis results
As there is no dependent variable in a Network
Analysis, it is possible to observe different posi-
tive or negative relationships, which indicate be-
haviors among multiple variables, represented by
the evaluation scores, without emphasizing a sin-
gle one. Figure 4 shows a Network Analysis of
all observed variables: qualitative, including hu-
man and LLM, and multiple deterministic met-
rics. It consists of nodes (independent variables)
that are connected by edges (statistical relation-
ships). These variables and edges are connected
in a spiral format representing statistical relation-
ships between them. The goal is to understand
how these variables interact with each other. The
code and logic used here follow the same ones
used in Nikolaev and Bermel (2022).

Figure 4: Correlation Network Analysis

The edges in the network (shown as lines) ex-
plain the co-variation structure among the ob-
served variables. The blue edges indicate a posi-
tive correlation, while the red edges signify a neg-
ative one. The color intensity reflects relationship
strength. Additionally, this method allows observ-
ing the relations between human versus LLM eval-
uation on one side, and the deterministic correct-
ness metrics relation on the other.

Figure 4 shows that human and LLM evalua-
tions are positively correlated, though the strength
of the association is weak to moderate, which can
be observed not only in the network but also in the
calculated strength of association (0.27). A weight
near 0.30 suggests a weak to moderate relation-
ship, while values closer to 1 indicate a stronger
association. On the deterministic side, human
evaluation is in a weak positive association with

the metrics token-overlap recall (0.20), ROUGE-
L precision (0.14), and F1 (0.13). This can be
connected to content accuracy since the more to-
ken overlap there is between the ground truth and
the LLM-generated response, the more it is possi-
ble to trust it was based on precise and verifiable
data. On the other hand, human evaluation has a
moderate negative association with BLEU (-0.33).
This may be due to the brevity penalty assigned by
BLEU to short responses. The LLM temperature
node does not influence other evaluations.

Centrality indices were also employed to vi-
sualize the relationships between automatic and
human evaluation metrics. Figure 5 was gen-
erated using the qgraph package with the
centralityPlot function (Epskamp et al.,
2018). Nodes represent variables, and edges show
statistical relationships in a network. Centrality in-
dices (strength, betweenness, closeness) quantify
node importance as standardized z-scores, with
higher scores indicating greater centrality or in-
fluence relative to the network average. Between-
ness represents the number of times a node lies
on the shortest path between other nodes, indicat-
ing its control over communication in the network;
Closeness is the inverse of the sum of distances
from a node to all other nodes, measuring how
close a node is to all other nodes; and Strength is
the sum of the absolute weights of all edges con-
nected to a node, representing how strongly con-
nected a node is to the network.

Figure 5: Closeness centrality index
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This centrality analysis ordered by closeness re-
veals distinct patterns. The automatic metrics dis-
play more strength and influence due to their quan-
titative nature while interacting with each other,
with token overlap and ROUGE being the strong
ones while BLEU is more peripheral. Human QE
demonstrates a neutral strength compared to the
deterministic metrics. Additionally, the between-
ness index shows that it serves as a bridge between
LLM evaluation and deterministic metrics. This
can be observed through its positive z-score. LLM
evaluation remains relatively isolated, suggesting
a unique perspective that aligns more closely with
human judgment, possibly due to their qualita-
tive nature, than with deterministic metrics. This
highlights the complementary nature of qualitative
and quantitative evaluations, while human or LLM
judgments can provide more holistic assessments,
the quantitative metrics offer a granular analysis of
quantitative aspects of text quality, such as token
overlap. This closeness plot and other centrality
ones also ordered by betweenness and strength are
included in the appendix A.

4.3 Qualitative analysis example

Figures 6 and 7 show an example of the ground
truth reference and a response generated by GPT-
4 for the prompt “Can you provide an example of
attaching a device to a slice using an SDK?”. The
human and LLM quality evaluations for this re-
sponse are given below the figures.

Figure 6: Ground truth context reference

Figure 7: GPT-4 response

• Human evaluation of GPT-4’s response:

“GPT-4 does not use the same style of short-
ening the code by using ellipsis between
parentheses. Instead, it provides example val-
ues that work similarly. This LLM did not
miss nor omit any imports necessary for the
code to work and focused on the main ob-
jective of the question. The additional note
on the prerequisite of having an active slice
is only relevant to the whole documentation
page. Since this is an answer to a direct
question, points were not deducted for that”.
Score: 1.0.

• LLM evaluation of GPT-4’s response:

“The answer is relevant to the question and
correct. It provides a code example of how
to attach a device to a network slice using
an SDK, which aligns with the ground truth
reference. However, it does not mention the
prerequisite of having an active slice or pro-
vide the link to learn about activating a slice,
which is included in the ground truth. There-
fore, it is not entirely complete”. Score: 0.25.

This example illustrates how human and LLM
quality analyses may differ. According to human
evaluation, when prompted with “Can you provide
an example of attaching a device to a slice using an
SDK?”, GPT-4’s response in Figure 7 did not con-
tain code or text errors and was more similar to
the ground truth content in Figure 6, so no points
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were deducted. However, according to the LLM
evaluation, mentioning that it is necessary to have
an active slice before attaching a device is consid-
ered important, and points were deducted from its
evaluation. Perhaps, a human might consider that
it is not necessary to repeat information since the
active slice requirement for device attachment is
mentioned upon slice creation and previous pages
in the documentation.

5 Discussion

As seen in the (4.2), human evaluation is still
somehow correlated with deterministic metrics,
even though not strongly, while LLM evaluation
is peripheral, only associating with the human one.
Overall, the deterministic metrics had higher cor-
relations amongst themselves, mostly likely due to
the token overlap between ground truth and gen-
erated content. It is important to remember that
“hallucinated” responses can also have high token
overlap without necessarily generating more accu-
rate responses relevant to a real use-case scenario.

On the other hand, human and LLM quality
analyses seem more closely related to each other,
even when using different frameworks to evalu-
ate quality. This shows that an increase in the
human evaluation variable relates to an increase
in the LLM one. Additionally, the linear regres-
sion model plots seemed to reflect similarities in
model preference by both human and LLM judg-
ment. However, as the distribution of human qual-
ity evaluation scores had several peaks, it could in-
dicate that the human evaluation had a more varied
score distribution, due to the detailed error typol-
ogy followed by the quality analysis type, while
the LLM analysis mostly considered correctness
and relevance as the main reference. Furthermore,
as illustrated by the qualitative example (4.3), the
assessments of a human evaluator and the LLM do
not always correspond to each other.

6 Conclusion and future work

This paper analyzed technical documentation con-
tent generated by three different LLMs using RAG
technology and compared the responses to product
documentation. Different types of analyses were
done: a qualitative analysis using DQF-MQM er-
ror typology by a technical writer, an automatic
LLM correctness assessment, and a deterministic
evaluation using BLEU, ROUGE, and token over-
lap. The evaluation scores were contrasted and

compared using Network Analysis, linear regres-
sion models, and a histogram with score distribu-
tion. Deterministic metrics have strong relation-
ships with each other, while human analysis cor-
relates moderately with LLM analysis and weakly
with deterministic metrics.

The DQF-MQM translation quality evaluation
framework was found to be a useful model also
for the evaluation of technical writing content and
shows potential for improving evaluation methods
in the generative AI field. The current study is lim-
ited by involving only one technical writer as an
evaluator, but the approach can provide a basis for
further studies involving multiple evaluators. Fu-
ture work could also include integrating such qual-
itative evaluation frameworks to evaluation pack-
ages like Continuous-eval for a more granular ap-
proach to evaluating LLM output.

Overall, the evaluation results indicate that
LLMs are not yet ready as producers of novel
content or standalone solutions for technical writ-
ing content. Future research is likely to con-
tinue exploring methods for enhancing chatbot
responses for technical documentation purposes
through RAG or different prompting techniques
such as chain-of-thought (Wei et al., 2024). Devel-
oping novel and reliable quality evaluation meth-
ods is therefore also an essential challenge for pos-
itive advancements in this area.

7 Limitations

The dataset is relatively small with a total of 72
responses analyzed. However, the responses were
relatively long with several of them comprising
whole Markdown pages. The evaluations, though
subjective with only one evaluator, are informed
by their expertise as a professional technical writer
familiar with the product. Additionally, using a
proprietary RAG chatbot technology limited the
possibility of providing a more detailed technical
description here.
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Figure 8: Human QE and deterministic averages
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Figure 9: LLM and human scores distribution
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Figure 10: Human analysis linear regression
model
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Figure 11: LLM analysis linear regression model
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Figure 12: Correlation Network Analysis
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Figure 13: Ground truth context reference
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Figure 14: GPT-4 response
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Figure 15: Closeness centrality index
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