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Abstract
Traditional data collection methods in
dialectology rely on structured surveys,
whose results can be easily presented
on printed or digital maps. But in re-
cent years, corpora of transcribed dialect
speech have become a precious alterna-
tive source for data-driven linguistic anal-
ysis. For example, topic models can be
advantageously used to discover both gen-
eral dialectal variation patterns and spe-
cific linguistic features that are most char-
acteristic for certain dialects. Multilingual
(or rather, multilectal) language modeling
tasks can also be used to learn speaker-
specific embeddings. In connection with
this paper, we introduce a website that
presents the results of two recent studies in
the form of interactive maps, allowing vis-
itors to explore the effects of various pa-
rameter settings. The website covers two
tasks (topic models and speaker embed-
dings) and three language areas (Finland,
Norway, and German-speaking Switzer-
land). It is available at https://www.
corcodial.net/.

1 Introduction

The traditional data collection method in dialectol-
ogy has relied on structured surveys conducted in
a particular language area. The results of such sur-
veys can be presented in maps, typically one map
per linguistic feature. These collections of maps,
known as dialect atlases, are an important source
of information about dialect divisions of different
languages. For instance, the dialect atlas of Lauri
Kettunen (Kettunen, 1940) still forms the basis of
the division of Finnish dialects, even though it was
collected almost 100 years ago.

As this example shows, dialect atlases were typ-
ically conceived in the first half of the 20th cen-

tury and presented as paper maps. This poses
problems of accessibility for modern dialectology,
where computational models are often applied on
dialect data, e.g. in the subfield of dialectometry
(Goebl, 2011). Some atlases have already been
digitized and can thus be used in computational
analyses (Embleton and Wheeler, 1997; Scherrer
and Stoeckle, 2016; Syrjänen et al., 2016). When
digitized, the atlases are typically presented as
two-dimensional data tables where the columns
present linguistic features and the rows locations.
Digitized atlases also make interactive visualiza-
tions possible (Scherrer, 2023).

In our recent research, we have experimented
with topic modeling (Kuparinen and Scherrer,
2024) and representation learning (Kuparinen and
Scherrer, 2023) to explore the dialectal divisions
arising from corpora instead of atlases. Dialect
corpora typically consist of spoken data (mostly
interviews) which have been phonetically tran-
scribed. Compared to the straightforward two-
dimensional tabular data presented in dialect at-
lases, corpus data is more difficult to analyze com-
putationally, because individual characteristics of
speakers (addressed topics, length of interview,
richness of vocabulary, etc.) are mixed with di-
alect features.

In the following sections, we briefly present the
data and experiments, while focusing on the inter-
active website visualizing the results.

2 Data

We work with three datasets consisting of dialect
interviews or conversations, which have been both
phonetically transcribed and normalized to a stan-
dard variety. The datasets cover the Finnish, Nor-
wegian and Swiss German language areas.

While the topic modeling experiments (Sec-
tion 3.1) only make use of the phonetic tran-
scriptions, the representation learning study (Sec-
tion 3.2) is based on a dialect-to-standard normal-

634

https://www.corcodial.net/
https://www.corcodial.net/


ization task and uses both transcription layers.

2.1 Samples of Spoken Finnish

The Finnish data used in the experiments and vi-
sualized on the website comes from the Sam-
ples of Spoken Finnish corpus (fi. Suomen kie-
len näytteitä, SKN).1 The corpus consists of in-
terviews recorded in the 1960s and 1970s in 50
Finnish-speaking locations (Institute for the Lan-
guages of Finland, 2021). There are two speak-
ers per location (with one exception) and approx-
imately one hour of speech per person. The in-
terviews were phonetically transcribed by pro-
fessionals and normalized manually to standard
Finnish. In total, the corpus contains 99 interviews
and represents traditional Finnish dialects compre-
hensively.

2.2 Norwegian Dialect Corpus

For Norwegian, we use a subset of the Nordic
Dialect Corpus (Johannessen et al., 2009), which
contains spoken language data from the North
Germanic languages.2 The Norwegian part
(named Norwegian Dialect Corpus, NDC) is the
largest and most thorough in transcription of the
different subcorpora. There are 684 interviews (ei-
ther with a single interviewee or with several) and
438 individual interviewees. For our experiments
and visualizations, each data point represents the
concatenation of all productions of one intervie-
wee. The recordings were made between 2006
and 2010 and included speakers of different age
groups. The recordings were phonetically tran-
scribed and normalized to Bokmål.

2.3 ArchiMob Corpus (Swiss German)

The Swiss German data comes from the ArchiMob
corpus (Samardžić et al., 2016; Scherrer et al.,
2019), which consists of interviews conducted be-
tween 1999 and 2001.3 It contains 43 phoneti-
cally transcribed interviews, which are used for
the topic modeling experiments. We do not use
this corpus for the representation learning experi-
ments, since only six interviews were normalized
manually (and the rest automatically).

1http://urn.fi/urn:nbn:fi:
lb-2021112221, Licence: CC-BY.

2http://www.tekstlab.uio.no/
scandiasyn/download.html, Licence: CC BY-
NC-SA 4.0.

3https://www.spur.uzh.ch/en/
departments/research/textgroup/ArchiMob.
html, Licence: CC BY-NC-SA 4.0.

3 Experiments

3.1 Topic modeling

The topic modeling experiments are conducted on
all three datasets presented in Section 2. We used
two topic modeling techniques and five tokeniza-
tion techniques to explore the dialect divisions of
the three focus languages. The used models were
non-negative matrix factorization (NMF; Paatero
and Tapper 1994) and latent Dirichlet allocation
(LDA; Blei et al. 2003), while the tokenizations
were complete words, character n-grams from 2
to 4, and Morfessor-based subword tokenization
(Smit et al., 2014). A more thorough explanation
of the methodology and best results can be found
in Kuparinen and Scherrer (2024).

3.2 Representation learning

In the second experiment, we trained a neural ma-
chine translation model to “translate” the phonetic
transcriptions to standardized spelling. We used a
relatively standard setup based on the Transformer
architecture (Vaswani et al., 2017) and subword
tokenization with BPE (Sennrich et al., 2016).
Taking inspiration from multilingual translation
modeling (e.g. Johnson et al., 2017), the speaker
ID was added as the first token of each utterance
on the source side. After training the model, we
extracted the learned embeddings of these speaker
IDs and used them as input data for three dimen-
sionality reduction algorithms.

The dimensionality reduction algorithms were
principal component analysis (PCA; Hotelling
1936), k-means clustering (MacQueen, 1967) and
Ward agglomerative clustering (Ward Jr., 1963).
The PCA is run with three principal components
for visualization purposes (each component repre-
sented as a color in the RGB color scheme), while
the clustering algorithms are run with the number
of clusters ranging from 2 to 20. For further in-
formation on the experimental design and a quan-
titative evaluation of the clustering algorithms, see
Kuparinen and Scherrer (2023).

4 Visualization

The website https://www.corcodial.
net/ provides interactive visualizations of the
two experiments described in the previous section.
The maps are drawn with the Leaflet4 mapping
toolkit. The map backgrounds use the Stamen

4https://leafletjs.com/
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Figure 1: Interactive visualization of a topic modeling experiment for Swiss German. Each point repre-
sents one interview. The colored pie charts reflect the degree of membership in the different topics.

terrain style from Stadia Maps,5 which are based
on OpenStreetMap data.6 The server-side backend
is implemented in Flask.7 All these libraries and
sources are licensed under Creative Commons
or other open source licenses. The current setup
does not require any database, since all the data is
available in precomputed CSV or JSON files.

Figure 1 shows a screenshot of a topic model-
ing experiment. The map itself takes up most of
the screen, whereas the rightmost part is reserved
for user interaction (e.g. to select a different pa-
rameter) and metadata display (e.g. the legend as-
sociating colors to topics). Each point on the map
corresponds to one interview and each color cor-
responds to one inferred topic. The main bene-
fit of topic models is that an interview can “be-
long” to several topics to varying degrees. The
pie charts on the maps show the degree of mem-
bership to the different topics. A simpler visu-
alization that only shows the dominant topic for
each interview, is available by selecting Dominant
topic. Further information about the composition

5https://stadiamaps.com/
6https://www.openstreetmap.org
7https://flask.palletsprojects.com/

of the topics (i.e., the tokens most strongly asso-
ciated with each topic) can be shown in a popup
window (not shown in Figure 1).

Technically, and quite similarly to geographic
information systems in general, such a visualiza-
tion relies on two data files: a corpus-specific Geo-
JSON file that describes the points (with their co-
ordinates and IDs), and a task-specific JSON file
that contains the distribution of topics for each
point. Leaflet makes it easy to add the GeoJSON
file as an additional layer on top of the map back-
ground, and to define the style (e.g. the colors) of
each point based on the JSON file.

A particularity of corpus-based analyses is that
there can be several interviewed persons from the
same place, and the corresponding points on the
map would be superimposed. The current imple-
mentation detects superimposed points and moves
them away from their original locations to ensure
their visibility. We plan to further improve this
functionality.

The representation learning experiment is il-
lustrated by Figures 2 and 3. Figure 2 shows
a PCA of the speaker embeddings of the Nor-
wegian NDC dataset. As is commonly the case
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Figure 2: PCA map fragment of the learned
speaker representations of the NDC dataset. The
three PCA components correspond to the red–
green–blue components of the colors.

with dimensionality reduction techniques, the map
clearly shows the major dialect areas (Southwest-
ern dialects in dark brown, Eastern dialects in red,
central dialects in light blue and northern dialects
in light green), without showing clear-cut borders
between the areas.

Figure 3, on the other hand, visualizes the
speaker embeddings of the Finnish SKN dataset.
In this case, a hierarchical clustering algorithm has
been selected. The result shows clearly identi-
fiable dialect areas corresponding relatively well
with atlas-based divisions.8 An exception is the
cluster represented in blue on the map, which in-
cludes points in the Greater Helsinki area, in a
transition area in the Southwest, as well as in
Northern Finland. At the moment, the visualiza-
tion website supports two clustering algorithms
(Ward and K-means) and any number of clusters

8The dendrogram of the hierarchical clustering can be dis-
played on demand (not shown here).

Figure 3: Cluster map of the learned speaker rep-
resentations of the SKN dataset. The clustering
is created with the Ward algorithm and displays 8
clusters.

between 2 and 10.

5 Conclusion

Following up on our recent research where we
propose to use topic modeling and representation
learning to explore the dialectal divisions arising
from corpora of transcribed dialect speech, we
present an interactive website where it is possi-
ble to view the experimental results in the form
of maps. Different parameter settings and modes
of visualization can be easily chosen.

At the moment, the website covers two tasks
(topic modeling and representation learning) and
three linguistic areas (Finland with the SKN cor-
pus, Norway with the NDC corpus, and German-
speaking Switzerland with the ArchiMob corpus).
The design of the website is modular and permits
the easy inclusion of additional tasks, language ar-
eas and corpora.
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