
Proceedings of the Joint 25th Nordic Conference on Computational Linguistics and 11th Baltic Conference on Human Language Technologies
(NoDaLiDa/Baltic-HLT 2025), pages 252–257

March 3-4, 2025 ©2025 University of Tartu Library

Question-parsing with Abstract Meaning Representation enhanced by
adding small datasets

Johannes Heinecke1, Maria Boritchev2, Frédéric Herledan1

1Orange Innovation, 2 avenue Pierre Marzin, 22300 Lannion, France
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Abstract

Abstract Meaning Representation (AMR)
is a graph-based formalism for represent-
ing meaning in sentences. As the an-
notation is quite complex, few annotated
corpora exist. The most well-known and
widely-used corpora are LDC’s AMR 3.0
and the datasets available on the new AMR
website. Models trained on the LDC
corpora work fine on texts with similar
genre and style: sentences extracted from
news articles, Wikipedia articles. How-
ever, other types of texts, in particular
questions, are less well processed by mod-
els trained on this data. We analyse how
adding few sentence-type specific annota-
tions can steer the model to improve pars-
ing in the case of questions in English.

1 Introduction

Abstract Meaning Representation (Banarescu
et al., 2013) provides a framework to model the
meaning of a sentence, notably actions, events or
states and their participants. AMR relies heavily
on (verbal) concepts defined in PropBank (Kings-
bury and Palmer, 2002; Palmer et al., 2005), e.g.
bear-02 in figure 1, PropBank’s sense -02 for
the verb “to bear”. Instances are indicated by a
following “/”, e.g., p being an instance of the
concept person. The names of the variables
do not have any other semantics than being dis-
tinct. Relations are indicated by an initial colon
(e.g. :ARG1, :time). Literals (strings and num-
bers) lack a preceding instance and “/” (c.f. “Eliz-
abeth” and 1926 in the example in figure 1). This
serialised format, shown in figure 1 left, is called
PENMAN (Kasper, 1989).

The largest available corpus used to train mod-
els capable of parsing sentences from natural
languages into AMR graphs, called AMR 3.0,

(b / bear-02
:ARG1 (p / person

:name (n / name
:op1 "Queen"
:op2 "Elizabeth"))

:time (d / date-entity
:year 1926))

Figure 1: AMR graph for “Queen Elizabeth was
born in 1926” in PENMAN format.

LDC2020T021, is provided by the Linguistic Data
Consortium (LDC). This corpus is composed of
nearly 59 000 sentences and corresponding AMR
graphs. The data contains discussions from fo-
rums (partly technical), news reels, translations to
English of Chinese news broadcasts, along with
a part originating from English Wikipedia pages
and Aesop’s fables (see LDC2020T02 documen-
tation).

The problem we address in this article is the
following: the gold data currently available for
AMR parsing is very homogeneous in form as it
is composed of declarative, informative sentences.
Training models on such data yields lower-than-
expected results for parsing of questions in AMR.
We add a small dataset of questions to the training
data to bypass this problem. Even if we were intu-
itively expecting this kind of result, we were able
to confirm it and measure improvement.

2 Related Work

Domain type adaptation research for AMR has
been attempted in several contexts and perspec-
tives, one of the most well-known leading to the
development of Bio-AMR2. Bio-AMR includes
texts from the biomedical domain, extracted from
PubMed3. Vu et al. (2022) conducted a research

1Knight et al. (2020), https://catalog.ldc.upenn.edu/
LDC2020T02

2Available on the new AMR webpage: https://github.com/
flipz357/AMR-World

3https://pubmed.ncbi.nlm.nih.gov/
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on AMR of data outside news article excerpts, fo-
cusing on the legal documents domain, using a
gold dataset. The parsing results were not very
conclusive, and the authors provide a detailed dis-
cussion of this result. Among the explanations for
the models not-so-good performances, two stand
out: first, legal documents contain mostly sen-
tences longer than the ones from LDC datasets;
then, the models faced out-of-vocabulary (OOV)
issues, as some concepts, specific to the legal do-
main, were not defined in PropBank. This latter
issue comes from the semantic difference between
the news and the legal documents domains.

Lee et al. (2022) experimented on sentence-
type adaptation through both algorithmic and data-
based research. They created and released the
QALD-9-AMR corpus, built on top of QALD-9
data (Usbeck et al., 2018). It contains AMR anno-
tations for natural language questions in English,
originally provided for executable semantic pars-
ing. Lee et al. (2022) further mention one unavoid-
able difficulty for domain adaptation which is out-
of-vocabulary named entities and their types, that
cannot be solved without using domain-specific
corpora. The authors compare the usage of silver
data with that of human annotation for QALD-9.

3 AMR Parsing of Short Questions

In this section, we present our data and our pars-
ing methods, followed by first observations and
hypotheses.

Corpora The AMR 3.0 corpus mainly contains
sentences from newspapers and a small part of
Wikipedia. There is almost no real question in this
corpus (apart from a few rhetorical ones). Our hy-
pothesis is that a model trained on this data will
not perform well on question parsing. Thus, our
research question is to see whether it is possible
to improve the model’s performance on questions
by adding a small corpus of short questions to its
training data (i.e. AMR 3.0 train).

The data we used in this article is the following:

a. AMR 3.0, about 55 000 sentences for train-
ing, 1 722 sentences for validation and 1 898
sentences for test.

b. QALD-9 Lee et al. (2022)4, contains 400
(train) and 150 (test) questions taken from the
QALD-9 project and annotated using AMR.

4https://github.com/IBM/AMR-annotations

The test set of QALD-9 contains 13 sentences
which are also in the train corpus and in the
QALD-7 and QALD-8 data which served as
input for QUEREO. We deleted them from
the QALD-9 test set, and use only the 137 re-
maining sentences. (c.f. fig. 2).

c. QUEREO: a corpus we created, which con-
tains 406 (training) short, quiz-like ques-
tions of the same type as the ones in
QALD-9, coming amongst other sources
from QALD-7, QALD-8. The 406 sentences
are equally divided between questions and
the corresponding answers.

About 25% of the questions and all answers in
QUEREO were formulated prior to the AMR an-
notation by human annotators from our team5 (cf.
fig. 3 and 4). Table 1 details the size of the cor-
pora. An answer can often be formulated in vari-
ous ways: “Edinburgh is the capital of Scotland”
and “the Scottish capital is Edinburgh”, yielding
very similar AMR graphs.

QUEREO was created by two annotators
by correcting AMRlib’s output annotations and
checking PropBank concepts and associated ar-
guments. The computation of pairwise Smatch
scores shows a relatively good quality of annota-
tion with an inter-annotator agreement of 87.37%.
In case of disagreement, the best annotation was
chosen manually by a third annotator.

corpus training dev. test
AMR 3.0 55 635 1 722 1 898
QALD-9 AMR 357 51 137
QUEREO 358 48 0

Table 1: Number of sentences in the used corpora.
QALD-9 only comes with a train and a test set.
We split 51 sentences from the training corpus in
order to have a development set as well.

Parser We use a slightly modified version of the
AMRlib6 parser, which can use as an underlying
language model models other than T5. In our case,
we adapted AMRlib to use the multilingual ver-
sion MT5 and FLAN-T5. The base data is the

5The annotators used the official AMR annotation guide-
lines available at https://github.com/kevincrawfordknight/
amr-guidelines/blob/master/amr.md. The AMR annotation
was undertaken using metAMoRphosED (https://github.com/
Orange-OpenSource/metamorphosed/) (Heinecke, 2023)

6https://github.com/bjascob/amrlib
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(e / erupt-01
:ARG1 (v / volcano

:mod (a / amr-unknown)
:location (c / country

:name (n / name
:op1 "Japan")))

:time (s / since
:op1 (d / date-entity

:year 2000)))

“Which volcanos in Japan erupted since 2000?”

Figure 2: Example question from QALD-9 test
corpus

(g / game
:name (n / name

:op1 "Winter"
:op2 "Olympic"
:op3 "Games")

:time (d / date-entity
:year 2010)

:location (c / city
:mod (a / amr-unknown)))

“In which city did the 2010 Winter Olympic
Games take place?”

Figure 3: Example question from our corpus

AMR 3.0 corpus, which we augment with datasets
containing short questions. We trained the mod-
els using either T5 (Raffel et al., 2020), FLAN-T5
(Chung et al., 2022) or MT5 (Xue et al., 2021) as
underlying language model (base size in all four
cases). For evaluation, we use the Smatch pack-
age (Cai and Knight, 2013)7.

Observations We have noticed that models re-
lying on the AMR 3.0 corpus perform less well
in terms of Smatch F1 when it comes to ques-
tions and answer sentences, both in QALD-9 and
our own data. Questions in QALD-9 are mostly
short sentences, so generally a better performance
would be expected. Table 2 shows these initial
results on models trained by fine-tuning different
language models.

Even though the results for QALD-9 are bet-
ter than the ones for AMR3.0, we were expect-
ing a larger difference in figures. The sentences
in QALD-9 are much shorter compared to the
ones from AMR3.0: 43.6 characters/sentence for
QALD-9, 112.0 characters/sentence for AMR3.0.

Hypotheses This under-performance could be
due to two factors: the slightly different syntax
of questions with respect to declarative sentences
(e.g. “to do” periphrasis in English or the “est-

7https://github.com/snowblink14/smatch

(g / game
:name (n / name

:op1 "Olympic"
:op2 "Winter"
:op3 "Games")

:time (d / date-entity
:year 2010)

:location (c / city
:name (n2 / name

:op1 "Vancouver")))

“The 2010 Olympic Winter Games took place in
Vancouver.”

Figure 4: Example answer from our corpus

LM AMR 3.0 QALD-9
T5 81.8 87.2
FLAN T5 82.2 86.4
MT5 (en-fr) 81.6 85.7

Table 2: Results on the AMR3.0 test corpus and
the QALD-9 test corpus. All models were trained
on AMR3.0 train corpus only.

ce que” construction in French), or the missing
coverage of vocabulary used in QALD-9 and our
questions compared to the AMR 3.0 training cor-
pus (for instance the concepts abbreviate-01,
skateboard-01 or novelist). Therefore, if
the parser encounters an unknown concept, a so-
lution is to use a fake concept appending “-01”
to the concept’s name. However, we do not en-
counter this particular problem in our setting yet.

In the remainder of this paper we describe our
AMR parsing based on our version of AMRlib, the
additional data and the obtained results.

4 Effect of Adding Questions to the
Training Data

After our first observations, we trained models us-
ing different combinations of augmented data.

Experimental setup In a first step we trained
three models using the AMR 3.0 training corpus.
This gives us our baseline results (table 2), for the
AMR 3.0 test corpus and the QALD-9 test corpus.

We then extended the training data with the
QALD-9 training data, with our data, and finally
with both. The QALD-9 AMR comes in two files,
a training and a test corpus. We took 51 sentences
from the training corpus to have a development
corpus (see table 1). We used QALD-9 AMR’s
test corpus to test our model for the sake of repro-
ducibility of our research results.
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LM lg. train data test data
AMR 3.0 QALD-9

T
5

E
ng

lis
h baseline 81.8 87.2

+ QUEREO 82.0 (+0.2) 86.8 (–0.4)

+ QALD-9 81.9 (+0.1) 90.0 (+2.8)

+ QR. + Q9 82.0 (+0.2) 89.5 (+2.3)

FL
A

N
-T

5

E
ng

lis
h baseline 82.2 86.4

+ QUEREO 82.4 (+0.2) 86.8 (+0.4)

+ QALD-9 82.1 (–0.1) 89.7 (+3.3)

+ QR. + Q9 82.1 (–0.1) 89.6 (+3.2)

M
T

5

E
n

+
Fr

baseline 81.6 85.7
+ QUEREO 81.4 (–0.2) 86.6 (+0.9)

+ QALD-9 81.8 (+0.2) 89.8 (+4.1)

+ QR. + Q9 81.8 (+0.2) 89.6 (+3.9)

Table 3: Test results: Best figures for a test cor-
pus with the same language model (T5, FLAN-
T5, MT5) in italics, best overall score in bold.
QR stands short for QUEREO, Q9 stands for
QALD-9. The baseline is a corpus trained only on
the AMR 3.0 training data, the difference with re-
spect to the baseline is shown in small digits. The
baseline is taken from table 2.

Results The results are shown in table 3. The
baseline (already shown in table 2) is given by the
models trained only on AMR 3.0 training data pro-
vided by LDC. Adding a little additional data to
the AMR 3.0 training corpus we were able to im-
prove significantly the parsing results, even for the
AMR 3.0 test data. This is independent of the un-
derlying language model.

5 Discussion

In this paper we showed that even minor additions
to the standard AMR 3.0 training corpus can have
big impacts on the performance of an AMR parser
for a new sentence type, syntactic in the case of
questions. Next, we plan on taking our studies fur-
ther by annotating a domain specific corpus in the
domain of artificial intelligence) or noisy data.

We are aware of the problems of Smatch-based
evaluation, and we follow the other algorithms for
AMR comparison that have been proposed, in par-
ticular semantic Smatch such as S2match (Opitz
et al., 2020). In future work, we would like to
broaden our exploration of the benefits of adding a
small corpus of specialised examples through dif-
ferent dimension of AMR, using different types of
evaluation metrics.

The exploration conducted in this paper has fo-

cused on one method of parsing, the one provided
by our extended version of AMRlib. It would be
interesting for us to test whether the data augmen-
tation results presented here are coherent through-
out the different parsing methods, in particular in
using the most efficient parsing methods for AMR
such as MBSE (see Lee et al. (2022)).

We would also like to conduct an exploration
of errors similar to the one presented in Boritchev
and Heinecke (2023) to be able to quantify and
qualify the remaining percentages of mistakes.
The goal then would be to use pre- and post-
processing methods to accommodate these errors
when possible.

We only worked with short questions, quiz-like,
since we were not (yet) able to annotate corpora
with longer questions or more complex types of
questions. The questions in the additional cor-
pora (QALD-9 and QUEREO) are given with-
out a proper context. If we were to parse dia-
logues, coreference resolution and ellipsis resolu-
tion should be considered.

6 Further Work: Beyond English

The work presented in the current article only con-
cerns English, since gold AMR data is only avail-
able for this language. Another problem is that the
AMR3.0 training corpus is translated to other lan-
guages using machine translation, so errors in this
translation may influence the results.

Even though AMR has explicitly not been de-
veloped to be an interlingua for multi-lingual pro-
cessing, it is in fact used exactly for this. A man-
ual translation of the AMR test corpus sentences
into Chinese, German, Italian and Spanish is pro-
vided by LDC (LDC2020T078). In order to an-
notate non-English text in AMR, two variants for
multi-lingual AMR can be found in the literature:
1) annotating non-English sentences using a lan-
guage specific set of concepts, i.e. instead of the
(English) PropBank, concepts from language spe-
cific thesauri are used (e.g. Chinese AMR, (Li
et al., 2016), Spanish (Migueles-Abraira et al.,
2018), Turkish (Oral et al., 2022) amongst others)
or 2) English AMR graphs represent the mean-
ing of non-English sentences (Damonte and Co-
hen, 2018; Blloshmi et al., 2020; Uhrig et al.,
2021; Cai et al., 2021; Heinecke and Shimo-
rina, 2022). We followed the latter approach by
machine-translating the sentences of the AMR 3.0

8Damonte and Cohen (2020)
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corpus into French and training baseline models
using this translation. We used Google Machine
Translation (Wu et al., 2016) and No Language
Left Behind (NLLB, Costa-jussà et al. (2022)).

For the training of the French corpus we only
finetuned MT5. In addition we created a multi-
lingual model (based on MT5) by concatenating
and shuffling the English and French training and
validation corpora. In this case we have an En-
glish and a French sentence for each AMR graph.
The first results look very similar to the results de-
scribed in this paper as shown in table 4 for French
on QALD-9. Table 5 shows the results for French
(similar to table 3 for English).

Another approach we would like to explore is
the transition from AMR to Uniform Meaning
Representation (UMR) (Bonn et al., 2024). As
UMR is designed to be “cross-linguistically plau-
sible”, the multilanguage considerations are inher-
ent to the UMR annotations, making them partic-
ularly interesting for our type of investigations.

LM AMR 3.0 QALD-9
MT5 (fr) 74.8 81.4
MT5 (en-fr) 74.6 80.8

Table 4: French: Results of the AMR3.0 test cor-
pus and the QALD-9 test corpus.

LM lg. train data test data
AMR 3.0 QALD-9

M
T

5

Fr
en

ch

baseline 74.8 81.4
+ QUEREO 74.8 (±0.0) 82.3 (+0.9)

+ QALD-9 74.7 (-0.1) 84.4 (+3.0)

+ QR. + Q9 75.0 (+0.2) 84.6 (+3.2)

M
T

5

E
n

+
Fr

baseline 74.6 80.8
+ QUEREO 74.5 (–0.1) 81.6 (+0.8)

+ QALD-9 74.9 (+0.3) 85.5 (+4.7)

+ QR. + Q9 74.9 (+0.3) 85.5 (+4.7)

Table 5: French test results: Best figures for a test
corpus with the same language model (MT5) in
italics, best overall score in bold. QR stands short
for QUEREO, Q9 stands for QALD-9.
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