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Introduction

We are pleased to welcome you to NLP4Ecology 2025, the 1st International Workshop on Ecology,
Environment, and Natural Language Processing. This first edition debuts in a hybrid format on March
2nd, 2025, co-located with the Joint 25th Nordic Conference on Computational Linguistics and the 11th
Baltic Conference on Human Language Technologies (NoDaLiDa/Baltic-HLT 2025) in Tallinn, Estonia.

The NLP4Ecology workshop provides a venue for publication and exchange between the Natural Lan-
guage Processing (NLP) community and stakeholders from different disciplines. It aims to explore how
computational linguistics and NLP tools, methods, and applications can contribute to addressing urgent
environmental challenges—not only climate change, which has received the most research attention so
far due to its visibility and quantifiability, but also broader ecological crises affecting humans, non-human
animals, and ecosystems worldwide. Tackling these issues requires interdisciplinary action, and the NLP
community has a crucial role to play. The responsibility to address these challenges extends beyond
scientists directly involved in climate and environmental studies—it is a shared duty.

NLP4Ecology aims to attract a highly interdisciplinary audience, welcoming contributions at the inter-
section of linguistics, ecology, and computer science, especially from fields such as AI, computational
linguistics, digital humanities, ecolinguistics, ethics, philosophy, and environmental humanities. Our
goal is to expand research and collaboration and to empower the NLP community to take an active role
in addressing the ecological crisis through innovative and collective action.

This year’s program includes a keynote lecture and three presentation sessions. We received 21 submis-
sions, including 10 long papers, 7 short papers, and 4 research communications. Our Program Committee
(PC) consisted of 11 early-career and 5 senior researchers, each responsible for reviewing two to three
papers. Every submission was double-blind reviewed by two PC members, and we carefully considered
their assessments in making our final selection. The PC members did an outstanding job, and we sin-
cerely thank them for their invaluable contributions to maintaining a high-quality program. In the end,
we accepted 15 papers: 7 long papers, 6 short papers, and 2 research communications (the latter not
included in the proceedings). These numbers yield an overall acceptance rate of 71.4

In organizing this hybrid workshop, we sought to preserve as much as possible the engagement and
interaction of a fully in-person event. The program includes 7 oral presentations in the opening and
closing sessions, while the poster session in between features 9 poster presentations.

Topic-wise, the workshop includes contributions on the development and evaluation of NLP models for
ecological and environmental applications, including Green NLP efforts and mitigating anthropocentric
biases in large language models. Several papers focus on corpus creation, entity recognition for envi-
ronmental concepts, and information extraction in the contexts of biodiversity, climate change, and sus-
tainability. Other studies investigate topic modeling and discourse analysis of environmental narratives,
covering online discussions, policy documents, and scientific texts. We also feature work on sentiment
and emotion analysis in ecological discourse, multilingual approaches to environmental communication,
recommender systems for renewable energy communities, and NLP methods for environmental monitor-
ing and advocacy.

Regarding language diversity, the accepted papers explore datasets and experiments involving 6 lan-
guages, including English, Finnish, Portuguese (Brazilian), Russian, Spanish, and Italian. By discussing
environmental issues from a multilingual perspective, the workshop provides a valuable opportunity to
highlight cultural differences in how ecological challenges are framed and addressed across languages.

A workshop of this scale requires the advice, support, and enthusiastic participation of many individuals,
to whom we express our deepest gratitude. We especially thank our keynote speaker, Tommaso Caselli
(University of Groningen), for his inspiring talk on "Climate Crises, Vegan Meat, and Sustainable Fuels:
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How Words Shape Reality". We also extend our appreciation to the Program Committee members for
their time and dedication in shaping an excellent technical program. Finally, we thank all the authors
and participants for making the first edition of NLP4Ecology a success and contributing to the growth of
research at the intersection of NLP, ecology, and environmental discourse.

The NLP4Ecology Program Chairs (in Alphabetical Order)

Valerio Basile, University of Turin, Italy

Cristina Bosco, University of Turin, Italy

Francesca Grasso, University of Turin, Italy

Muhammad Okky Ibrohim, University of Turin, Italy

Maria Skeppstedt, Uppsala University, Sweden

Manfred Stede, Potsdam University, Germany
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Keynote Talk
Climate Crises, Vegan Meat, and Sustainable Fuels: How

Words Shape Reality
Tommaso Caselli

University of Groningen

Abstract: The words we choose, the contexts in which they are uttered, and the actors conveying these
utterances all have a critical role in the way we create narratives that influence our perception of reality.
In some cases these narratives can be so strong that they defy the appearance: referring to the increase
of the earth’s temperature as “global warming” hinders the destructive effects that higher temperatures
have on the climate and the livability of the planet. “Vegan meat” is an oxymoron but the anchoring
between the established concept (animal-based food) and the new one (plant-based alternative) can favor
the acceptance of the latter in the protein transition debate. When presenting “sustainable fuels” as green
solutions for mobility, companies fail to specifiy that sustaianbility is just a reduction of CO2 production
when compared to fossil fuels. This talk is focused on the linguistic devices and their use to convey nar-
ratives where NLP is a methodology to uncover how the use of words affect the perceptions of different
issues related to the ecological transition.

Bio: Dr. Tommaso Caselli is Assistant Professor in Computational Semantics at the Center for Language
and Cognition (CLCG) of the Faculty of Arts of the University of Groningen. His main research interests
are in event extraction and framing, hate speech and misinformation detection and countering. He is
one of the founders of the “Event and Stories in the News” workshop series and the co-editor of the
volume “Computational Analysis of Storylines” (CUP, 2021). He has been involved in the organization
of several semantic evaluation campaigns for NLP for English and Italian. He has covered (senior) area
chair positions (COLING, ACL, EMNLP, EACL) and his work is featured in major *CL conferences
and journals. He has been awarded two “Outstanding Paper Award” (COLING 2022; ACL 2023) and
one “Best Paper Award” (AACL 2022). Since November 2024, he is the coordinator of the theme “AI
and Language” of the Jantina Tammes School of Digital Society, Technology, and AI of the University
of Groningen.
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Abstract

Green practices are everyday activities
that support a sustainable relationship be-
tween people and the environment. De-
tecting these practices in social media
helps track their prevalence and develop
recommendations to promote eco-friendly
actions. This study compares machine
learning methods for identifying men-
tions of green waste practices as a multi-
label text classification task. We fo-
cus on transformer-based models, which
currently achieve state-of-the-art perfor-
mance across various text classification
tasks. Along with encoder-only models,
we evaluate encoder-decoder and decoder-
only architectures, including instruction-
based large language models. Experi-
ments on the GreenRu dataset, which con-
sists of Russian social media texts, show
the prevalence of the mBART encoder-
decoder model. The findings of this study
contribute to the advancement of natural
language processing tools for ecological
and environmental research, as well as the
broader development of multi-label text
classification methods in other domains.

1 Introduction

Growing environmental challenges and climate
change have led governments to develop adap-
tation and mitigation policies. These policies
are expected to influence people’s behavior, shap-
ing what are known as social practices (Giddens,
1984). However, it is unclear whether these prac-
tices are becoming more eco-friendly or how they
can be improved to better address the environmen-
tal crisis.

Green practices are social actions aimed at har-
monizing the relationship between people and the

environment by reducing resource consumption,
waste, pollution, and emissions (Zakharova et al.,
2021). Studying the prevalence of green waste
practices is crucial to give people new ideas for
promoting and expanding these actions (Lamphere
and Shefner, 2018; van Lunenburg et al., 2020).
Despite this, awareness of these practices in soci-
ety remains limited.

To fill this gap, researchers need to collect and
analyze large amounts of data on green waste prac-
tices. Social media provides a rich repository of
environmental information, but manually review-
ing posts is time-consuming and inefficient. Auto-
mated approaches, such as deep learning and con-
tent analysis, can contribute to solving this prob-
lem. However, to date, only a limited number
of studies have used big data tools to investigate
green waste practices (Haines et al., 2023; Za-
kharova et al., 2023; Sivarajah et al., 2020).

In this work, we explore the possibilities of
natural language processing (NLP) tools for de-
tecting mentions of green waste practices in so-
cial media. This task is framed as a multi-
label text classification problem. Since large lan-
guage models (LLMs) demonstrate superior per-
formance across various NLP tasks, the focus of
our research is on applying pre-trained language
models (PLMs) to detect mentions of green waste
practices. We seek to answer the following re-
search questions (RQs):

• How effective can PLMs be in detecting men-
tions of green waste practices in social me-
dia?

• Which transformer-based model architec-
tures are the most effective for this task?

The contributions of this paper can be summa-
rized as follows. To address RQs, we present
the first large-scale comparison of encoder-only,
encoder-decoder, and decoder-only transformer-
based models for the task of detecting mentions
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of green waste practices in social media. Sev-
eral label descriptors to represent data for gener-
ative models were evaluated. The presented eval-
uation has revealed that encoder-decoder models,
namely mBART, can outperform both encoder-
only and decoder-only models for detecting men-
tions of green waste practices. The obtained re-
sults provide insights into the potential of NLP to
address environmental challenges. Our findings
can also be used in other similar NLP tasks related
to multi-label text classification.

2 Related Work

Modern approaches to multi-label text classifi-
cation are mainly based on the use of encoder-
only PLMs. Existing research often utilizes Bidi-
rectional Encoder Representations from Trans-
formers (BERT) (Devlin et al., 2019) and other
transformer-based models. In particular, BERT-
based approaches to multi-label text classification
were used by Zahera et al. (2019); Chalkidis et al.
(2020); Yarullin and Serdyukov (2021). Chalkidis
et al. (2021) were the first to use the T5 model
(Raffel et al., 2020) for multi-label classification.
However, their approach utilized only the encoder
component of the model, omitting the use of the
model’s decoder.

To date, there are several studies that used
the encoder-decoder models fine-tuned for multi-
label text classification in a generative manner.
Kementchedjhieva and Chalkidis (2023) analyzed
four methods for multi-label classification based
on T5 and evaluated several types of label descrip-
tors. Savci and Das (2024) compared multi-label
BART (Lewis et al., 2020) and BERT; however,
the results of BART were lower.

Up to now, there are only several approaches
to perform multi-label text classification using
decoder-only models. Peña et al. (2023); Siddiqui
et al. (2024) performed fine-tuning of a pre-trained
GPT2-model (Radford et al., 2019) with different
prompt formats. Peskine et al. (2023) analyzed
the performance of GPT-3 (Brown et al., 2020)
for fine-grained multi-label tweet classification us-
ing zero-shot labeling. Vithanage et al. (2024) re-
vealed that few-shot learning consistently outper-
forms zero-shot learning.

Figure 1: The distribution of mentions of green
waste practices in GreenRu.

3 Data

This study uses the GreenRu1 dataset (Zakharova
and Glazkova, 2024) for detecting mentions of
green waste practices in Russian social media
texts. GreenRu consists of 1,326 posts in the
Russian language with an average length of 880
symbols collected from online green communi-
ties. The posts have a sentence-level multi-label
markup indicating green waste practices men-
tioned in them. The average length of a sentence
is 110 symbols. Nine types of green waste prac-
tices (Zakharova et al., 2022) were used for the
annotation of GreenRu: 1) waste sorting, i.e. sep-
arating waste by its type; 2) studying the prod-
uct labeling to indicate product packaging as a
type of waste; 3) waste recycling, i.e. transform-
ing waste materials into reusable resources for fu-
ture production.; 4) signing petitions to influence
the authorities; 5) refusing purchases to reduce
consumption and environmental footprint; 6) ex-
changing an unnecessary item or service for a de-
sired one; 7) sharing things with other people for
a fee or free of charge; 8) participating in ac-
tions to promote responsible consumption, in-
cluding workshops, festivals, lessons, etc.; 9) re-
pairing things as an alternative to throwing them
away. The distribution of mentions of green waste
practices in the dataset is presented in Figure 1.
GreenRu is pre-split into training and test sets,
with their characteristics presented in Table 1.

1https://github.com/
green-solutions-lab/GreenRu
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Characteristic Training set Test set
Total number of posts 913 413
Total number of sentences with multi-label markup 2442 1058

Distribution of green practice mentions
1 Waste sorting 1275 560
2 Studying the product labeling 55 17
3 Waste recycling 272 121
4 Signing petitions 22 31
5 Refusing purchases 236 75
6 Exchanging 146 52
7 Sharing 109 62
8 Participating in actions to promote responsible consumption 510 209
9 Repairing 10 3

Table 1: The statistics of GreenRu.

4 Models

In this study, we compared several approaches to
multi-label text classification to detect mentions of
green waste practices in social media. Alongside
encoder-only PLMs, which are traditionally used
for multi-label text classification, we also em-
ployed encoder-decoder and decoder-only models.
All transformer-based PLMs were implemented
using the Simple Transformers2 and Transformers
(Wolf et al., 2020) libraries. The overview of mod-
els is shown in Table 2. In addition to fine-tuned
PLMs, we evaluated the effectiveness of prompt-
based learning and two traditional machine learn-
ing baselines.

4.1 Encoder-only Models

• ruBERT, a version of BERT (Devlin et al.,
2019) for the Russian language. We used
two versions of this model, namely ruBERT-
base3 (Kuratov and Arkhipov, 2019) and
ruBERT-large4 (Zmitrovich et al., 2024).

• ruELECTRA (Zmitrovich et al., 2024), a
model is based on the ELECTRA archi-
tecture (Clark et al., 2020). In this study,
ruELECTRA-base5 and ruELECTRA-
large6 were utilized.

2https://simpletransformers.ai/
3https://huggingface.co/DeepPavlov/

rubert-base-cased
4https://huggingface.co/ai-forever/

ruBert-large
5https://huggingface.co/ai-forever/

ruElectra-base
6https://huggingface.co/ai-forever/

ruElectra-large

All encoder-only PLMs were fine-tuned for five
epochs using the AdamW optimizer, a learning
rate of 4e-5, a batch size of eight, and a maximum
sequence length of 256 tokens. The fine-tuning
procedure was performed in a multi-label setting,
with a transformer-based classifier outputting n bi-
nary labels. This study used n equal to nine in ac-
cordance with the number of green waste practices
in the dataset.

4.2 Encoder-decoder Models

• ruT57 (Zmitrovich et al., 2024), a text-to-
text transformer pre-trained only on Russian-
language textual data and designed analogi-
cally to T5 (Raffel et al., 2020).

• mBART8 (Tang et al., 2021), a sequence-
to-sequence machine translation model built
on the baseline architecture of BART (Lewis
et al., 2020). It was pre-trained on more than
50 languages using a combination of span
masking and sentence shuffling techniques.

ruT5 and mBART were fine-tuned for 20
epochs. We explored several alternative forms of
label descriptors, some of which were previously
introduced in (Kementchedjhieva and Chalkidis,
2023), while others were proposed for the first
time in this study. The following descriptors were
used: original label descriptors in the Russian
language; simplified one-word versions of origi-
nal label descriptors; numbers assigned to green

7https://huggingface.co/ai-forever/
ruT5-base

8https://huggingface.co/facebook/
mbart-large-50
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Model Version Architecture Params Data source

ruBERT
rubert-base-cased

encoder-only

180M Wikipedia, news texts
rubert-large 427M

Wikipedia, news texts, Librusec,
C4, OpenSubtitles

ruELECTRA
ruelectra-medium 85M
ruelectra-large 427M

ruT5 rut5-base
encoder-decoder

222M
mBART mbart-large-50 680M Common Crawl (CC25), mono-

lingual data from XLMR
ruGPT rugpt-3-medium

decoder-only
355M Wikipedia, news texts, Librusec,

C4, OpenSubtitles
T-lite t-lite-instruct-0.1 8B Open Source English-language

datasets, translations of English-
language datasets, synthetic
grounded QA contexts

Table 2: Overview of transformer-based models.

waste practices according to Table 1; special to-
kens added to the model and corresponding to
green waste practices; one-hot label presentation.
Since mBART is a multi-lingual model designed
for machine translation, we also evaluated original
and simplified label descriptors translated into the
English language (original-Eng, simplified-Eng)
for the mBART model. The examples of label de-
scriptors are given in Table 3.

4.3 Decoder-only Models
• ruGPT9 (Zmitrovich et al., 2024), a Rus-

sian equivalent of GPT-3, uses its architecture
(Brown et al., 2020) and the GPT-2 code base
from the Transformers library (Radford et al.,
2019; Wolf et al., 2020).

• T-lite10, an open-source instruction-based
LLM with 85% of its pre-training data in
Russian. For text generation, a temperature
value was set to 1.

ruGPT was fine-tuned with a causal language
modeling objective with a maximum sequence
length of 1024 tokens for ten epochs. The input
text was presented as follows: text + ”Катего-
рии: ” (”Categories: ”) + label descriptors. The
same list of label descriptors was used for ruGPT
as for ruT5.

For T-lite, prompt-based learning was imple-
mented using the Transformers library (Wolf et al.,
2020). The models were tasked with analyzing

9https://huggingface.co/ai-forever/
rugpt3medium_based_on_gpt2

10https://huggingface.co/
AnatoliiPotapov/T-lite-instruct-0.1

the text, identifying mentions of green waste prac-
tices, and selecting one or more categories from
the list of labels. Then, ten examples of texts and
their corresponding labels were provided. We used
two variations of a few-shot prompt. In the first
case, the list of labels was provided without ex-
planations. In the second case, each label was
accompanied by a description (for example, Пе-
рерабатывать отходы: преобразование от-
ходов в перерабатываемые материалы для
дальнейшего использования в производстве,
Waste recycling: converting waste materials into
reusable materials for further use in the produc-
tion of something).

4.4 Baselines
• K-nearest Neighbors classifier (KNN) with a

number of neighbors equal to three and the
weight points obtained by the inverse of their
distance.

• Multi-layer Perceptron (MLP), a feed-
forward neural network with a single hidden
layer of size 100 and a hyperbolic tangent
(tanh) activation function.

Both models were implemented using Scikit-
Learn (Pedregosa et al., 2011) and the paraphrase-
multilingual-MiniLM-L12-v2 model (Reimers
and Gurevych, 2020) as a sentence embedder.

4.5 Evaluation Metric
The multi-label F1-score was used as an evalu-
ation metric. This metric was calculated by de-
termining the F1-score for each class individually
and then averaging the results.
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Label descriptor Example
Text: Мой муж возит меня на сортировку с мешками вторсырья и не ворчит, неиденти-
фицируемую упаковку складывает кучкой в кухне (My husband takes me to the waste sorting
center with the bags of recyclables without complaining and neatly stacks unidentifiable packaging
in a corner of the kitchen)
Original сортировать отходы, изучать маркировку товаров
Simplified сортировка, маркировка
Numbers 1, 2
Special tokens P1, P2
One-hot 110000000
Original-Eng waste sorting, studying the product labeling
Simplified-Eng sorting, labeling

Table 3: Label descriptors.

5 Results and Discussion

The results are presented in Table 4. The scores of
baselines were 43.03% and 59.75% in terms of the
multi-label F1-score for KNN and MLP respect-
ively. The scores that outperform both baselines
are underlined. The dotted line underlines the
scores that surpass the KNN baseline. The highest
value of the multi-label F1-score is shown in bold.

Encoder-only PLMs demonstrated relatively
high results. All four PLMs outperformed
baselines. The highest result of 67.88% in terms
of the multi-label F1-score was shown by ruBERT-
large.

Encoder-decoder PLMs mostly achieved the
results above baselines. The best scores for ruT5
were obtained using simplified and original la-
bel descriptors (62.51% and 60.54% respectively).
The use of the numbers, special tokens, and one-
hot label descriptors did not increase the MLP
results. The one-hot label descriptors did not
even surpass KNN (34. 95%), indicating that the
ruT5 model struggles to interpret this method of
label representation. mBART demonstrated the
highest score using simplified label descriptors
(69.76%). The second and third highest scores
were obtained with the original and simplified-
Eng labels descriptors (69.49% and 69%). The use
of the numbers and original-Eng label descriptors
also improved the results of encoder-only PLMs
(68.91% and 68.53%). The one-hot and special
token label descriptors demonstrated the multi-
label F1-score of 67.12% and 65.71% respectively
which did not surpass ruBERT-large but outper-
formed baselines.

In general, decoder-only PLMs demonstrated

Model F1-score, %
Encoder-only models

ruBERT-base 66.53
ruBERT-large 67.88
ruELECTRA-base 65.28
ruELECTRA-large 65.69

Encoder-decoder models
ruT5 + original 60.54
ruT5 + simplified 62.51
ruT5 + numbers . . . . . .59.16
ruT5 + special tokens . . . . . .52.60
ruT5 + one-hot 34.95
mBART + original 69.49
mBART + simplified 69.76
mBART + numbers 68.91
mBART + special tokens 65.71
mBART + one-hot 67.12
mBART + original-Eng 68.53
mBART + simplified-Eng 69.00

Decoder-only models
ruGPT + original . . . . . .46.66
ruGPT + simplified . . . . . .51.08
ruGPT + numbers 33.07
ruGPT + special tokens 38.96
ruGPT + one-hot 41.29
T-litefew−shot 42.04
T-litefew−shot+explanations . . . . . .47.77

Baselines
KNN 43.03
MLP .. . . . .59.75

Table 4: Results.
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the lowest results in comparison to encoder-only
and encoder-decoder PLMs. The highest result
of ruGPT was obtained using the simplified la-
bel descriptors (51.08%). The use of the num-
bers, special tokens, and one-hot label descriptors
showed the results below the KNN baseline. The
instruction-based T-lite model also did not demon-
strate high results. The use of prompt-based learn-
ing obtained 42.04% and 47.77% in terms of the
multi-label F1-score. Despite the fact that incor-
porating explanations of green waste practices led
to a more than 5% improvement in performance,
T-lite failed to outperform the MLP baseline.

Figure 2 shows the performance growth us-
ing different label descriptors in comparison to
the MLP baseline. The figure reveals that
the labels descriptors based on text represent-
ation (original, simplified, original-Eng, and
simplified-Eng) show higher results than the la-
bels descriptors based on numerical and special
token representation. For all three models (ruT5,
mBART, ruGPT) the best results were achieved
using the simplified label descriptors.

The RQs were aimed to evaluate the effect-
iveness of PLMs in detecting mentions of green
waste practices on social media and to determ-
ine which transformer-based model architectures
are the most effective for this task. Our experi-
ments demonstrated that the performance of PLMs
varies depending on their architecture and model
type. Encoder-only models achieved the multila-
bel F1 score values between 65.28% and 67.88%,
showing consistent and relatively strong perform-
ance. This supports their common use in multi-
label classification tasks. However, the best result
in our experiments was achieved by the mBART
model (69.76%), highlighting the strong potential
of encoder-decoder models for multi-label classi-
fication. Label descriptors greatly affect encoder-
decoder models; for example, ruT5 results vary
from 34.95% to 62.51%. Decoder-only mod-
els, including instruction-based ones, showed the
poorest performance in our experiments. How-
ever, the results indicate that incorporating explan-
ations into the prompt can enhance the perform-
ance of instruction-based models.

6 Conclusion

In this work, we explored the efficiency of PLMs
for detecting mentions of green waste practices
in social media. To address RQs, we compared

encoder-only, encoder-decoder, and decoder-only
PLMs. Our findings showed that encoder-only and
encoder-decoder models generally outperformed
decoder-only models. mBART achieved the best
performance and revealed the most suitable label
descriptors for generative PLMs in the multi-label
text classification task.

This current study is limited by the use of only
one data set to detect green waste practices. This
is due to the fact that, to the best of the au-
thors’ knowledge, GreenRu is currently the only
freely available dataset specifically annotated for
this task. A potential future direction for this
research could involve applying transfer learning
techniques and generating texts to train models
for other languages. Another possible limitation
of this study is the use of general-domain mod-
els. Further research can investigate the role of in-
domain pre-training for this task. Future research
directions can additionally include exploring ad-
ditional multilingual models beyond mBART and
the MLP baseline to expand comparative insights.
Investigating models with billion-scale paramet-
ers while incorporating PEFT (Parameter-Efficient
Fine-Tuning) approaches could also enhance per-
formance and efficiency.

The results obtained in this study allowed us to
identify the most effective models for searching
for green waste practices on social networks. Us-
ing these models, the following management tasks
can be solved:

1. The prevalence of green waste practices in
the text of posts from individual communities
can be used to identify the specific activities
of a particular community and select the most
appropriate solutions when organizing com-
panies to combat plastic pollution or solve
the problem of food waste by organizing food
sharing.

2. The most popular practices can be found in
formalizing this activity through the form of
standards for organizing green waste prac-
tices and their subsequent replication through
training and information for eco-activists.
For example, organizing separate waste col-
lection in the yards of apartment blocks.

3. The least popular practices include organiz-
ing support for these practices, if they are
seen as important behavioral changes to re-
duce anthropogenic climate impacts. For ex-
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Figure 2: The performance growth using different label descriptors in comparison to the MLP baseline.

ample, organizing enlightening lectures on
sustainable fashion.

4. The dynamics of mentions of each green
practice can be studied to further explore the
ways in which it is scaled up or the factors
influencing green social innovation.

5. Communities can be found that do not po-
sition themselves as green, but organize
eco-friendly activities to develop interactions
between activists and provide mutual support
for promoting green waste practices.

The information obtained through PLMs can be
used by authorities, eco-businesses, and activists
to promote behavioral change, support green in-
novation and promote sustainable social practices.
The models for automatically detecting mentions
of green waste practices make researching these
practices easier and cheaper as they replace ex-
perts in dealing with textual information. Ad-
ditionally, these methods allow processing large
amounts of textual data that are not accessible to
expert analysis.
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Abstract

This paper explores how forests and forest
industry are perceived on the largest on-
line discussion forum in Finland, Suomi24
(’Finland24’). Using 30,636 posts pub-
lished in 2014–2020, we investigate what
kind of topics and perspectives towards
forest management can be found. We use
BERTopic as our topic modeling approach
and evaluate the results of its different
modular combinations. As the dataset is
not labeled, we demonstrate the validity of
our best model through illustrating some
of the topics about forest use. The results
show that a combination of UMAP and K-
means leads to the best topic quality. Our
exploratory qualitative analysis indicates
that the posts reflect polarized discourses
between the forest industry and forest con-
servation adherents.

1 Introduction

The importance of forests as carbon sinks has been
globally recognized as part of climate change mit-
igation (IPCC, 2023). In Finland, where forests
have a significant socio-economic role, the is-
sue has received increased attention and created
tensions across different economic and political
views (Makkonen et al., 2015; Kellokumpu, 2022;
Blattert et al., 2023). In fact, around 75% of
Finnish land area is covered by forests of which
only 12.9% is partially or totally conserved from
industrial forest management (Ministry of Agri-
culture and Forestry, 2024).

Perspectives of the forest industry have also
been prominent in the media. Analyses of Finnish
newspapers show that despite emerging multi-
objective discourses, the positive framing of the
forest industry still seems to dominate (Näyhä and
Wallius; Takala et al.). However, computational

approaches to forest discourses have not, to our
knowledge, been applied.

While analyzing the representation of forests in
the mainstream media is valuable, the voices of
common citizens cannot be overlooked. In fact,
around 60% of Finnish forests are owned by pri-
vate individuals (Karppinen et al., 2020). The
right of public access and the high percentage of
private forest ownership make public opinion crit-
ical to understanding how forest-related issues are
perceived and debated.

To set light on the perspective of forest owners
and users and understand their attitudes towards
forest management, we used data from Suomi24
(translated as ‘Finland24’). Suomi24 is the oldest
and largest online forum in Finland and has been
called a pool of Finnish public opinions (Ylisiu-
rua, 2024).

We applied topic modeling to cluster documents
and to identify forest-related themes in our dataset.
Recent advances in machine learning and large
language models have led to the development of
new topic modeling tools (Abdelrazek et al.,
2023). In particular, Bidirectional Encoder Rep-
resentations from Transformers (BERT) have been
found to be powerful in many NLP tasks (Wijanto
et al., 2024; Devlin et al., 2019). BERTopic pre-
sented by Grootendorst (2022) has proved to per-
form well in many topic modeling tasks and was
also adopted in our work. The modular approach
of BERTopic allowed us to build several different
models. The different combinations were com-
pared through computational and qualitative mea-
sures.

In this paper, our first aim is to evaluate the
performance of different BERTopic models and
demonstrate how topic modeling can be used to
identify relevant topics about the use of forests in
Finland. Second, we aim at characterizing how
forest management and industry are discussed in
our Suomi24 dataset.
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The model evaluation results showed that there
was great variance in the model quality. However,
a comparison of topic keywords showed that all of
them captured similar topics that can give valuable
insights into Finnish forest discourse. The quali-
tative exploration suggested that pro-forestry dis-
courses dominate over pro-nature discourses, but
the distinction between these two is not always
clear. Finally, we briefly discuss how this analy-
sis can be extended in the future.

2 Data and Methods

Our methodology combined quantitative explo-
ration and closer qualitative analysis of selected
topics. The design allowed to compare the per-
formance of different topic models on unlabeled
data. The steps of the workflow are described in
this section.

2.1 Dataset Preparation
The Suomi24 corpus was gathered and made
openly available by the Language Bank of Fin-
land1 (Lagus et al., 2016). Overall, it contains
discussions from 2001 to 2020, amounting to over
480,000,000 tokens (City Digital Group, 2021).
In our study, we use posts beginning from year
2014, when the Forest Act providing a legislative
framework for forest management in Finland was
amended (Ministry of Agriculture and Forestry,
n.d.). Following Lehti et al. (2020), we curated
a list of search words to collect posts that were
potentially relevant for our study. The list con-
tained terms related to forest industry, forest con-
servation and the recreational use of forests. In
addition, Word2Vec was applied to expand the list
with semantically similar words in the same cor-
pus2. This was done to reduce the subjectivity of
the search words and to make the resulting dataset
more comprehensive. Next, we removed dupli-
cates and filtered out short documents (under 7 to-
kens). Upper-case words were lowercased. The
final dataset consisted of 30,636 documents, when
10% of the total data was retained as a test set for
later use.

2.2 Topic Modeling
We selected BERTopic (Grootendorst, 2022) as
our topic modeling approach. Based on pre-

1https://www.kielipankki.fi/corpora/
suomi24/

2The similarity was calculated using http:
//epsilon-it.utu.fi/wv_demo/]

trained language models, BERT can generate
contextual vector embeddings of text documents
(Wijanto et al., 2024). BERTopic relies on
the assumption that semantically similar docu-
ments have similar embeddings, and the pipeline
consists of the following steps: First, docu-
ments are converted into BERT embeddings with
a pre-trained language model. In our experi-
ment, we compared the performance of a multi-
lingual sentence transformer, ’paraphrase-xlm-r-
multilingual-v1’ (Reimers and Gurevych, 2019),
and the Cased Finnish Sentence BERT model,
specifically trained for Finnish language 3. Next,
to optimize the clustering performance, the dimen-
sionality of the embeddings is reduced. By de-
fault, the framework employs UMAP (McInnes
et al., 2020), but some experiments have obtained
superior results with principal component analysis
(PCA) (Wijanto et al., 2024). Thus, both algo-
rithms were tested.

For topic creation, we used two different clus-
tering algorithms, HDBSCAN, and K-Means. The
advantage of HDBSCAN is that it assigns the la-
bel -1 to documents considered noise (Grooten-
dorst, 2022), and it can automatically determine
the number of topics (McInnes et al., 2017). In
contrast, the number of topics for K-Means has to
be predetermined. To estimate an optimal num-
ber of topics, the elbow method (Cui, 2020) and
silhouette scores (Shutaywi and Kachouie, 2021)
were used.

Finally, BERTopic uses a class-based variant
of term frequency-inverse document frequency (c-
TF-IDF) to produce topic representations from the
clusters. Instead of a classical TF-IDF that extracts
words important for a document, the proposed c-
TF-IDF procedure extracts words that have impor-
tance for the whole topic (Grootendorst, 2022).

2.3 Evaluation Methods and Qualitative
Analysis

We evaluated the models in two ways. As a com-
puted metric, we chose the coherence score Cv

that has been found to correlate well with hu-
man ratings (Röder et al., 2015). Moreover, a
member of the research team reviewed the topic
keywords (20 per topic) of all models and rated
their quality as good, satisfactory or unsatisfac-
tory. For a good topic, all keywords had to be co-

3For documentation, see https://turkunlp.org/
paraphrase.html
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Embedding
model

Dimensionality
reduction Clustering Topics Coherence

score, Cv

Avg. topic size
(nr of -1 docs)

Quality
topics

Finnish UMAP HDBSCAN 175 0.49 52 (21 623)
PCA HDBSCAN 35 0.45 18 (30 013)
UMAP K-means 175 0.47 175 99
PCA K-means 200 0.54 153 52

Multilingual UMAP HDBSCAN 175 0.49 60 (20 145)
PCA HDBSCAN 32 0.48 32 (29 659)
UMAP K-means 175 0.47 175 93
PCA K-means 150 0.50 204 41

Table 1: An overview of trained models and evaluation results. For the models using HDBSCAN, the
size of the ’noise’ cluster (nr of -1 docs) is reported along with the average topic size.

herent, the label ’satisfactory’ allowed for 2-3 out-
liers, and the label ’unsatisfactory’ was used for
mixed or incomprehensible keywords. The num-
ber of good-quality topics was used as an indicator
of model performance. Only good-quality topics
(represented as ’Quality topics’ in Table 1) were
considered in the further qualitative analysis.

Since K-means forces all documents into some
clusters, the documents with a low topic probabil-
ity were filtered out. A good threshold was found
experimentally to be at Mtopic - SDtopic where
M is the mean probability of the assigned topic
and SD the respective standard deviation per topic
cluster.

After this, relevant topics were identified on the
basis of topic keywords. The relevance was de-
termined by the following criteria: the topic was
of good quality and the keywords were related to
forestry and forest management. Consequently,
e.g. recreational forest activities such as berry-
picking and hiking, were not considered in this pa-
per. A member of the research team read a sam-
ple of 20 documents from each potentially relevant
topic to validate the selection.

The relevant documents were grouped into
broader thematic categories, and posts from these
thematic categories were used in the preliminary
close reading analysis.

3 Results and Analysis

The combinations of different algorithms and the
evaluation results are shown in Table 1. The re-
sults point to a discrepancy between the compu-
tational and human-annotated measures of topic
coherence, as the columns ’Coherence score, Cv’
and ’Quality topics’ show. While the amount of
good-quality topics was highest for the models us-

ing UMAP and K-means, the models with PCA
yielded a better coherence score. It indicates that
the coherence measure Cv is not well adapted for
BERTopic.

Moreover, the HDBSCAN algorithm labeled
most of the documents as ’noise’, while a closer
look at the discarded documents showed that many
of them were relevant to forest discussion, and
the ’noise’ category keywords contained several
forest-related terms. Due to this, the HDBSCAN
models were not included in further evaluation of
topic quality and qualitative analysis.

Although the performance of the models varied,
we observed that all of them produced topics with
similar keywords. This reinforced our confidence
in the reliability of the generated topics.

The Finnish sentence embedding model per-
formed slightly better than the multilingual one,
but the choice of the dimensionality reduction and
clustering algorithms had a greater effect on the
result. Overall, UMAP was the most suitable di-
mensionality reduction algorithm for our dataset
and K-means functioned well for topic clustering.

As Table 1 shows, the combination of Finnish
BERT model, UMAP and K-means yielded the
highest amount of good-quality topics. Since the
difference from the multilingual model was rel-
atively small, we analyzed the hierarchical topic
structure4 of these two models and inspected a
sample of 10 documents from 15 randomly se-
lected topics. This check confirmed that the
Finnish model performed best with our data, and
it was selected for further analysis5.

4The hierarchy was produced with BERTopic’s in-built hi-
erarchical topic modeling function.

5The topic assignments are provided on: https://
github.com/TurkuNLP/forest-in-s24.
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Topics Example keywords Theme Nr of posts
30, 80,
99, 112,
136, 141

kasvatus (’forestry’), raivaus (’clearing’), taimikko
(’seedling stand’), omistaja (’owner’), kemera (’a
forestry funding’), metsuri (’logger’)

Forestry 1,185

2, 10,
43, 72,
173

luonnonsuojelija (’environmentalist’), linkola
(a Finnish ecologist and nature activist, Pentti
Linkola), vihreät (’The Greens’), luonnonsuojelu-
alue (’nature reserve’), biologia (’biology’)

Nature
conservation,
environmentalists

1,111

42, 73,
106, 133

ostaja (’purchaser’), hinta (’price’), m3,
pystykauppa (’stumpage sale’), kuitupuu (’pulp-
wood’), osake (’share’), hakkuukone (’harvester’)

Forest and
timber trade

1,017

24, 88,
151

Avohakkuu (’clearcutting’), puupelto (’forest field’),
päätehakkuu (’regeneration felling’), metsä (’for-
est’), puu (’wood’)

Clearcutting 678

34, 64,
79, 127

CO2, ilmasto (’climate’), turve (’peat’), hiilinielu
(’carbon sink’), päästöt (’emissions’),
energiantuotanto (’energy production’)

Climate change 662

120, 165 metsänhoitoyhdistys, mhy (’Forestry management
association, FMA’), jäsenyys (’membership’),
palvelu (’service’)

Forestry
management
associations

508

Table 2: A table of relevant topics with example keywords and topic size.

The topic annotation and evaluation showed that
various forest-related themes were discussed, and
41 of the quality topics were considered relevant
from the perspective of forestry and forest indus-
try. The most prominent of these are listed in Table
2. All translations to English are done by the au-
thors. A comparison of topic sizes indicates that
topics related to forest management and trade (2
880 posts) dominate over topics about forest con-
servation and climate change (1 773 posts).

However, the distinction between the themes is
not always clear. For instance, the proponents (ex-
ample 1) and opponents (example 2) of clearcut-
ting both appeal to the health of the forest:

(1) In Finland, forest management aims
to ensure that forests only have healthy
growing trees. No thickets or rotten
wood.

(2) Forest fields and pine trees strug-
gling along ditched banks are not
forests. Forests exist only in nature re-
serves and among the few landowners
who think with their own brains.

The term ’forest field’ is frequently evoked by
the opponents. Example 2 also shows how the
intelligence of the forest owners is questioned.

Similarly, the proponents of clearcutting rely on
their expertise and criticize their opponents for not
knowing the field. A typical view is shown in ex-
ample 3.

(3) Finland has university-level forestry
education and, even on a global scale,
Finland is one of the most competent
and professional forestry countries. It is
sad and stupid to see how eagerly people
who live in cities and know almost noth-
ing about forests discuss forest manage-
ment and take strict positions on, for ex-
ample, this issue of clearcutting.

Overall, the exploratory close reading suggested
that the issue of clearcuttings is polarized with few
negotiating voices in the discussions.

4 Discussion and Future Work

In this paper, we presented a framework that com-
bined topic modeling and qualitative exploration
to investigate how forest-related issues are ad-
dressed in a Finnish online forum, Suomi24. We
compared different BERTopic models, and the
evaluation results showed that its default cluster-
ing algorithm, HDBSCAN, did not function well
with our data. Based on our observations, numer-
ous relevant posts were discarded by these models.
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Best results were obtained by combining Finnish
sentence BERT, UMAP, and K-means.

As Abdelrazek et al. (2023) point out, the pa-
rameters of a neural topic model are often difficult
to interpret and hence it is hard to diagnose why
the HDBSCAN model did not work. K-means was
found to produce topics of better quality, but as
the method forces all texts into some clusters, we
needed to filter the resulting topics to discard irrel-
evant documents.

Even the best models contained several topics of
low quality, which is due to several reasons. First,
we collected the dataset from the Suomi24 corpus
using a list of search words, which means that it
potentially contained several texts not related to
the themes of interest. Misspellings and colloquial
language in the posts introduced noise in the data,
leading to suboptimal sentence embeddings and
reduced model accuracy. While the Finnish sen-
tence transformer outperformed the multilingual
one, Finnish is still a lower-resource language,
which may show in the performance of the mod-
els.

The best model could be improved by changing
the number of topics. In addition, we did not test
different hyperparameters for the used algorithms,
so our final model could be improved through fine-
tuning the UMAP and K-means modules.

We noted a striking difference in the computa-
tional and human annotated results of quality eval-
uation. Moreover, the coherence measure Cv is
usually used with LDA models, and it measures
coherence based on the co-occurrence of the given
topic keywords in a corpus. Since BERTopic gen-
erates topics through embeddings, not words, this
approach does not fully capture the semantic co-
herence of the generated topics. These observa-
tions remind us that quality in topic modeling is
dependent on several aspects (Abdelrazek et al.,
2023) and computational performance measures
can be misleading. Thus, human evaluation is cru-
cial when the resulting topics are used for quali-
tative analysis. Overall, the evaluation of neural
topic models calls for new measures.

Many topics shared a common broader theme,
and this overlap suggests that the number of topics
could be further reduced. However, close reading
the posts showed that different topics offered di-
verse viewpoints and reflected distinct discourses
on the same theme. For instance, the theme re-
lated to nature conservation and environmentalists

could have been further divided into political, ac-
tivist, and other perspectives on the theme. Al-
though the scope of this paper did not allow us to
delve deeper into these differences, it was an inter-
esting observation for future studies.

The exploratory qualitative analysis showed
that opinions on forestry and forest management
tend to be polarized. In the future, we aim to ex-
pand the analysis of such polarization by studying
texts in selected topics (e.g., clearcuttings) by ap-
plying methods of ’making strange’, close-reading
(Gasper, 2022) and analyses of topic chains fol-
lowing Li (2004) and Li and Thompson (1981).
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Jantunen, Aki-Juhani Kyröläinen, Aleksi Vesanto,
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Abstract

This study explores the use of large
language models (LLMs), specifically
GPT-4o, to extract key ecological en-
tities—species, locations, habitats, and
ecosystems—from invasion biology liter-
ature. This information is critical for un-
derstanding species spread, predicting fu-
ture invasions, and informing conserva-
tion efforts. Without domain-specific fine-
tuning, we assess the potential and limi-
tations of GPT-4o, out-of-the-box, for this
task, highlighting the role of LLMs in ad-
vancing automated knowledge extraction
for ecological research and management.

1 Introduction

Human population growth and expansion drive the
intentional and unintentional movement of species
beyond their historic ranges, leading to significant
ecological impacts (Roy et al., 2023). Invasion
biology seeks to understand these impacts across
ecological scales to conserve native species and
maintain functional ecosystems that provide es-
sential services (Cassey et al., 2018; Jeschke and
Heger, 2018). However, alien species introduc-
tions occur at an accelerating pace globally, mak-
ing it increasingly difficult for researchers to sys-
tematically track and categorize species, their lo-
cations, and relationships. This paper explores the
potential of recent NLP technologies, specifically
Information Extraction (IE) approaches based on
Large Language Models (LLMs) (Amatriain et al.,
2023; Jennifer D’Souza, 2025), as tools for pre-
dicting future invasions and their consequences.

The extraction and categorization of informa-
tion from scientific publications is a well-known
NLP task (Augenstein et al., 2017; Gábor et al.,
2018; Luan et al., 2018; Brack et al., 2020; Dessı̀
et al., 2020; D’Souza et al., 2021; Liu et al., 2021;

Kabongo et al., 2021; D’Souza and Auer, 2022;
D’Souza, 2024; Shamsabadi et al., 2024; D’Souza
et al., 2024). While Named Entity Recognition
(NER) and Relation Extraction (RE) have been
extensively applied in the biomedical domain for
network biology (Zhou et al., 2014), gene prior-
itization (Aerts et al., 2006), drug repositioning
(Wang and Zhang, 2013), and curated database
creation (Li et al., 2015), their application in inva-
sion biology remains underexplored. To the best
of our knowledge, the small-scale INAS dataset
(Brinner et al., 2022) is the only invasion biology-
specific resource with annotated hypotheses for
scientific abstracts.

This paper investigates information extraction
(IE) in invasion biology, encompassing both
named entity recognition (NER) and relation ex-
traction (RE). We simultaneously build on stud-
ies showing that jointly learning NER and RE
can enhance overall performance (Giorgi et al.,
2019) and on recent LLMs which may open new
opportunities for IE. Thus, our central question
is whether LLMs, with their advanced pattern
recognition capabilities, can be effectively applied
to a new domain to simultaneously identify en-
tities and infer their relationships. We prompt
LLMs to extract four key entities—species, lo-
cation, habitat, and ecosystem—and qualitatively
evaluate results by addressing: (i) the relevance of
extracted entities and interactions, (ii) the types
of inferred relationships, and (iii) the benefits
of LLM workflows for large-scale data mining.
This work makes two key contributions: (i) the
release of a text data mining corpus of over
10,000 invasion biology papers, including full text
for nearly 2,000, with structured information ex-
tracted by GPT-4o (https://doi.org/10.
5281/zenodo.13956882); and (ii) a system-
atic workflow for schema discovery in IE tasks,
broadly applicable for leveraging LLMs in open-
ended IE objectives.
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2 Our Text Data Mining Corpus

As a first step, we compiled a literature corpus
as the unstructured source of scientific informa-
tion. Starting with the Invasion Biology Cor-
pus (Mietchen et al., 2024), which catalogs meta-
data for 49,438 papers in Wikidata. Using their
DOIs, we queried the ORKG ASK search engine’s
API to retrieve abstracts and full texts, leveraging
ASK’s broad coverage of over 80 million papers
(Knoth et al., 2023). Of the 49,438 queried pa-
pers, 12,636 were available in ASK—9,802 with
abstracts only and 2,834 with both abstracts and
full texts—highlighting the challenge of limited
open-access availability. Bibliometric analysis of
these abstracts shows papers spanning 52 years
(since 1950), with full texts available from 1990
onward. A snapshot of the past 20 years (Figure 1)
shows 2016 as the peak year for abstracts (1,183)
and 2017 for full texts (294). Figure 2 presents
the distribution across the top ten publishers, with
further details in our online repository.
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3 Information Extraction with LLMs

An IE task requires two prerequisites: 1) a col-
lection of papers for processing, and 2) a schema
defining the extraction targets.

3.1 Schema Discovery

Schema discovery is central to our approach, aim-
ing to define a standardized semantic structure for
IE from scientific papers. Without a predefined
set of relations, our schema must flexibly cap-
ture extracted entities and their relationships. We
achieve this in two stages: specialize and gener-
alize. In the specialize stage, the LLM generates
a schema for each paper in a given small sample,
positing specialized extraction targets on four enti-
ties—species, location, habitat, and ecosystem. In
the generalize stage, the LLM synthesizes a uni-
fied schema from multiple specialized schema in-
stances, providing a flexible framework for rela-
tion extraction across all papers.

3.1.1 Stage Specialize: Schemas per Paper

The LLM operates in completion mode, guided
by a SYSTEM PROMPT that defines its role as
a “research assistant in invasion biology,” tasked
with extracting entity relationships. Initially, the
prompt lacked precise entity definitions, but ex-
pert feedback led to refinements incorporating for-
mal definitions, improving consistency (Table 1).
The final system prompt aims to align the LLM for
more accurate structured IE. The USER PROMPT

then supplies each paper’s title and abstract.

Results. Ten randomly selected papers were
processed, with the resulting schemas available in
our repository. Nine were true positives, while
one was an outlier, indicating potential false pos-
itives in dataset filtering. Early schemas, such
as Schema 1, employed basic entity categoriza-
tion, whereas later schemas, like Schema 8, in-
troduced more nuanced relationships by incorpo-
rating ecological and anthropogenic interactions.
This evolution improved granularity and contex-
tual relevance, capturing species dynamics within
environmental conditions. Recurring patterns and
study-specific distinctions emerged, with common
themes—e.g., invasion biology, pollination net-
works, and anthropogenic impacts—highlighting
research priorities. Standardized fields such as
species and location ensured consistency, while
tailored relationships, including “most effective
pollinators” in Schema 2 and “competitive re-
placement” in Schema 5, provided contextual
specificity. Integrating spatial and environmental
parameters further reinforced the significance of
habitats and ecosystems in ecological interactions.
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Entity Description
Species Includes specific named species (e.g., Asterias amurensis) and broader categories (e.g., de-

mersal fish, aquatic invertebrates), covering plants, animals, fungi, or microbes introduced
to new environments where they establish, spread, and cause ecological or economic im-
pacts. Higher-level taxonomic or functional groups are included when specific species are
not identified, but generic terms like “invasive species” are excluded.

Location Refers to study sites, from specific locations (e.g., “Port Phillip Bay, southern Australia”)
to broader regions (e.g., southern Australia, Amazon rainforest). Includes natural features
(rivers, bays, mountains) and administrative areas (cities, states, countries).

Ecosystem A system of interacting biological and abiotic components, often spanning multiple loca-
tions (e.g., the savannah ecosystem across Kenya and Tanzania).

Habitat A specific part of an ecosystem where an organism lives, such as crocodiles in freshwater
habitats (e.g., rivers) within the savannah ecosystem.

Table 1: Definitions of the four entities that encompass the information extraction (IE) aim of this paper.

3.1.2 Stage Generalize: Generic Schema
The goal of this stage was to develop a standard-
ized schema in JSON format, capturing relation-
ships among the four entities. The system prompt,
similar to the specialize stage, defined the LLM’s
role as both a research assistant and an expert in
semantic modeling. Inspired by prior schema dis-
covery research (Baazizi et al., 2017, 2020), the
LLM reviewed all individual schemas and pro-
posed a unified structure. Since LLM outputs vary
across runs, we prompted the model three times
with: “Read the nine schema instances and gener-
ate a standardized schema in JSON format.”

Results. The three generated JSON schema vari-
ants structured entity relationships with slight vari-
ations. Schema 1 emphasized geospatial preci-
sion, incorporating coordinates and linking habi-
tats to ecosystems. Schema 2 detailed species
roles (native, invasive) and introduced broader bi-
ological, physical, and anthropogenic interactions.
Schema 3 focused on taxonomy, physiographic at-
tributes, and habitat specificity. Despite minor dif-
ferences, all schemas captured essential relations.

From these insights, we finalized a standard-
ized schema, organizing data around species, lo-
cations, ecosystems, habitats, and relationships,
each with structured properties tailored to ecolog-
ical contexts. For instance, species include roles
(e.g., invasive, native) and taxonomic classifica-
tion, while locations integrate geopolitical and en-
vironmental details. Ecosystems and habitats are
linked hierarchically, and relationships are clas-
sified by type (e.g., biological, ecological) and
directionality. This schema enhances ecological
network mapping, providing structured insights

into species interactions across datasets. Table 2
presents a detailed breakdown.

3.2 Information Extraction

With a standardized semantic structure for extract-
ing information from each paper, enabling easier
downstream processing, the LLM-based IE task
was conducted.

3.2.1 Stage Extract: Populate Schema
This stage now fulfills the main objective of this
work, i.e. to extract information from a large-
scale corpus (12,636 in our case) with an LLM
to mine species, location, habitat, and ecosystem
entities and their relations. The system prompt in
this stage was close to the specialize stage system
prompt where the role specified for the LLM was
“research assistant in invasion biology or ecol-
ogy tasked with reading and understanding scien-
tific papers to extract relevant information per the
given predefined schema.”

3.3 Technical Details

The proprietary OpenAI GPT-4o model was used
for all tasks in this paper. Schema generation in the
specialize (Section 3.1.1) and generalize (Section
3.1.2) stages took only a few seconds per schema.
The full extraction task in the extract stage (Sec-
tion 3.2.1), applied to 12,636 papers, required ap-
proximately three days. The total cost was $1,000.

3.4 Results and Discussion

Of the 12,636 papers, the LLM classified 1,740 as
outside invasion biology (“N/A”), leaving 10,896
for IE. This section summarizes the results.
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Extraction
Target

Extracted Item Extracted Item Properties

Species
name: species name

role: native/introduced/alien/invasive
taxonomy level: species/genus/family

Location
name: location name

category: natural/administrative
geopolitical info: country/region/city
additional details: climatic/physiographic

Ecosystem
name: ecosystem name

type: aquatic/terrestrial/marine
scope: local/regional/global

Habitat
name: habitat name

type: aquatic/terrestrial/marine
subcomponent of: ecosystem name
specifics: e.g., benthic, litoral

Relationships
related entities:
[entity1, entity2, ...]

name: relationship name
type: biological/physical/ecological/anthropogenic
directionality: unidirectional/bidirectional
context: relationship contextual description

Table 2: Standardized information extraction (IE) schema for four ecological entities, their relationships,
and associated properties, pertinent to structure information from invasion biology scientific papers.

The extracted species roles reflect diverse eco-
logical functions, origins, behaviors, and impacts
in invasion biology. Broad categories include na-
tive, alien, introduced, invasive, and natural-
ized, alongside specific roles such as agricultural
weeds, biological control agents, pathogens,
mutualists, and ecosystem engineers. Some
roles emphasize origins (indigenous, non-native,
cryptogenic), behaviors (colonizer, expanding),
or ecological functions (symbiont, facilitator,
pioneer). Others capture ecosystem interac-
tions (co-introduced species, specialist herbi-
vores, cryptic invaders) or relate to conserva-
tion and management (natural enemies, can-
didate biological control agents, quarantine
pests). This complexity underscores species’
dynamic roles, informing biodiversity patterns,
ecosystem impacts, and management strategies
(full list here). A finer-grained analysis high-
lights invasive species as the most cited, includ-
ing Procambarus clarkii (76 mentions), Harmo-
nia axyridis (73), and Rhinella marina (68). Na-
tive species such as Austropotamobius pallipes
and Phragmites australis (24 mentions each) ap-
peared less frequently, while introduced species
like Oncorhynchus mykiss and Crassostrea gigas
showed varying ecological impacts. However, ex-
traction also included generic terms (e.g., “native
species,” “native plants”), introducing noise due to
the unsupervised nature of the task, highlighting
the need for post-filtering (full list here).

The dataset highlights key geopolitical lo-
cations, with the most frequent countries be-
ing Australia (406), South Africa (248), New
Zealand (236), Italy (187), and France (168). Re-
gions include Europe (601), North America (348),
the Mediterranean (117), Asia (112), and South
America (98). Cities like Sydney (8), Hong Kong
(7), and Rome (6) appear less frequently. The
prominence of Europe and North America reflects
their strong representation, while frequent men-
tions of Australia, South Africa, and New Zealand
suggest a focus on biodiversity hotspots. The
dataset spans continents, regions, countries, and
cities, emphasizing a global perspective.

The extracted data provides a comprehensive
view of terrestrial, marine, and aquatic ecosys-
tems, highlighting their ecological diversity. Ter-
restrial ecosystems (93) dominate, with grasslands
(42), forests (45), and agricultural landscapes (47)
being the most cited. Mediterranean (37) and
tropical ecosystems (26) reflect climate-specific
regions, while urban ecosystems (46) underscore
human-nature interactions. Marine ecosystems
feature prominently, with the Mediterranean Sea
(71) leading, followed by coral reefs (8) and the
Baltic Sea (12). Aquatic ecosystems, especially
freshwater systems (199), are well-represented,
including lake (59), riverine (36), and wetland (40)
ecosystems. Transitional zones such as estuar-
ine (35) and coastal wetlands (10) further bridge
freshwater and marine systems (full list here). Ad-

19

https://github.com/jd-coderepos/invasion-biology-IE/blob/main/LLM-based%20IE/3-extract/analysis/unique-roles-observed.txt
https://github.com/jd-coderepos/invasion-biology-IE/blob/main/LLM-based%20IE/3-extract/analysis/species-role-counts.csv
https://github.com/jd-coderepos/invasion-biology-IE/blob/main/LLM-based%20IE/3-extract/analysis/location-geoinfo-counts.csv
https://github.com/jd-coderepos/invasion-biology-IE/blob/main/LLM-based%20IE/3-extract/analysis/ecosystems-type-counts.csv


ditionally, the dataset captures habitat-ecosystem
relationships, showcasing their ecological com-
plexity. In aquatic systems, pelagic zones align
with lake ecosystems, while ballast water links to
marine environments. Marine habitats like kelp
beds and mussel beds are associated with rocky
subtidal and intertidal ecosystems, respectively.
Human-modified environments, such as artificial
coastal defenses linked to biogenic reefs, empha-
size anthropogenic influences. Terrestrial systems
highlight relationships like forest habitats in forest
ecosystems, soybean fields in agricultural settings,
and urban areas tied to urban ecosystems, under-
scoring the impact of land use. These insights
illustrate the dataset’s detailed representation of
ecological interactions across environments.

The extracted information in our invasion biol-
ogy corpus reveals diverse relation types, reflect-
ing the field’s interdisciplinary nature. Ecological
relations dominate, with invasion (814), compe-
tition (429), impact (349), and predation (301)
highlighting key species interactions and environ-
mental changes. Other notable relations include
colonization (179), distribution (179), and habi-
tat preference (123), emphasizing species spread
and habitat use. Biological relations such as
parasitism (151), hybridization (74), and pol-
lination (25) capture specific ecological interac-
tions. Physical relations like location, trans-
port, and introduction location focus on spatial
and movement dynamics. Anthropogenic rela-
tions, including introduction (157) and introduc-
tion pathway (45), underscore the role of human
activities in species dispersal. These relations col-
lectively show the complexity of invasion biology.

The fully unsupervised IE task demonstrates
the immense potential of LLMs as powerful
tools for ecological research, assisting with tasks
like systematic and scoping reviews. The in-
sights presented here represent only a frac-
tion of what can be derived from our cor-
pus of over 10,000 papers, which we have
made publicly available (https://doi.org/
10.5281/zenodo.13956882). This work
aligns with open information extraction (OIE) (Et-
zioni et al., 2008; Fader et al., 2011; Etzioni
et al., 2011), traditionally reliant on syntactic pat-
terns. However, LLMs surpass these methods by
leveraging advanced semantic comprehension, en-
abling more effective analysis of complex relation-
ships in large-scale corpora.

4 Recommendations for Future Work

Future work should explore integrating ontologies
with LLMs to enhance information extraction (IE)
and linked data creation, addressing key research
questions: how LLMs can assist in ontology and
knowledge graph construction (Kommineni et al.,
2024), improve question answering through ontol-
ogy support (Allemang and Sequeda, 2024), en-
able ontology learning from text (Babaei Giglou
et al., 2023, 2024), and enhance representation
learning (Ronzano and Nanavati, 2024). Ontolo-
gies, as formal specifications of shared concep-
tualizations (Studer et al., 1998), enable struc-
tured knowledge representation, yet their adop-
tion is hindered by expertise barriers. Future re-
search should investigate schema-driven IE, op-
timizing the information provided to LLMs, re-
fining structured guidance (Caufield et al., 2024),
and assessing how LLM-derived knowledge aligns
with expert consensus. Ontologies can improve
LLMs by supplying domain-specific definitions,
guiding semantic modeling, enhancing entity and
relation extraction, and integrating with retrieval-
augmented generation (RAG) to reduce hallucina-
tions (Soman et al., 2024). However, constraints
must be considered in rapidly evolving fields,
where rigid ontological structures may limit adapt-
ability to emerging knowledge. Balancing struc-
tured knowledge integration with flexibility will
be crucial for leveraging LLMs effectively across
diverse domains.

5 Conclusion

This study highlights the potential of LLMs for
advancing IE in invasion biology by extract-
ing species, locations, habitats, and ecosystems
from scientific literature. Through a standardized
semantic schema, we demonstrated how LLMs
can structure complex ecological data, enhanc-
ing research workflows. Our two-stage approach
first extracts detailed, context-specific structures
(specialize stage) and then integrates them into
a flexible schema (generalize stage) balancing
specificity and generality. This method enables
structured representation of ecological complex-
ity. The released dataset and schema support re-
fining extraction methods, integrating ontologies,
and broader ecological applications, underscor-
ing LLMs’ role in bridging unstructured data and
structured knowledge in ecology.
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Limitations

While this study highlights the potential of LLMs
for IE in invasion biology, certain limitations re-
main. The extracted entities and relations were not
evaluated against a gold-standard dataset, mak-
ing it difficult to quantify precision and recall.
A future inter-annotator agreement (IAA) study
on a subset of the corpus (e.g., 20%) or a qual-
itative error analysis could enhance its reliability
for researchers. Our approach also relies solely
on OpenAI GPT-4o, without comparing alterna-
tive LLMs or prompting strategies, such as chain-
of-thought prompting, which may improve extrac-
tion accuracy. Additionally, potential data con-
tamination (Ranaldi et al., 2024) remains a con-
cern, as LLMs may reproduce information seen
during pre-training rather than extracting it anew.
A systematic comparison against pre-training cor-
pora would help assess this effect.
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Abstract

This paper examines whether few-shot
techniques for Named Entity Recognition
(NER) utilising existing large language
models (LLMs) as their backbone can be
used to reliably annotate named entities
(NEs) in scientific texts on climate change
and biodiversity. A series of experiments
aim to assess whether LLMs can be in-
tegrated into an end-to-end pipeline that
could generate token- or sentence-level
NE annotations; the former being an ideal-
case scenario that allows for seamless in-
tegration of existing with new token-level
features in a single annotation pipeline.
Experiments are run on four LLMs, two
NER datasets, two input and output data
formats, and ten and nine prompt versions
per dataset. The results show that few-
shot methods are far from being a sil-
ver bullet for NER in highly specialised
domains, although improvement in LLM
performance is observed for some prompt
designs and some NE classes. Few-shot
methods would find better use in a human-
in-the-loop scenario, where an LLM’s out-
put is verified by a domain expert.

1 Introduction

Analysing the language of climate change is an
important step in following and understanding on-
going debates in this field. In a corpus linguistics
setting, an important precondition for performing
such an analysis is the access to corpora that have
been annotated with morpho-syntactic and seman-
tic features at the token level. Named entities
(NEs) belong to the latter category and constitute
an important part of linguistic analysis: Glaser
et al. (2022) underline that linguistic choices in
terms of decisions to explicitly name or leave out a

certain entity or concept is an important notion in
analysing political speeches. This line of thinking
can easily apply to texts of various genres from the
climate change domain, too.

In many instances, available corpora for cor-
pus linguistics research, such as those hosted on
English-Corpora.org,1 rarely offer token-level an-
notations that extend beyond lemma and part-of-
speech (POS) tags, and eventually syntactic de-
pendency tags. These corpora can be obtained
as pre-tokenized data; preserving existing token-
level features and enriching them with custom NE
annotations is contingent upon having (a) an an-
notation tool capable of processing tokenized in-
put, and (b) having sufficient data to train a custom
NER component within the tool. Depending on
the annotation tool, such training data must usu-
ally be annotated in the IOB or BIOES/BILOU
format2 or contain character span information
about the NE instance.

Challenge (a) is alleviated by the fact that (1)
some known annotation tools, such as stanza (Qi
et al., 2020) and trankit (Nguyen et al., 2021),
can accept pre-tokenized input, and (2) obtain-
ing high-quality morpho-syntactic features by re-
annotating the corpus is generally unproblem-
atic.3 Challenge (b) is more complex, especially
concerning the annotation of specialised corpora.
In the context of adding climate-change-related
token-level NE annotations that would be rele-
vant to analysing the scientific climate change dis-
course, which could involve NE categories such
as greenhouse-gases or climate-datasets, the first
step would be to define a set of relevant categories,
and the second to obtain a high-quality annotated
corpus of sufficient size to train an NER compo-

1https://www.english-corpora.org/
2“IOB” stands for “inside, outside, beginning”, while

“BIOES/BILOU” stands for “beginning, inside, outside,
end/last, single (element)/unit (element)”

3This would not be an ideal solution if the goal is to pre-
serve the original token-level features.
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nent of a tool for linguistic annotation. Creating
richly annotated specialised corpora is thus a time-
and resource-intensive activity.

Meanwhile, large language models (LLMs)
have been seen as possible “destabilizers” of “in-
equalities of academic research”, as they might al-
low moderately-funded labs to perform analyses
that were previously accessible to well-funded in-
stitutes only (Törnberg, 2024, p.17). Motivated
by the positive results in LLM-powered few-shot
NER for specialised domains reported in Ashok
and Lipton (2023), this paper employs a number of
few-shot experiments to investigate whether this
“destabilization effect” also transfers onto the an-
notation of NEs in scientific literature on climate
change and biodiversity. Experiments undertaken
in the scope of this study should answer two ques-
tions: (Q1) Can LLMs be used as reliable “an-
notators” of named entities at the token and sen-
tence levels in the domains of climate change and
biodiversity? and (Q2) Does providing tokenized
input affect an LLM’s performance when identify-
ing named entities in these domains? Descriptive
information about the datasets used in the study
and extensive supplementary materials related to
the experiments and the results are available in a
dedicated GitHub repository.4 Finally, an effort is
made to refrain from using anthropomorphic lan-
guage when disucssing LLMs (Inie et al., 2024),
as long as this does not hinder the description of
LLM-based systems, methodologies and function-
alities.

2 Related work

Jehangir et al. (2023) distinguish between three
types of NER techniques: a rule-based approach,
unsupervised learning, and supervised learning.
A rule-based approach entails the careful craft-
ing of domain-specific rules to extract and clas-
sify patterns representing NEs of interest. Unsu-
pervised learning is used in data-poor contexts,
but can yield results that are difficult to evalu-
ate. Supervised learning utilizes manually anno-
tated data to learn representations of relevant NE
categories. Corpus annotation libraries, such as
CoreNLP (Manning et al., 2014), spaCy, stanza,
and trankit, have incorporated supervised learning
in a modular pipeline design, allowing researchers
to train their own NER component provided that

4https://github.com/volkanovska/
NER-annotation-with-LLMs

they have sufficient data.
The advent of Transformer-based LMs has

put the limelight on transfer learning and fine-
tuning, methodologies that demonstrate robust re-
sults with fewer manually labelled training ex-
amples. In fine-tuning, the architecture of an
LM is modified in line with the task require-
ments: Wang et al. (2022) present a methodology
for learning an LM to understand language struc-
ture, and then test its performance on downstream
tasks including NER. Many of the tools developed
in this way, such as BiodivBERT (Abdelmageed
et al., 2023), are models that have been developed
for an NER task only and merging their output
with the morpho-syntactic token-level features ob-
tained from a linguistic annotation library is not
always a seamless process due to variations in to-
kenization approaches.5

The increased availability of open-source and
paid text-generation and question-answering mod-
els, alongside reports of pre-trained LLMs per-
forming well on NLP tasks in zero- and few-shot
settings in data-poor contexts (Brown et al., 2020),
have fuelled the interest in experimenting with
zero-shot and few-shot NER approaches. In most
instances, this means that NER is defined as a
question-answering task, where the LLM is ex-
pected to generate an answer based on a prompt
sent to the system. Epure and Hennequin (2022)
perform zero-shot and few-shot NER using GPT-
2. Before prompting the model, they ensure a low
ambiguity level between NE categories by merg-
ing possibly confusing NE labels into a single, un-
ambiguous label. They also simplify the task by
prompting the model to recognise one NE cate-
gory at a time. Wang et al. (2023) ensure that the
input sequence from which the model is expected
to extract NEs is semantically similar to the ex-
ample sequence in the prompt template by retriev-
ing the k nearest neighbour of the input sequence.
They also prompt the model to enclose the NE into
special tokens, which should allow for span re-
trieval. Ashok and Lipton (2023) have presented
an intuitive approach to NER, where they propose
a prompt template that can easily be customized
to any project using own NE categories and defi-
nitions. Their approach has been implemented in

5A “token” can be a unit at the word- or punctuation-,
character-, or sub-word level. Discussing tokenization ap-
proaches is beyond the scope of this study; however, it is
worth mentioning that LMs using transformer architecture
(Vaswani et al., 2017) mostly rely on sub-word units.
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spacy-llm’s NE annotation pipeline, where users
can define NE categories on the fly and annotate
their data with an LM of their choice.6

This study builds on existing work in the field
of few-shot NER and conducts experiments using
different prompt templates and a varying number
of task examples. It differs from previous methods
in (1) the format of the input given to the model
and the requested output, and (2) the use of highly-
specialised NER datasets, which, to the best of my
knowledge, have not been used in a few-shot NER
setting previously.

3 Data

Basic descriptive information about the two NER
datasets that are used in the experiments described
in Section 4 is provided below; a comprehensive
dataset description involving definitions of each
NE class, information about the distribution of NE
instances per category and per data split, descrip-
tive statistical sentence- and token-level informa-
tion, as well as the ten most and least frequent NE
instances per each NE class, are provided in the
dataset documentation available in the dedicated
GitHub repository referred to in Section 1.

Climate-Change-NER is a publicly-available
dataset7 for English-language NER in scientific
texts on climate change, developed in an IBM
Research AI8-led initiative, involving NASA9

(Bhattacharjee et al., 2024) among other organ-
isations. The dataset has 13 climate-specific
NE classes, which originate from complex
taxonomies used in climate-related literature.
These are: climate-assets, climate-datasets,
climate-greenhouse-gases, climate-hazards,
climate-impacts, climate-mitigations, climate-
models, climate-nature, climate-observations,
climate-organisms, climate-organizations,
climate-problem-origins, and climate-properties.
Seed keywords, such as wildfire and floods, had
been used to collect a total of 534 abstracts from
the Semantic Scholar Academic Graph (Kinney
et al., 2023), which were then manually annotated
with the IOB tagging scheme, with the help of
a set of class-specific dictionaries (Pfitzmann,
2024). The train and test data splits, which are

6spacy-llm is spaCy’s LLM-supporting package, available
at https://github.com/explosion/spacy-llm.

7https://huggingface.co/datasets/ibm/
Climate-Change-NER

8International Business Machines Corporation
9National Aeronautics and Space Administration

used in the experiments of this paper, contain 985
and 177 sentences and 3029 and 555 NE instances
respectively.

BiodivNER is a publicly-available dataset10 for
English-language NER in the biodiversity domain
(Abdelmageed et al., 2022). The dataset has 6
biodiversity-related NE classes: organism, phe-
nomena, matter, environment, quality, and loca-
tion. The annotated corpus comprises of abstracts,
tables, and metadata files collected by using a set
of keywords from Semedico,11 BEF-China,12 and
data.world13 and manually annotated with the IOB
tagging scheme. BiodivNER’s train and test data
splits contain 1828 and 229 sentences and 6709
and 1277 NE instances respectively.

4 Methodology

This section presents the steps taken to preprocess
the data, the prompt design, the LLMs used in
the experiments, the evaluation approach, and the
baseline against which the LLMs’ performance is
compared.

4.1 Data preprocessing
The NER data is used in two settings: (1) to train
a custom NER component in spaCy, and (2) to
design prompts for few-shot learning. Use case
(1) requires span information about each NE in-
stance, while for use case (2) each sentence needs
to be saved as a Python list, with each token in-
dex and token saved as sublists and as a string. To
achieve (1) and guarantee compatibility between
each dataset’s and spaCy’s tokenization, all sen-
tences were re-tokenized and only those that were
identical to the tokenized sentences in the original
datasets were taken into account. All re-tokenized
sentences for Climate-Change-NER were identi-
cal; from BiodivNER, 90 re-tokenized sentences
from the train file, and 11 from the development
and test file each were not identical.

4.2 Prompt design
To explore whether the task input-output for-
mat influences a model’s performance, the study
adopts a custom prompt design that differs from
the few-shot prompt design suggested by Ashok
and Lipton (2023) in the following features: (1)
the definition of each NE class is followed by

10https://zenodo.org/records/6575865
11A semantic search engine for the life sciences.
12https://bef-china.com/
13https://data.world/
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several real-world instances of the respective NE
class; (2) the task examples (TEs) include sen-
tences presented either as a Python string or a
Python list of tokens and token indices, hereinafter
referred to as string-based and token-based input-
output, and an answer section containing the ex-
pected output from the model; (3) the format of
the task input sentence corresponds to the format
of the task examples described in (2) i.e. is ei-
ther a Python list or a string; (4) the LLM is not
prompted to emulate “reasoning” for its decision;
(5) only true NE instances are provided as ex-
amples of correct answers. The features (4) and
(5) were implemented after the preliminary tests
showed that they did not contribute to consistent
improvement in the results. Each prompt has three
sections: (a) a definitions-and-instances section,
where real-world instances of the NE class ac-
company its definition, (b) a task example section,
which includes an n number of examples of the
task the model is expected to complete, and (c)
a task section, where the model is “asked” to an-
notate a sentence and return its output in a spe-
cific format. Figure 1 provides an overview of the
prompt design.

Figure 1: Blueprint for prompt design. The string-
based input-output format refers to the task of
identifying NEs at the sentence level, while a
token-based format involves identifying NEs at
the token level.

Section (a) remains unchanged in each prompt
of the prompt versions described below. For Bio-
divNER, the definitions of the NE categories in-
cluded in section (a) have been obtained from the
description of the dataset creation and annotation
process, available in Abdelmageed et al. (2022).

The definitions of the NE classes contained in
Climate-Change-NER are available in the dataset
card on Hugging Face, referred to in the dataset
description in Section 3. Sections (b) and (c) are
created by applying two formats for the input-
output requirements as described in prompt fea-
tures (2) and (3), and by introducing three differ-
ent selection criteria for examples included in the
task-example (TE) pairs of section (b).14

Prompt version one: random k-examples A k
number of random TEs is extracted from the train
data split, where k can be 3, 4, or 5 TE pairs, and
section (b) is populated with the selected TE pairs.
This prompt version, where a k number of ran-
domly chosen sentences is used in the TE section,
follows the prompt design adopted in the work of
Ashok and Lipton (2023).

Prompt version two: semantically similar k-
examples Motivated by the prompt design pre-
sented in Wang et al. (2023), each sentence of
the test split of both datasets is paired with five
sentences of the train data split, which have the
highest similarity score with the test sentence. Se-
mantic text similarity is calculated with the library
sentence-transformers15 (Reimers and Gurevych,
2019) and the model sentence-transformers/stsb-
distilroberta-base-v2. The idea is to investigate
whether LLMs’ performance can be improved by
including in the TE pairs sentences that have a de-
gree of similarity to the sentence the model is ex-
pected to process. Section (b) of the prompt is
populated with k number of semantically similar
TE pairs, where k can be 3, 4, or 5.

Prompt version three: clustered NE classes
To simplify the task at hand, clusters of NE
classes within each dataset are created on the ba-
sis of the classes’ perceived relatedness. The
idea behind this prompt design choice is to (1)
frame the models’ output into a narrower, topic-
related semantic field and (2) rather than col-
lapse NE categories that bear a perceived degree
of similarity, test if LLMs can differentiate be-
tween them. Four NE class clusters are cre-
ated for Climate-Change-NER and three for Bio-
divNER. Prompt sections (a) and (b) are pop-

14A limitation of a maximum number of 60 tokens was in-
troduced for TE pairs from BiodivNER’s training data, due to
the observation that the data contained tokenized sentences
whose length varied from 3 to 1053 tokens. Such a limi-
tation was not necessary for Climate-Change-NER training
samples, as the length of sentences varied between 32 and
115 tokens.

15https://sbert.net/
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ulated with definitions and four randomly se-
lected TE pairs pertaining only to the cluster’s
classes. The NE clusters for Climate-Change-
NER are: (1) climate-hazards, climate-problem-
origins, climate-greenhouse-gases; (2) climate-
impacts, climate-assets, climate-nature, climate-
organisms; (3) climate-datasets, climate-models,
climate-observations, climate-properties, and (4)
climate-mitigations, climate-organisations. For
BiodivNER, the three clusters are: (1) environ-
ment, location; (2) organism, matter, and (3) phe-
nomena, quality.

Input-output format For string-based input,
the TEs include a string and the correct NE in-
stances and their categories in parenthesis. The
model is expected to generate the correct NE in-
stance and its category in parentheses, but not the
token indices pertaining to the tokens within the
span. For token-based input, the TEs include to-
kenized sentences containing a token and a token
index. The model is expected to identify the NE
instance, its category, and the start- and end-token
indices. Ideally, the token-based output should al-
low for simple integration of a model’s annotation
with existing token-level features.

Prompt version k=3 k=4 k=5
Random k 177 177 177
Similar k 177 177 177

NE cluster 1 0 177 0
NE cluster 2 0 177 0
NE cluster 3 0 177 0
NE cluster 4 0 177 0

Prompts, per input type 354 1062 354
Prompts, both input types 708 2124 708

Table 1: Number of prompts for test sentences
of Climate-Change-NER for each prompt version
and input type (token/string based).

4.3 Language models

The choice of LLMs was guided by two factors:
previous successful deployment in similar tasks
and cost. Two models of OpenAI’s GPT family,
gpt-4o-2024-05-13 (hereinafter: gpt-4o) and gpt-
4o-mini,16 were run using OpenAI’s API. Ope-
nAI’s models were chosen over other proprietary
models of similar performance and price range due

16https://platform.openai.com/docs/
models

Prompt version k=3 k=4 k=5
Random k 229 229 229
Similar k 229 229 229

NE cluster 1 0 229 0
NE cluster 2 0 229 0
NE cluster 3 0 229 0

Prompts, per input type 458 1145 458
Prompts, both input types 916 2290 916

Table 2: Number of prompts for test sentences
of Climate-Change-NER for each prompt version
and input type (token/string based).

to their previous successful deployment in a sim-
ilar setting (Ashok and Lipton, 2023). The ex-
periments are also run on two open-source mod-
els: Meta-Llama-3.1-70B-Instruct (hereinafter:
Llama-70B) and Meta-Llama-3.1-405B-Instruct
(hereinafter: Llama-405B), both developed by
Meta and run through an API of Nebius AI Stu-
dio.17 The total cost of the experiments is reported
in Section 7.

4.4 Evaluation

Baseline The performance of the four models
on the BiodivNER dataset is compared against
the results of BiodivBERT (Abdelmageed et al.,
2023), an LM pre-trained and fine-tuned specifi-
cally for an NER task in the biodiversity domain,
with a reported F1 score of 0.87. For Climate-
Change-NER, the baseline is that of the model IN-
DUSBASE (Bhattacharjee et al., 2024), an LM pre-
trained and fine-tuned on relevant scientific data,
with a reported F1 score of 0.64.

Custom NER components within tools for
linguistic annotation To measure how the num-
ber of NE instances per category affects the per-
formance of a custom NER component within an
annotation tool, custom NER components were
trained on each dataset using spaCy and the model
en core web lg18 as a base model. SpaCy’s NER
tagger achieves an F1 score of 0.73 on Bio-
divNER’s test data, and 0.43 on the Climate-
Change-NER’s test data.

Token-based prompts Micro F1 score is calcu-
lated and reported in accordance with the standard
CoNLL metric (Sang and De Meulder, 2003), as
well as simple span-and-category matches (Chin-
chor and Sundheim, 1993). The former refer to

17https://studio.nebius.ai/.
18https://spacy.io/models/en core web lg
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a complete match in NE instance, label, and NE
span boundaries (start- and end-token), while the
latter takes into account only the NE instance and
label, but not token indices. Reporting simple
span-and-category matches serves as a point of
comparison with the results of the string-based
prompts.

String-based prompts For these prompts, the
goal is to identify NEs at the sentence level, the
F1 score is based on span-and-category matches,
with strict span boundaries. Partial span matches
are not considered true positives.

5 Results and analysis

Tables 3 and 4 summarize the F1 scores for
experiments conducted on the test data split of
Climate-Change-NER and BiodivNER involving
the prompts described in Section 4.2. One iter-
ation was performed on each prompt set and on
each model. In the tables, k stands for the number
of TE pairs included in the prompt. Prior to calcu-
lating the results, each model’s output was cleaned
from misspelled or non-existing categories (e.g.
organsim instead of organism).

Tables 5 and 6 present the percentage of span-
and-category matches between a model’s pre-
dicted NEs and the gold standard. Span-and-
category matches measure instances where the
model correctly identifies the span of an NE in-
stance and the NE class. For token-based input
and output, this means that the token indices are
not taken into account when calculating the per-
centage of span-and-category matches, while for
string-based input and output, the model is not ex-
pected to generate token indices at all. Therefore,
these two tables allow one to gauge the degree to
which a model is affected by the input-output for-
mat.

5.1 Quantitative analysis

Even the best-performing all-class token-based
prompt & model combinations substantially lag
behind the baseline NER models for the datasets,
more so in the case of BiodivNER, where the base-
line F1 score is 0.87 and spaCy’s NER classi-
fier F1 score is 0.73. For Climate-Change-NER,
which has a baseline score of 0.64, the best-
performing all-class prompt & model combination
achieve an F1 score of 0.44, which is similar to
spaCy’s score of 0.43.

Model performance The average F1 scores

for all prompts achieved by the tested LLMs is
within the 0.24 to 0.43 range for both datasets.
Per prompt type, the highest F1 score of 0.53 is
achieved by gpt-4o on the token-based NE class
cluster 1 of Climate-Change-NER and the lowest
F1 score of 0.16 by Llama-70B on the string-based
NE class cluster 4 of the same corpus. For token-
based prompts, gpt-4o has the highest average
score, followed by Llama-405B; gpt-4o-mini and
Llama-70B come third and achieve equal perfor-
mance. For string-based prompts, Llama-405B
performs slightly better on Climate-Change-NER,
followed by gpt-4o and the two smaller models;
for BiodivNER, it is a tie between gpt-4o and
Llama-405B.

In terms of overall model ranking, gpt-4o seems
to be the best performer, closely followed by
Llama-405B. Llama-70B comes third due to its
slightly better performance on the BiodivNER
dataset relative to gpt-4o-mini, the latter coming
in fourth.

Prompt performance As expected, prompt de-
sign can affect the quality of the output. In general,
including more TE pairs in the prompt yields bet-
ter results for both random and similar TEs, with a
few exceptions that were mostly noticed in the out-
put of Meta’s models for the random-k prompt ver-
sion in BiodivNER; the number of TEs also seems
to be more important than TEs’ similarity to the
task sentence. Task simplification by grouping NE
classes showed benefits only in NE class cluster
1 of Climate-Change-NER; in all other instances,
this step did not lead to better performance.

The impact of the input-output format is
measured by calculating the simple span-and-
category matches of the output with the gold
standard in the test data split. For token-based
prompts, this is the percentage of correctly pre-
dicted NEs when the token indices are not con-
sidered. Tables 5 and 6 show that the models
handle token-based input well - in fact, token-
based prompts achieve better average results on
both datasets. Llama-405B ranks first in this per-
formance measure on the Climate-Change-NER
dataset, while gpt-4o outperforms the other three
models on the BiodivNER dataset.

Per-class performance Given that token-based
prompts outperformed string-based prompts, an
analysis of per-class performance of token-
based prompts was done on the two datasets.
Per dataset, the best-performing and worst-
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Table 3: Climate-Change-NER results: F1 scores for all versions of token- and string-based input-output
prompts.

Table 4: BiodivNER results: F1 scores for all versions of token- and string-based input-output prompts.

performing classes for Climate-Change-NER are
climate-organizations (0.59)19 and climate-assets
(0.23) respectively. For BiodivNER, the best and
worst performing classes are organism (0.48) and
matter (0.18). Per model, for Climate-Change-
NER, gpt-4o-mini and Llama-70B perform best on
climate-organizations (0.63 and 0.51), while gpt-
4o and Llama-405B on climate-greenhouse-gases
(0.62 and 0.74). For BiodivNER, all models per-
form best on the class organism (score range of
0.43 to 0.52) and worst on mater (0.15 to 0.19).

5.2 Qualitative analysis
The two worst-performing classes in the output of
the highest-F1 score models for all-class token-
based prompts were further investigated. For
Climate-Change-NER, this is the model gpt-4o
with a prompt containing 5 random TEs, while for
BiodivNER this is the same model with a prompt
containing 4 similar TEs.

Climate-Change-NER The two worst-
performing classes are climate-assets and climate-
problem-origins. When annotating instances of
climate-assets, defined as “objects or services

19Average F1 score from all prompts and all models.

of value to humans that can get destroyed or
diminished by climate-hazards”, the model tends
to prefer the longest-span option: it annotates the
span pavement structure, instead of pavement,
bioclimatic skyscrapers instead of skyscrapers,
livestock industry instead of just livestock. The
model does not delineate well between climate-
assets, climate-nature, and climate-mitigations.
The model annotates as climate-problem-origins,
defined as “problems that describe why the
climate is changing”, instances such as global
warming, considered non-entity in the test split of
the gold dataset. It also fails to annotate emissions
as an entity of this class only when it is used in
the context of climate change. Sources of energy,
including hydropower, are also annotated with
this class.20

BiodivNER The two lowest-scoring classes in
this instance are matter (F1 of 0.18) and loca-
tion (0.25). Instances incorrectly annotated with
the class matter, defined as “chemical and bio-
logical compounds, and natural elements”, usu-
ally involve cases when the model only annotates

20In the gold dataset, hydropower is annotated with the
class climate-mitigations.
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Table 5: Climate-Change-NER: Span-and-category matches for token- and string-based input-output
prompts. The values are given as percentages of total instances.

Table 6: BiodivNER: Span-and-category matches for token- and string-based input-output prompts. The
values are given as percentages of total instances.

a nested span, which can function as an NE in-
stance on its own and within a longer span (cap-
turing only woody debris instead of woody debris
item). The wrongly-annotated instances of loca-
tion, defined as a “geographic location, such as
China”, are interesting, as they reveal plausible
NE candidates that have not been included in the
gold dataset, such as Turkey, Papua New Guinea
and tropical South America.

6 Discussion and future work

The experiments reveal that few-shot NER meth-
ods are not a turnkey solution for highly-
specialised NE annotation at token- and sentence-
level, which answers Q1 and further highlights the
importance of reflecting on and reporting LLMs’
limitations on domain-specific tasks, especially at
a time of benchmark-centric research. Neverthe-
less, the results also reveal possible use cases for
LLMs in the context of NER, which include test-
ing the robustness of datasets and further simpli-
fying the task by focusing on isolated NE classes
and extensive task descriptions; both of these are
discussed in subsection 6.1.

Regarding the input-output format investi-
gated within Q2, the experiments show that LLMs
achieved slightly better performance on token-
based than on string-based input. A plausible ex-
planation for this might be that repeated NE in-
stances in a single sentence are more likely to
be identified with a token-based approach, as the
LLM processes each token individually. In fu-
ture iterations, it would be useful to investigate
whether the prompt for string-based processing
could benefit by including an instruction for the
LLM to extract repeated occurrences of the same
NE instance. Since LLMs’ performance could im-
prove with more context, it would be worthwhile
investigating whether redefining the string-based
prompt as a document-level NER task would yield
better performance. Finally, it was noticed that the
BiodivNER dataset contained many tokens that
were remnants of PDF parsing, which might also
have affected the LLMs’ output for string-based
prompts.

In many cases, there was an overlap in the
classes on which the LLMs performed well or
poorly. The experiment results seem to hint that
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the complexity of the task could be rooted in the
LLMs not having been exposed to sufficient data
about the specialised domains. It would be inter-
esting to test this approach on a domain-specific
LLM developed for climate change question-
answering, such as models belonging to the Cli-
mateGPT family (Thulke et al., 2024). Unfortu-
nately, this was not realistic for this study due to
infrastructure constraints.

6.1 Possible use-cases
Testing robustness of datasets While LLMs
cannot be considered reliable “annotators” in an
end-to-end pipeline for corpus annotation, they
could be valuable assets in testing the definitions
and labels of an existing NER dataset. This is cor-
roborated by the fact that in BiodivNER, the mod-
els identified valid NE candidates of the category
location. This experimental setup would be an af-
fordable way of probing NE definitions and cate-
gories prior to embarking on manual annotation.
Such “probing” could also uncover class ambigui-
ties, where an instance could make a plausible NE
candidate of two or more classes.

Focusing on isolated NE classes While LLMs
were not capable of capturing NEs in the same
way a dedicated NE classifier would do, their per-
formance on certain categories, such as climate-
greenhouse-gases and climate-organisations, was
acceptable. It would be interesting to explore how
the models would perform in a single-class sce-
nario with a more extensive task description.

7 Ethical considerations

This study uses publicly available datasets. The
experiments do not require specialised infrastruc-
ture and can be reproduced using an API and the
prompts provided in the dedicated GitHub repos-
itory. The costs for all experiments, per language
model family are: ca. 40 EUR for OpenAI’s GPT4
models, and ca. 20 EUR for Llama’s 3.1 models.

Limitations

The experiments use text generation in an LLM-
as-a-service setup, which makes them vulnera-
ble to non-responsive APIs. Given that an LLM
may not yield the same result twice even when
prompted with the same text, it is impossible
to guarantee 100% reproducibility. Guardrails
against bias and offensive content are recom-
mended before real-world deployment. Informa-

tion considered confidential or sensitive should not
be sent in API calls.
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Università di Torino
Torino (Italy)

cristina.bosco@unito.it

Adriana Silvina Pagano
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Abstract
Contemporary environmental discourse
focuses on effectively communicating
ecological vulnerability to raise public
awareness and encourage positive actions.
Hence there is a need for studies to support
accurate and adequate discourse produc-
tion, both by humans and computers. Two
main challenges need to be tackled. On the
one hand, the language used to communi-
cate about environment issues can be very
complex for human and automatic analy-
sis, there being few resources to train and
test NLP tools. On the other hand, in the
current international scenario, most texts
are written in multiple languages or trans-
lated from a major to minor language, re-
sulting in different meanings in different
languages and cultural contexts.
This paper presents a novel parallel corpus
comprising the text of World Wide Fund
(WWF) 2024 Annual Report in English
and its translations into Italian and Brazil-
ian Portuguese, and analyses their linguis-
tic features.

1 Introduction

Environmental issues, such as biodiversity loss,
global climate and sustainability, have an impor-
tant social relevance today and are increasingly de-
bated in all countries, in a variety of communica-
tion channels and media.
Nevertheless, notwithstanding the great amount of
dissemination and communication about environ-
mental matters, the recent literature has problema-
tized the effectiveness of such discourse due to the
complexity in the content of this kind of texts. For
instance, Italian dissemination texts discussing is-
sues related to the environment, published by the
European Agency and journals, have been evalu-
ated as posing readability challenges for people

who do not have at least a high school degree
(Bosco et al., 2023).
Moreover, in the current international scenario in
which disseminating clear and homogeneous mes-
sages about the environmental crisis is crucial,
texts are often written in multiple languages or
translated from a major (in most of cases English)
to minor languages, resulting in the construal of
different meanings in different countries.
Governmental entities have also detected this kind
of difficulty and are trying to address it. For exam-
ple, in 2020 the European Commission published
a study showing that more than half of the environ-
mental claims examined in the European countries
were vague, misleading or unfounded, while 40%
were completely unfounded. To promote more ac-
curate and timely information, in March 2023, the
European Parliament published the Green Claims
Directive1.
In countries especially involved in the environ-
mental crisis, such as Brazil, a large variety of ed-
ucational and informative initiatives are promoted
to foster the correct dissemination of informa-
tion (see, among other, Climate Change and Pub-
lic Perception in Brazil2, a project for measuring
knowledge and concern of Brazilians on climate
change and the yearly forest fires in the country.

The studies and political interventions above re-
ported clearly point to the importance of language
in raising public awareness to save the planet. In
addition to the life sciences, disciplines such as
computational linguistics are also expected to ad-
dress the challenges posed by environmental dis-
course from the perspective of their theoretical and
methodological approaches and applying different
strategies that can impact on discourse and, ul-
timately, on societal moves towards sustainabil-
ity. By providing a fine-grained analysis of the

1https://environment.ec.europa.eu/top
ics/circular-economy/green-claims_en

2https://en.percepcaoclimatica.com.br/
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language used to communicate environmental is-
sues, computational linguistics can indeed collab-
orate with crucial information on how individu-
als, groups of people or entire societies are coping
with environmental issues, their attitudes, aware-
ness and willingness to work towards more sus-
tainable life patterns for the planet.

Nonetheless, machines also are facing chal-
lenges to analyse texts on environmental dis-
course, first of all because they use a specialized
lexicon even when written with a popularization
intent. This motivates the development of pre-
trained models (Thulke et al., 2024) dedicated to
address texts about environmental issues which in-
clude specific expressions that general language
LMs can not represent accurately (Webersinke
et al., 2022) and different languages. But there are
other challenges when dealing with environmental
texts. For example, the frequent inclusion of info-
graphics, images and tables that integrate the text
content can make automatic analysis particularly
difficult (Saha et al., 2024; Mishra et al., 2024).
A further and also more serious challenge is
the scarcity of available datasets and corpora to
train tools for automatic analysis and evaluate
their performance on texts about environmental is-
sues. For example, as reported in (Ibrohim et al.,
2023), resources for Sentiment Analysis of envi-
ronmental texts are currently very poor for all lan-
guages. Some corpora about environmental topics
are available for English and very few for other
languages. In general, it is striking that the devel-
opment of tools and resources to tackle the prob-
lem, including by computational linguistics, has
not yet involved languages spoken in countries
which have long been among key stakeholders in
environmental phenomena, as is Brazil, for exam-
ple.
On top of that, only topics related to climate
change seem to have attracted most of the research
community interest (probably due to the higher
visibility and quantifiability of its effects), while
others are less studied in the context of computa-
tional linguistics. This is the case of biodiversity
loss, one of the most debated environmental topics
at present.

In this paper, we introduce a novel multilingual
parallel corpus WWF24 comprising texts about
biodiversity loss and other environmental issues
published within a report in 2024 by the World

Wildlife Fund (WWF)3, and we provide the results
of the language analysis we applied to it. In line
with the literature, the results reveal differences in
the way meanings are construed in each language.
They may have significant impact on the ultimate
effectiveness in the way meanings are construed
to communicate ecological vulnerability and raise
public awareness and encourage positive actions
accordingly. We have included three languages in
the preliminary release of our corpus, namely En-
glish, Brazilian Portuguese and Italian, also taking
into account issues related to translation and dif-
ferent renditions for the key concepts.
The research questions we want to investigate are
therefore as follows:

• Are meanings pertaining to environmental is-
sues construed analogously in different lan-
guages?

• What do language patterns show about how
the notion of biodiversity and nature is con-
strued in Italian, Portuguese and English?

• What impact does translation have on mean-
ing construal in the Italian and Brazilian
texts?

Our main contribution includes the preliminary
release of a novel multilingual parallel corpus
WWF24 of environmental discourse4 and the re-
porting of results of a set of analyses.
Our main goal is to provide data that support
the development of LMs especially dedicated to
the topics related to biodiversity. Drawing on
the premise that our language construes our ex-
perience of the world (Halliday and Matthiessen,
2006) examining the language used in environ-
mental discourse allows us, not only to gather in-
sights into how different languages construe dif-
ferent meanings, but also to better characterize the
complexity of environmental discourse.

The paper is organized as follows. The next
section briefly surveys related work. Section 3 in-
troduces the WWF24 corpus providing the details
about the texts compiled. Section 4 and 5 are de-
voted to describing the analysis performed on the
corpus and the results obtained. In Section 6 we

3The WWF is the leading wordlwide organization in
wildlife conservation and endangered species (https://
www.worldwildlife.org/).

4The corpus will be made publicly available and down-
loadable upon paper acceptance
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provide a discussion of the results of our analysis,
conclusions and envisioned steps for further work.

2 Related Work

NLP approaches to the analysis of environmental
discourse have mainly focused on Sentiment Anal-
ysis.
A systematic survey of the application of Senti-
ment Analysis on environment related topics is
presented in (Ibrohim et al., 2023). The paper
shows that few projects on the subject have been
carried out, even for major languages such as En-
glish, and these have used fairly rough techniques.
In (Stede and Patz, 2021), a review is conducted
to explore the application of Sentiment Analysis
in the debate about climate change. The authors
show how different communities (general public,
policy-makers and scientists) use different genres,
registers, and terminologies to communicate with
each other and with other communities about this
issue, pointing to the potential of NLP to assist
them to assess in which direction the debate may
evolve and to respond accordingly.
(Du et al., 2020) explore the use of Sentiment
Analysis for examining opinions on several smart
city issues like climate change, urban policy, en-
ergy, and traffic drawing on social media texts.
(Stede and Patz, 2021) review approaches to the
analysis of climate change discourse both from
the perspective of NLP studies and social science
studies, arguing for potential enhancement of stud-
ies if both fields take each other’s perspectives
into account. Both these surveys, (Stede and Patz,
2021) and (Du et al., 2020) are enlightening in the
results reported but do not provide an in-depth ex-
ploration of NLP techniques needed to apply Sen-
timent Analysis on natural environment topics and
are restricted to a specific topic, not considering
many other topics related to nature and environ-
mental issues.

In the last year, the application of NLP to envi-
ronmental issues has been more reported on in sci-
entific events and, in particular, in workshops such
as ClimateNLP 20245 or ICLR 2024 - Tackling
Climate Change with Machine Learning6. Both
events will be held again in 2025.

The development of language models dedicated
to climate change topics, such as ClimateBERT

5https://nlp4climate.github.io/climat
enlp2024/

6https://www.climatechange.ai/events/
iclr2024

(Webersinke et al., 2022) and the above mentioned
events underline how climate change is currently
raising a specific attention within computational
linguistics.

As far as corpora to be used in NLP experi-
ments, a corpus for Italian has been recently pub-
lished and is described in (Grasso et al., 2024a),
while efforts made for building a multilingual cor-
pus including Italian, Indonesian and English are
described in (Bosco et al., 2023). Among the most
recent corpora for English we can cite (Grasso
et al., 2024b), which is focused on issues related
to climate change observed from a diachronic per-
spective.

One of the aims of our contribution is expand-
ing the variety of environment-related topics and
number of languages, in this particular paper in-
cluding Brazilian Portuguese, which is currently
under represented.

3 Data

This section describes the corpus we collected for
the purpose of analysing linguistic features of en-
vironmental discourse.

To compile our corpus WWF24, we down-
loaded the original version of WWF’s 2024 Living
Planet Report, available in English at https://
livingplanet.panda.org/en-US/. The
Brazilian version was downloaded from https:
//livingplanet.panda.org/pt-BR/
and the Italian version from https://www.ww
f.it/cosa-facciamo/pubblicazion
i/living-planet-report/. Henceforth
the three versions will be referred as WWF24-
Eng, WWF24-Ita and WWF24-Bra. They can
be considered as a starting point for a resource
in which more languages will be included and the
same methodology applied.

A comparison of the three versions of WWF’s
2024 Living Planet Report showed that they all
featured the same images and text content. In both
the Italian and Brazilian versions, the names of
the translators are acknowledged. However, unlike
the Brazilian version, in which all infographics are
translated, most infographics in the Italian version
are partially translated or not translated at all. For
the purposes of language analysis, images and in-
fographics were removed and plain text files were
created as part of the novel corpus WWF24.

As WWF’s 2024 Living Planet Report is a tech-
nical report, drawing on data and domain termi-
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nology used by WWF in accordance to other ma-
jor stakeholders and at the same time aiming at a
wider readership, we expected the use of technical
terms as well as lay explanations, which knowl-
edgeably poses a challenge in translations. An ex-
ample of one such challenge is the terminology
inWWF’s 2024 Living Planet Report, for instance
”tipping point” and ”nature-positive” (see section
4), which are used as technical terms in the envi-
ronmental domain and which need to be clarified
to a lay audience.

Our analysis thus began by exploring general
characteristics of the texts and finally focused on
specific terms. To query the corpus we relied on
text analysis software: Sketch Engine7 and Voyant
Tools8. For a fine-grained analysis of two partic-
ular terms - ’tipping point’ and ’nature-positive’-
we performed manual alignment of the sentences
in which the terms occurred.

The corpus compiled is deemed a valuable con-
tribution for an area in which there are only very
few datasets. Moreover, the first release of our cor-
pus compiles data for Italian, Brazilian Portuguese
and English, but and expansion is scheduled to in-
clude in WWF24 texts from other language fami-
lies, as is the case of Turkish. Some considerations
related to the debate about the environment and
languages in general motivated our initial choice
of three languages.
English is the language in which the WWF’s re-
ports are originally written, assumed as a medium
of communication and the most spoken language
around the world.
Portuguese (including European and Brazilian
Portuguese) is among the 8 most spoken languages
with 264 million speakers, and most of them be-
ing in Brazil9. Brazil is one of the countries most
impacted by environmental phenomena and one
of the main stakeholders in environmental discus-
sions with the greatest biodiversity of flora and
fauna on the planet. Nevertheless, based on our
knowledge, we are not aware of corpora available
for this language about the discussion of biodiver-
sity loss.
Finally, Italian has been selected because of our
expertise and because it underlines a culture that
is enough different from those represented by the
other two languages.

7https://www.sketchengine.eu/
8https://voyant-tools.org/
9The country for which the report is published by the

WWF is Brazil and the language is Brazilian Portuguese.

Linguistic analysis is expected to pave the way
for the development of annotation schemes that
can be later applied on the data for building, not
only LMs, but also benchmarks that are crucial for
the evaluation of results provided by LMs.

4 Linguistic Analysis

We performed different techniques aimed at ex-
tracting the most important lexical and semantic
features in a cross language perspective. We com-
puted the number of sentences, words and lemmas
in the WWF24-Eng corpus using the text analysis
software Sketch Engine. Table 1 shows distribu-
tions in our corpus.

Eng Ita Bra
tokens 29,996 33,437 32,914
words 25,359 29,087 28,467
different words 4,344 4,977 4,866
lemmas 3,036 3,479 3,354

Table 1: Distribution of tokens, words, different
words and lemmas in the three subcorpora of the
WWF24 corpus .

As can be seen in Table 1, figures are higher
in the Italian and Brazilian Portuguese texts than
in the original in English. This may be accounted
for by typological features of the languages. Ital-
ian and Brazilian Portuguese, for instance, make
use of prepositional phrases to realize many noun
phrases in English, which adds to the number of
tokens. Also, Italian and Brazilian Portuguese
make use of more lemmas to realize a single
lemma in English. For example, ’to see’ is ren-
dered by several lemmas, among them ’vedere’
and ’osservare’ in Italian and ’ver’ e ’observar’ in
Brazilian Portuguese.

In order to explore lexical characteristics, us-
ing Sketch Engine we extracted the most frequent
lemmas for nouns in each subcorpus. Table
2 shows similarities and differences between the
three languages regarding the 10 most frequent
nouns. For example, ’nature’/’natura’/’natureza’
and ’biodiversity’/’biodiversità’/’biodiversidade’
rank among the first most frequent nouns in all
three languages. However, ’species’ does not rank
amid the first ten positions in English (it can be
found at the 16th position with 82 occurrences),
while unlike in English, ’planet’ does not rank
in Italian and Brazilian Portuguese (it is in the
70th position with 25 occurrences in Italian and
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English Italian Brazilian
nature (196) natura (224) natureza (226)
climate (180) cambiamento (165) mudança (158)
change (150) specie (124) espécie (127)
food (138) sistema (117) ecossistema (116)
ecosystem (126) popolazione (116) área (115)
energy (124) ecosistema (113) sistema (113)
system (109) obiettivo (107) água (102)
population (105) biodiversità (99) população (100)
biodiversity (103) acqua (94) biodiversidade (99)
planet (103) persona (91) energia (98)

Table 2: 10 most frequent nouns in WWF24-Eng, WWF24-Ita and WWF24-Bra (frequency of each
word in brackets).

in the 22th position with 62 occurrences in Brazil-
ian Portuguese).
Comparing the three subcorpora, we can observe
that only the following 6 nouns occur in all three of
them (with comparable number of occurrences):
’nature’/’natura’/’natureza’
’change’/’cambiamento’/’mudança’
’ecosystem’/’ecosistema’/’ecossistema’
’population’/’popolazione’/’população’
’biodiversity’/’biodiversità’/’biodiversidade’
’system’/’sistema’/’sistema’.

These 6 nouns were selected in order to ex-
amine their co-occurrence with verbs. It should
be noted that the results of the following analyses
(created with the Word Sketch function of Sketch
Engine) are not identical for all three languages.
Morpho-syntactic annotation tools are available
for Italian and English, allowing Sketch Engine to
build on its results to obtain accurate information
about word behaviour, whereas they are not avail-
able for Brazilian Portuguese. This means, for ex-
ample, that for a noun N, Sketch Engine can dis-
tinguish between verbs where N occurs as a sub-
ject and those where N occurs as an object com-
plement, whereas for Brazilian Portuguese it can
only recognise verbs with which N co-occurs.

In the upper part of the figure 1 we can see
some important differences for the noun ’na-
ture’/’natura’/’natureza’, i.e. those that occur
most frequently in all three languages: In Italian,
the most frequently used verbs with ’natura’ as
object are ’ripristinare’ (to restore) and ’pro-
teggere’ (to protect); they also occur in the other
languages, but the link between the words ’nature’
and ’natureza’ and these verbs is less strong in the
data for English and Brazilian.

In the lower part of the figure 1,
the diagrams for the nouns ’biodiver-
sity’/’biodiversità’/’biodiversidade’ are shown.
We can see that in all languages the concept of
biodiversity is linked to the action of preserv-
ing (’conserve’, ’conservare’ and ’conservar’).
However, the fact that in Italian biodiversity
is in almost all cases the object of active verb
forms underlines that the responsibility for its
conservation is perceived as the task of a specific
person or entity (subject of these verbs). For the
other 4 most frequent word groups mentioned
above, the analysis is given in the diagrams in the
Appendix-A.

We can also observe that different attitudes to-
wards environmental issues emerge from the data
if we focus on the types of verbs used in their dis-
courses. If we read the lists of verbs used in the
three subcorpora of WWF24, we can see a signif-
icant difference in the use of modal verbs and thus
an underlying expression of a different intention
to describe actions as possible and their resolu-
tion as obligatory. Modal verbs are used more fre-
quently in the Italian subcorpus than in the other
two ones. In WWF24-Ita, among 558 different
verbs, the modal verb ’potere’ (can) is the second
most frequently used (169 occurrences) and ’do-
vere’ (must) the fourth most frequently used (115
occurrences). In WWF24-Bra, over 577 differ-
ent verbs, ’poder’ is the second most used verb
(169 occurrences) and ’dever’ the ninth (52 occur-
rences). In WWF24-Eng, modal verbs occur less
than ten times in 557 different verbs.

The detection of keywords10 from the three

10According to the approach applied by Sketch Engine,
keywords are the words that are more frequent in the observed
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Figure 1: Behavior of ’nature’/’natura’/’natureza’ and ’biodiversity’/’biodiversità’/’biodiversidade’ with
verbs.

subcorpora also shows that there are important
differences among them and that the focus of
the discourse is not exactly the same in the three
versions of the WWF’s report.
We started from the list of the ten more charac-
teristic keywords extracted from WWF24-Eng,
i.e. ’wwf’, ’lip’, ’nature-positive’, ’nature-based’,
’overexploitation’, ’ipbes’, biodiversity’, ’gbf’,
’oecm’, ’deforestation’. Then we observed
whether the corresponding keywords occur
also in the lists for Italian and Brazilian Por-
tuguese respectively drawn from WWF24-Ita
and WWF24-Bra. Only six of the ten keywords
occur in the three subcorpora, but only four with
comparable weight (rank in the list). It must be
noted that among these four, three are acronyms
which are not translatable expressions, i.e. ’lpi’
(living planet index), ’ipbes’ (Intergovernmental

corpus with respect to a very large reference corpus for the
same language. The reference corpora used in our analysis of
keywords are: enTenTen21 for English, itTenTen20 for Ital-
ian and ptTenTen23 for Portuguese.

Science-Policy Platform on Biodiversity and
Ecosystem Services) and ’gdf’ (global diver-
sity framework), while the remaining one is
’biodiversity’/’biodiversidade’/’biodiversità’.
The keywords related to ’overexploitation’
(’superexploração’ and ’sovrasfruttamento’) are
similarly ranked in the three subcorpora. It is par-
ticularly striking that ’deforestation’, the keyword
ranking as tenth in the list from WWF24-Eng
and as sixth in the list from WWF24-Ita, does not
appear in the list from WWF24-Bra.

With regard to technical terms, some of which
are likely candidates to multi-word expressions11,
two in particular were explored in our analysis.
The first one is ’tipping point’, a term which is
pivotal in the report and which is amply used and
defined in several websites 12. The original ’tip-
ping point’ has 74 occurrences in the WWF24-

11For a definition of MWE, see (Bhatia et al., 2024).
12https://www.reteclima.it/tipping-poi

nts-ambientali-e-riscaldamento-climatico
/
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Eng. The Italian version introduces the term in
quotes and provides a translation: ”’tipping point’
o punto critico di non ritorno” (lit.: critical point
of no return). Subsequently, it alternates between
the term in English (41 occurrences) and its Ital-
ian translation (13 occurrences). Unlike the Italian
text, the Brazilian version uses only ’ponto de não
retorno’ (73 occurrences).
The term ’tipping point’ is actually a concept
developed originally from a physics perspective,
which later came to be adopted in other domains
and introduced to the lay public through science
journalism.13 A quick query in online publica-
tions shows that academic publications in Italian
and Portuguese use the English term.

The second term is ’nature-positive’, techni-
cally defined in some websites14 and which poses
a challenge to translations into Italian and Brazil-
ian Portuguese as in English is used mostly at-
tributively in pre-modifying position, i.e. as an
attribute to a noun, requiring renditions by qual-
ifiers in post-modifying position. There are 20
occurrences of ’nature-positive’ in the WWF24-
Eng, collocating with ’production’(7), ’food sys-
tems’(4), ’practices’ (3), ’businesses and enter-
prises’ (2), ’future’ (2), ’food production’ (1), and
’energy transformation’ (1).
The WWF24-Ita uses different renditions to trans-
late ’nature-positive’, namely, qualifiers such as
’rispettose della natura’ (lit.: respectful of nature),
’positivo per la natura’ ((lit.: positive for nature),
’nature-positive’ as a borrowed term operating as
a qualifying adjective ’pratiche nature-positive’
(lit.: practice nature-positive); and a few adjecti-
val clauses such as ’che rispettano la natura’ (lit.:
which respect nature).
Finally, the WWF24-Bra uses ’nature-positive’
as a noun in prepositional phrases qualifying an-
other noun, e.g., ’produção de natureza-positiva’
(lit.: production of nature-positive); ’focado
em natureza-positiva’ (lit.: focused on nature-
positive); and qualifiers such as ’positivo para a
natureza’ (lit.: positive for nature).

In environmental organizations webpages in
Italian (cf. https://www.reteclima.it
/nature-positive-un-mondo-equo-a
-zero-emissioni-e-a-favore-della
-natura/), the concept of ”nature-positive” is
presented as a term borrowed from English and is

13cf. (Blaustein, 2015)
14https://blog.3bee.com/guida-al-conce

tto-di-nature-positive/

used in English. So is the case in publications by
WWF Italy (cf. https://www.wwf.it/cos
a-facciamo/pubblicazioni/biodiver
sita-fragile-maneggiare-con-cur
a/). In publications by WWF Brazil, the concept
is used in Portuguese as ”natureza positiva” (lit.:
nature positive).

5 Sentiment Analysis and Topic
Modeling of the WWF24 Corpus

The availability of tools and models for general
language allowed us to apply two types of seman-
tics oriented analysis to the English data. The ap-
plication of the same analyis is scheduled for the
other sections of the WWWF.
To analyze the sentiment of the WWF24-
Eng, we employed the pre-trained BERT-
based model ‘distilbert-base-uncased-finetuned-
sst-2-english’ (Sanh et al., 2019). This model,
optimized for sentiment classification, categorizes
text into Positive, Negative, or Neutral. Given the
corpus’s length (25,359 words) and the BERT to-
ken limit (512 tokens per input), the text was di-
vided into overlapping chunks of 510 tokens, with
a stride of 50 tokens to maintain contextual con-
tinuity. Each segment was individually analyzed
and the results were aggregated. The analysis re-
vealed the aggregated distribution in figure 2 and
more precisely:

• Positive Chunks: 63

• Negative Chunks: 103

• Neutral Chunks: 0

Figure 2: Sentiment distribution across text
chunks in the WWF24 Corpus.
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These findings indicate a predominance of nega-
tive sentiment throughout the corpus, suggesting
a focus on challenges, critical issues or alarming
environmental concerns. Positive sentiment, while
present, appears significantly less frequent and no
neutral segments were detected.

To uncover key themes within the WWF24-
Eng, according to topic modeling approach, we
employed the BERTopic algorithm (Grootendorst,
2022), a technique that uses transformer-based
embeddings and clustering. The text was prepro-
cessed to remove stop-words, non-alphanumeric
characters and excessive white spaces. Then it was
divided into manageable chunks of approximately
200 words to ensure compatibility with the model
input size requirements. The resulting blocks were
analyzed using BERTopic, generating topic clus-
ters based on semantic similarities.
The analysis revealed three main clusters:

• Topic -1: outliers or segments not clearly
assignable to a specific theme. Keywords:
tipping, points, change, energy.

• Topic 0: global environmental challenges.
Keywords: nature, climate, energy, global, fi-
nance.

• Topic 1: biodiversity and species conserva-
tion. Keywords: species, populations, de-
cline, index, change.

These topics reflect a strong emphasis on global
environmental challenges, energy sustainability
and biodiversity conservation. Nevertheless, re-
porting the results of these analyses we are con-
scious that pre-training on general language works
very well for common language, but its results are
not as reliable for particular domain languages,
such as texts about environment and we will work
in the development of novel resources for it.

6 Discussion, Conclusions and Future
Work

This paper presents the first release of the novel
multilingual corpus WWF24. It compiles texts
published in 2024 by the WWF for reporting on
the evolution of environmental crisis all around the
world and focuses on three languages, i.e. English,
Brazilian and Italian.
Both the data and analyses provided in this paper
are under several respects preliminary, but useful
for drawing the methodology we will apply in the

future development of the resource.
Our preliminary analysis points to some interest-
ing avenues for studying diversity in approaches
to environmental issues, in particular how mean-
ings are construed in different languages regarding
basic notions in the debate about the environment,
such as biodiversity and nature. The expression
of different intents and attitudes towards the cri-
sis emerge instead from the different verbs used in
the three subcorpora we observed. By contrast, the
use of technical terms highlights that the language
used in the WWF reports is featured by a certain
degree of complexity and may be challenging for
a significant part of the readers, as terms used to
refer to technical concepts, such as ’tipping point’
and ’nature-positive’ have varied renditions in Ital-
ian and Portuguese, which runs counter the uni-
vocality of technical terms. However, the choice
of varied renditions may be accounted for by the
characteristics of the WWF report referred to in
our Introduction, namely, the need to present tech-
nical information to a lay audience.

Our observations may be seen as the starting
point for future work since they help us in formu-
lating hypotheses to be validated (or refuted) fol-
lowing several possible directions. First of all, the
availability of the WWF’s reports for several other
languages will allows us to expand our corpus by
including more languages and comparing a larger
set of different cultures.
As mentioned above, like most documents for the
dissemination and public discussion of environ-
mental issues, the reports published by the WWF
also include pictures and infographics that inte-
grate the textual content. By extending the anal-
ysis to multimodal information we will be able to
collect more insights into the debate about the en-
vironmental crisis.

Finally, other forms of analysis, such as senti-
ment analysis and topic modelling (which we ap-
plied only on English data but will be applied on
the other languages when more resources will be
available for them also), but also frame extraction,
can be helpful for collecting the different facets of
the ongoing debate and how it varies across differ-
ent cultures and countries.
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Abstract

Costa Rica is one of the largest producers
and exporters of pineapple in the world.
This status has encouraged multinational
companies to use plantations in this Cen-
tral American country for experimenta-
tion and the cultivation of new varieties,
such as the Pinkglow pineapple. How-
ever, pineapple monoculture has signifi-
cant socio-environmental impacts on the
regions where it is cultivated. In this ex-
ploratory study, we aimed to analyze how
pineapple production is portrayed on the
Internet. To achieve this, we collected
a corpus of texts in Spanish and English
from online sources in two phases: using
the BootCaT 1 toolkit and manual search
on newspaper websites. The Hierarchi-
cal Dirichlet Process (HDP) topic model
was then applied to identify dominant top-
ics within the corpus. These topics were
subsequently classified into thematic cate-
gories, and the texts were categorized ac-
cordingly. The findings indicate that envi-
ronmental issues related to pineapple cul-
tivation are underrepresented on the Inter-
net, particularly in comparison to the ex-
tensive focus on topics related to pineap-
ple production and marketing.

1 Introduction

Pineapples are widely available in supermarkets
across Europe, Japan, and the United States. This
tropical fruit is cultivated in several countries, with
Costa Rica ranking as one of the leading producers

1Bootstrapping Corpora and Terms: a suite of perl
programs implementing an iterative procedure to boot-
strap specialized corpora and terms from the web (Baroni
and Bernardini, 2004). It is a free toolkit available at:
https://bootcat.dipintra.it/

and exporters (FAO, 2024). While pineapple pro-
duction has generated significant revenue for com-
panies in Costa Rica, it has also raised concerns re-
garding its impact on labor rights (Rodrı́guez and
Prunier, 2020; Salgado and Acuña, 2021; León
and Montoya, 2021) and the environment.

Numerous academic and NGO studies have
documented the environmental and health dam-
age caused by pineapple monocultures in Costa
Rica. The adverse environmental effects stem pri-
marily from the use of pesticides, which contam-
inate water and soil, thereby affecting humans,
animals, and plants (Valverde and Chaves, 2020;
Carazo and Aravena, 2016). Additionally, these
effects result from the excessive use of water
for irrigation, which depletes wetlands and un-
derground water reserves (Carazo and Aravena,
2016). Finally, monoculture practices leave the
land over-exploited and depleted of essential nutri-
ents (Carazo and Aravena, 2016; Obando, 2020).
These issues are emblematic of the current geolog-
ical epoch: the Anthropocene (de Cózar, 2019).

A notable example of the Anthropocene is the
creation of the pink pineapple (known as Pink-
glow) in Costa Rica. This new variety was devel-
oped in the laboratories of the Del Monte com-
pany, which holds the patent for it (Del Monte,
2020). The distinctive pink coloration serves
purely aesthetic purposes, catering to a market
heavily driven by visual appeal. Due to its high
market value, the pink pineapple is exclusively
marketed outside of Costa Rica (Riviera, 2024),
where it is promoted as an exotic product from a
tropical country.

In this context, an interdisciplinary group initi-
ated a study on the relationship between pineapple
plantations and the territory, as well as the repre-
sentation of the pineapple—particularly the Pink-
glow variety—as a cultural object. Within this
framework, we sought to explore the topics circu-
lating on the Internet about pineapple production
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and Costa Rica and to examine whether there are
differences between texts in Spanish and English.
To address these goals, we aim to apply advances
in Natural Language Processing (NLP), specif-
ically Topic Modeling, to identify the thematic
categories present in the corpus of digital texts.
Accordingly, the objective of this exploratory re-
search is to identify and categorize, through Topic
Modeling, the thematic categories associated with
pineapple production in Costa Rica within a cor-
pus comprising diverse textual genres.

Numerous studies have applied Natural Lan-
guage Processing (NLP) techniques to address en-
vironmental issues. Some focus on identifying
and geographically mapping the impacts of cli-
mate change by analyzing academic papers and
scholarly articles (Mallick et al., 2024) or through
sentiment analysis (Stede and Patz, 2021; Sham
and Mohamed, 2022; Mi and Zhan, 2023; Kr-
ishnan and Anoop, 2023), and stance classifica-
tion in tweets (Mohammad et al., 2016) or news
articles (Luo et al., 2020). Additionally, efforts
have been made to create datasets related to en-
vironmental topics, such as EcoVerse, an En-
glish Twitter dataset for eco-relevance classifica-
tion, stance detection, and environmental impact
analysis (Grasso et al., 2024); GERCCT, a Ger-
man Twitter dataset for argument mining (Schae-
fer and Stede, 2022); and ClimaText, a dataset for
detecting topics related to climate change (Varini
et al., 2021).

In addition, several studies have applied topic
modeling techniques within the environmental do-
main. These include research on climate change
discussions in social media (Dahal et al., 2019; Al-
Rawi et al., 2021; Uthirapathy and Dominic, 2023;
Kim and Kim, 2024), correlations between topics
and sentiment in news articles (Jiang et al., 2017;
Rabitz et al., 2021; Ejaz et al., 2022; McAllister
et al., 2024), analyses of Nature and Science edito-
rials (Stede et al., 2023), and targeted journal pub-
lications (Kim et al., 2021), as well as research and
policy papers (Werneck and Gomes, 2023). Topic
modeling has also been applied to election mani-
festos and parliamentary debates (Navarretta and
Hansen, 2023).

Although the aforementioned studies provided
a foundation, our exploratory research adopted
a distinct thematic and methodological approach.
Specifically, we examined pineapple production
across various textual genres, compared topics and

thematic categories between English and Spanish,
and implemented the topic model that yielded the
highest coherence score (HDP).

2 Method

The method used consists of five phases (see figure
1). First, the corpus was extracted and retrieved
through two stages:

1. Extraction using BootCaT involved nine tu-
ples, each consisting of three keywords, with
at least one keyword being “pineapple” for
English and either “piña” or “piñera” for
Spanish.

(a) English keywords: “pineapple”,
“pineapple plantation”, “pinkglow”,
“costa rica” and “pink pineapple”.

(b) Spanish keywords: “piñera”,
“plantación de piñas”, “piña rosada”,
“pinkglow”, “costa rica”, and “piña”.

2. Manual search on newspaper websites using
the keywords related to pineapple plantation.

(a) Costa Rican newspapers: Delfino, La
Nación, El Observador, La República,
Semanario Universidad, and Diario Ex-
tra.

(b) International newspapers: CNN, The
Guardian, The New York Times, and
The Times.

Second, a manual corpus analysis was conducted
to remove irrelevant texts (e.g., incomplete texts,
texts without mentions of pineapples or the Pink-
glow variety, and empty texts) and to classify tex-
tual genres (see table 3 in Appendix A). Next, topic
modeling experiments were carried out on both
subsets of the data using Latent Dirichlet Alloca-
tion (LDA) (Blei et al., 2003), Hierarchical Dirich-
let Processes (HDP) (Whye Teh et al., 2006), and
Latent Semantic Analysis (LSA) (Landauer and
Dumais, 2008). This was followed by the classi-
fication of the documents based on their dominant
topics. Then, thematic categories were determined
according to the dominant topics. Finally, the data
documents were classified according to their re-
spective thematic category.

2.1 Data

The dataset was collected between November and
December 2024 and consists of 221 texts, which
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Corpus Extraction

Phase I: 
Extraction with 

BootCat

Phase II: Manual 
Extraction from 

newspaper websites

Used manually created 
tuples with keywords related 
with pineapple plantation in 
Costa Rica to extract texts 
in Spanish and English. 

In Costa Rican (Delfino, La Nación, 
El Observador, La República, 
Semanario Universidad, Diario 
Extra) and international newspapers 
(CNN, The Guardian, The New York 
Times, The Times)

Data 
Filtering 

Removed non related and 
non properly extracted 
texts. 
SDS = 130 Spanish texts 
EDS= 91 English texts

Textual Genre 
Classification

Manual analysis of texts and 
classification according to 
their textual genre. 
Identified 13 textual genres. 

Topic Modelling 
Experiments

Implemented LDA, HDP and 
LSA topic models with both 
data subsets (SDS and 
EDS). 

Best Performing 
Model

Calculated coherence scores for 3 
models with both data subsets.

Used HDP model to extract 
dominant topics in the dataset. 
SDS= 50 dominant topics 
EDS= 41 dominant topics 

Dominant Topic Extraction

Determination of Thematic 
Categories

Used dominant topics to define 
thematic categories.

Data Classification with 
Thematic Categories

Classified each document in the 
dataset with its corresponding 
thematic category. 

Figure 1: Flowchart with phases followed in the method.

include: blog sites, business websites, news web-
sites, product pages, institutional websites, and
documents (e.g., papers, reports, manuals). It
comprises a total of 215,241 words. The texts are
written in two languages: Spanish (Spanish Data
Subset, SDS) and English (English Data Subset,
EDS) (see table 1 for more details) and were pub-
lished between 2001 and 2024. The dataset doc-
uments were classified according to their textual
genre, with 13 genres identified in total (see table
3 in Appendix A). Among these, news articles, di-
vulgative notes, and narrative notes are the most
frequent (see figure 2).

Data Number
of docu-
ments

Number
of words

Number
of char-
acters

Spanish 130 161,765 1,032,436
English 91 53,476 333,786
Total 221 215,241 1,366,222

Table 1: Data Distribution considering Language, Words and
Characters.

2.2 Topic Modeling Experiments

As mentioned above, the topic modeling was con-
ducted using three models: Latent Dirichlet Al-
location (LDA), Hierarchical Dirichlet Processes
(HDP) and Latent Semantic Analysis (LSA) with
both SDS and EDS data subsets. The models were
evaluated using the topic coherence (TC) score
from Gensim (Röder et al., 2015). Among these,
HDP demonstrated the highest coherence scores
for both subsets (see figures 3 and 4) and was con-
sequently selected for further analysis and the de-
velopment of thematic categories.

Drawing on reference literature (Del Monte,
2020; Riviera, 2024; Carazo and Aravena, 2016;
Obando, 2020; Rodrı́guez and Prunier, 2020;
FAO, 2024), we established 13 thematic categories
related to pineapple cultivation in Costa Rica,
along with an ‘other’ category for cases that did
not fit within a specific category. Subsequently,
we classified the dominant topics within these cat-
egories. To do this, we considered that at least
four out of the ten words in each topic needed to
be associated with a thematic category. When a
topic contained words corresponding to multiple
thematic categories, it was classified under all rel-
evant categories, with a maximum of two assign-
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Figure 2: Distribution by Textual Genre (Entire Dataset)

ments per topic. Finally, based on the classifica-
tion of dominant topics, we analyzed the distribu-
tion of texts across thematic categories.

Figure 3: Model’s Coherence Score for SDS.

3 Analysis

The HDP model dynamically determines the num-
ber of topics. For our data, it identified 73 topics
for the SDS and 137 topics for the EDS. Of the
73 topics in the SDS, 50 were dominant, while of
the 137 topics in the EDS, only 41 were domi-
nant. The dominant topics in both subsets were
classified according to pre-established and emerg-
ing categories (see figure 2). It is important to
note that a single topic could correspond to mul-

Figure 4: Model’s Coherence Score for EDS.

tiple categories.

The results (figure 5 and table 2) reveal dif-
ferences in the distribution of the thematic cate-
gories between the two subsets. The most notable
distinction is found in the categories ‘Pineapple
production’ and ‘Consumption food-aesthetic.’ In
the SDS, 37% of the topics were classified under
‘Pineapple production,’ whereas only 11% of top-
ics in the EDS were identified with this category.
Conversely, 53% of the topics in the EDS fell
within the ‘Consumption food-aesthetic’ category,
compared to only 14% in the SDS. These findings
suggest that the primary focus of the SDS is on
the production and export of pineapples in Costa
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Category Number of
dominant topics

SDS

Percentage of
dominant topics

SDS

Number of
dominant topics

EDS

Percentage of
dominant topics

EDS
Contamination 1 2% 5 10%

Erosion 1 2% 1 2%
Lack of Water 2 3% 0 0%

Climate Change 1 2% 0 0%
Health Problems 0 0% 1 2%
Labor Shortages 2 3% 0 0%

Legal Issues 3 5% 0 0%
Consumption

Food-Aesthetic
8 14% 25 53%

Pineapple
Production

21 37% 5 11%

Health Benefits 1 2% 0 0%
Sales 4 7% 4 8,5%

Cultivation 4 7% 1 2%
Sustainability 0 0% 1 2%

Other 9 16% 4 8,5%
Total Topics

Classified
57 100% 47 100%

Table 2: Distribution of dominant topics in SDS and EDS data subsets.

Figure 5: Percentage of Dominant Topics Category by Languages.

Rica, independent of their consumption. In con-
trast, the results from the EDS indicate a greater
emphasis on pineapple consumption, particularly
from a food or aesthetic perspective, which may
be associated with texts aimed at promoting the
international consumption of this fruit, especially
the Pinkglow variety.

On the other hand, a greater variety of domi-
nant topics is observed in the SDS compared to
the EDS. In the SDS, only two thematic categories
lacked a dominant topic, and nine dominant top-
ics could not be classified into any category. In
contrast, in the EDS, five thematic categories re-
mained unassigned, and only four dominant topics
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were unclassified.

The results (figure 6) indicate that the the-
matic category ‘Pineapple production’ appears in
the greatest number of SDS texts, with 61 oc-
currences, representing 41% of the total occur-
rences across all thematic categories (149 occur-
rences). This finding suggests that the majority of
the Spanish texts predominantly address aspects of
pineapple production. This is somewhat expected,
as the majority of the dominant topics (21 top-
ics) were classified under this thematic category.
In second place, the thematic category ‘Consump-
tion food-aesthetic’ appeared in 38 texts (26%).
Despite being composed of only eight dominant
topics, this category’s frequency of occurrence is
noteworthy.

On the other hand, in the EDS, the results show
that the dominant topics in most texts belong to the
thematic category ‘Consumption food-aesthetic’
(50 occurrences, 47%), followed by ‘Pineapple
production’ (26 occurrences, 24%). This suggests
that the content of most EDS texts focuses on con-
suming pineapples in general, and Pinkglow in
particular. This is consistent with the fact that the
majority of the dominant topics (25 topics) were
classified under this thematic category. However,
it is notable that 24% of texts (26 occurrences) fea-
ture dominant topics related to ‘Pineapple produc-
tion,’ despite being represented by only five top-
ics. Additionally, the category ‘Contamination’
appears in just 10 texts (9%), further emphasizing
the thematic focus of the EDS.

Each dominant topic contributes a different per-
centage within each text. This contribution re-
flects the extent to which the topic is represented
in the text, thereby indicating its importance in
terms of coverage or reiteration. For this reason,
we chose to examine the percentage contribution
of topics within each thematic category across the
texts where they were dominant.

Considering the thematic categories with the
highest number of texts (‘Pineapple produc-
tion,’ ‘Other,’ ‘Consumption food-aesthetic,’ and
‘Sales’), the results show that in the SDS, the top-
ics within the ‘Consumption food-aesthetic’ cate-
gory (80%) contribute the most to the texts when
dominant, as their average contribution exceeds
that of the other categories (figure 7). This is fol-
lowed by ‘Sales’ (77%) and ‘Pineapple produc-
tion’ (75%), while ‘Other’ has the lowest aver-
age contribution (65%). These results suggest that

when the ‘Consumption food-aesthetic’ category
appears, its topics occupy a greater proportion of
the text or are repeated more frequently, indicat-
ing a stronger presence compared to other topics
within the same text. Additionally, the high aver-
age (80%) suggests that the primary topics in these
texts are more specific in nature.

Finally, the average contribution of the domi-
nant topics in the ‘Other’ thematic category (65%)
is the lowest among the four categories with the
highest number of texts. It is important to refrain
from providing detailed explanations for this re-
sult, as the ‘Other’ category encompasses a wide
range of topics. As a result, the content of these
texts may vary significantly, therefore it would not
be advisable to analyze them as a group.

In the EDS (figure 8), two thematic categories
clearly group the largest number of texts: ’Pineap-
ple production’ and ’Consumption food-aesthetic.’
The mean for ’Pineapple production’ (75%) sug-
gests that, in the texts where its topics are dom-
inant, there is a greater thematic specialization
compared to ‘Consumption food-aesthetic’ (73%).
Nevertheless, the topics in both thematic cate-
gories contribute over 70% on average in most of
the texts in which they are dominant. This substan-
tial contribution indicates a significant presence of
these topics, either through their thematic focus or
repeated mention within the texts.

4 Discussion

The results indicate that in most texts from
both subsets, the most frequent categories are
‘Pineapple Production’ and ‘Consumption: Food-
Aesthetic’. However, the subsets differ in their
dominant thematic categories. In the SDS, the
most frequent category is ‘Pineapple Produc-
tion’, whereas in the EDS, ‘Consumption: Food-
Aesthetic’ is predominant. This distinction sug-
gests that English-language texts circulating on
the Internet focus more on promoting pineapple
consumption, including products such as Pink-
glow. Conversely, Spanish-language texts more
frequently address topics related to pineapple pro-
duction.

This difference can be attributed to the fact
that pineapples are produced in several Latin
American countries (e.g., Costa Rica, Ecuador,
Cuba, Nicaragua) and represent an important
export product, particularly in Costa Rica.
Consequently, Spanish-language texts prioritize
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Figure 6: Distribution of Texts per Thematic Category by Language.

Figure 7: Topic Percentage Contribution per Thematic Category in SDS.

production-related themes over the promotion
of consumption. On the other hand, English-
language texts have broader international reach, as

English is the primary language for global market-
ing communication. Therefore, it is unsurprising
that ‘Consumption: Food-Aesthetic’ appears more
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Figure 8: Topic Percentage Contribution per Thematic Category in EDS.

frequently in English-language texts.
In both the SDS and EDS, references to environ-

mental topics are minimal. When combining cat-
egories such as ‘Contamination’, ‘Erosion’, ‘Lack
of Water’, ‘Climate Change’, and ‘Health Prob-
lems’, these topics constitute only 9% in the SDS
and 13% in the EDS. This finding indicates that
most online texts in Spanish and English fail to ad-
dress the serious environmental issues caused by
pineapple monoculture in Latin American coun-
tries, particularly in Costa Rica. Instead, the Inter-
net perpetuates an image of pineapples as an ap-
pealing fruit for consumption, obscuring the envi-
ronmental consequences of their production. Such
an image may not only bolster a positive percep-
tion of pineapples but also introduce biases for re-
searchers working with Internet-based datasets on
this topic.

It is important to note that computational mod-
els perform more accurately with English texts
than with Spanish texts. This discrepancy may in-
fluence the results, which can only be validated
through human review. While such a process is
slow and labor-intensive, it is essential for improv-
ing computational models and the research relying
on them.

The thematic categories were developed based

on texts addressing pineapple production and mar-
keting in Costa Rica. The classification of domi-
nant topics within each category was derived from
the ten most frequent words 2 associated with each
topic. However, the analysis did not involve a thor-
ough review of the content of individual texts to
confirm the alignment of the dominant topics with
the thematic categories. Consequently, there was
no human verification to ensure that: (1) the dom-
inant topics were consistent with the main themes
or frequent words in the texts, and (2) the pri-
mary topics in the texts aligned with the thematic
categories used in the research. To address these
limitations, future studies should incorporate hu-
man verification steps to confirm the relationship
between topics, keywords, and the content of the
texts.

Future research could also focus on improving
the methodology in several ways. First, the corpus
should be expanded, as the number of texts col-
lected for this study was relatively small compared
to the volume of texts available online. Alterna-
tive methods for collecting online texts should be
explored. Second, the research scope could be
broadened to include other agricultural products
from Costa Rica, such as bananas, cocoa, coffee,

2These words do not include fillers or stop words.
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and palm. This expanded scope would increase
the corpus size and help determine whether the
low prevalence of environmental topics is consis-
tent across other crops.

Third, new categories could be added for cor-
pus classification, such as main topics, perspec-
tives and source ideologies. Depending on the size
of the corpus, a dataset could be created to train
computational models to classify texts according
to these new categories. This approach would pro-
vide greater clarity regarding the relationship be-
tween topics, content, perspectives, and sources.
Finally, sentiment analysis could be integrated to
assess the sentiment associated with different top-
ics and thematic categories. This would allow re-
searchers to identify the probable sentiment of var-
ious themes and assign it to the thematic categories
more systematically.

Lastly, it should be noted that due to space con-
straints, this paper does not present the results for
the most frequent words or the relationship be-
tween textual genres and thematic categories.

5 Conclusion

Following this exploratory study, we conclude that
combining the application of Hierarchical Dirich-
let Processes (HDP) with the human construction
of thematic categories could effectively identify
the main content patterns in texts across differ-
ent languages. The findings suggest that signif-
icant environmental and labor rights issues asso-
ciated with pineapple production are rarely dis-
seminated on the Internet. This lack of cover-
age hinders the visibility of the environmental and
health problems caused by pineapple monocul-
tures and pesticide use in Costa Rica and other
producing countries. Furthermore, this scarcity
of information contributes to a lack of awareness
among global consumers, who continue to pur-
chase pineapples and represent a potential market
for new laboratory-developed variants created by
corporations.

Despite the insights gained, it is important to
acknowledge the limitations of this exploratory
study when interpreting the results and consider-
ing directions for future research. First, the cor-
pus obtained through web scraping was relatively
small, limiting the generalization of the findings.
Second, we have not yet conducted a human eval-
uation of the assignment of dominant topics to in-
dividual texts, which would provide a more robust

verification of topic classification within the the-
matic categories.
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A Appendix. Description of Textual Genres.

Gender
Categories

Description

News article Texts produced by the media on various current topics.
Divulgative note Texts that present scientific topics to the general public.
Narrative note Texts in which the author describes an experience (e.g., visiting a restaurant or

place, tasting food or drink, or using an object) without a critical perspective.
Blog post Texts published on blogs.
Website
description

Texts that describe or briefly summarize the content of a webpage.

Product
description

Texts that describe or introduce products.

Scientific article Texts that present research results and are published in academic journals or
books.

Opinion article Texts that express individuals’ opinions and perspectives on various topics.
Report Texts that present the results of a professional analysis or research conducted

for companies or organizations.
Manual Texts that explain how to use or apply an object, methodology, or theory, or

how a person should act.
Wikipedia Texts that explain various topics within the Wikipedia platform.
Academic article Texts that present scientific topics to an academic audience but are not

published on web pages, in academic journals, or in books.
Paper abstract Texts that summarize the contents of a scientific article.

Table 3: Typology of Textual Genres in Dataset (own creation).
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Abstract

Growing concerns about climate change
and sustainability are driving manufactur-
ers to take significant steps toward reduc-
ing their carbon footprints. For these man-
ufacturers, a first step towards this goal
is to identify the environmental impact of
the individual components of their prod-
ucts. We propose a system leveraging
large language models (LLMs) to auto-
matically map components from manufac-
turer Bills of Materials (BOMs) to Life
Cycle Assessment (LCA) database entries
by using LLMs to expand on available
component information. Our approach re-
duces the need for manual data processing,
paving the way for more accessible sus-
tainability practices.

1 Introduction

Increasing awareness of climate change and sus-
tainability has put pressure on manufacturers to
reduce their carbon footprints. Regulation such as
the EU Corporate Sustainability Reporting Direc-
tive (CSRD) and the European Green Deal has fur-
ther emphasized the need for transparent and ac-
curate environmental impact assessments. A fun-
damental step in this process is determining the
environmental impact of a product, particularly
the carbon emissions generated during production.
LCA databases, such as ecoinvent (Wernet et al.,
2016), provide detailed information for this pur-
pose. However, linking the raw components of a
product, represented in a BOM, to relevant entries
in an LCA database remains a labor-intensive task
requiring specialized knowledge of manufacturing
materials and processes.

Recent advances in artificial intelligence, par-
ticularly large language models (LLMs), present
an opportunity to automate this process. Because

they are trained on vast amounts of information
and are able to efficiently synthesize their knowl-
edge as textual data, they may be capable of pro-
viding additional context in order to link com-
ponents to their production processes in a LCA
database.

In this work, we investigate the use of LLMs to
streamline the product carbon footprint estimation
process by mapping components from BOMs di-
rectly to a LCA database. We propose a multi-step
approach using a pretrained LLM to identify and
summarize component information and mapping
this summary to a database using semantic simi-
larity.

2 Related Work

Semantic similarity techniques are well-explored
in entity linking, where embedding models match
textual mentions to corresponding database en-
tries. Hou et al. introduced a method that en-
hances entity embeddings by incorporating fine-
grained semantic information, thereby improv-
ing the learning of contextual commonality and
achieving state-of-the-art performance in entity
linking (Hou et al., 2020). Similarly, Pereira
and Ferreira proposed E-BELA, an approach that
aligns vector representations of mentions and
entities in a shared space using literal embed-
dings, facilitating effective linking through simi-
larity metrics (Pereira and Ferreira, 2024). These
methodologies are particularly effective in do-
mains with straightforward entity disambiguation
requirements, where minimal additional context is
necessary.

Existing methods for carbon footprint estima-
tion rely heavily on manual mapping of product
components to LCA databases. This is a chal-
lenging task, requiring both LCA expertise and
specialist knowledge of components and materi-
als. Several studies have explored machine learn-
ing approaches to partially automate this process.
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Flamingo (Balaji et al., 2023a) uses semantic sim-
ilarity to match end products to environmental
impact factors such as carbon emissions in the
ecoinvent database. It does not make use of the
fine-grained component details present in a BOM,
and additionally it uses a private dataset and su-
pervised approach to train an auxiliary classifier.
This classifier is used in conjunction with zero-
shot semantic similarity matching to find database
matches. Similarly, CaML (Balaji et al., 2023b)
maps product text descriptions to industry sector
codes, which can be used to make a coarse-grained
estimate of carbon production.

3 Background

3.1 LCA Database

In order to determine the environmental impact
of a component, the first step is to map it to its
corresponding entry in the LCA database. LCA
databases contain lists of manufacturing process
names along with technical descriptions and other
information. Our approach uses ecoinvent (Wer-
net et al., 2016) as the primary LCA database. A
sample of these two fields for illustrative purposes
is shown in Figure 1. For each entry, the database
includes additional information describing process
inputs and outputs and other life cycle informa-
tion. The most task-relevant of this data is the
environmental impact data including carbon emis-
sions. Once a component has been mapped to a
database entry, this information can be used in a
relatively straightforward way to estimate the to-
tal carbon footprint of a product by summing the
emissions for each component. Our method thus
focuses on the main challenge to the carbon foot-
print estimation, which is linking the components
from the BOM to the LCA database.

The current manual process for linking items to
the LCA database involves two sequential stages.
First, a non-specialist conducts a preliminary ap-
praisal to filter straightforward matches. Using
the item’s material and description, they generate
a shortlist of initial candidates (typically around
five entries). These potential matches are then
reviewed by an LCA expert, who validates their
accuracy. In cases of mismatches, the expert
manually corrects the mappings in the second
stage. While expert oversight remains essential
for quality assurance, our objective is to optimize
this workflow by automating the preliminary non-
specialist tasks. This eliminates manual effort

while preserving the critical role of expert verifi-
cation.

Steel production, electric arc furnace,
EU
This process models the production of steel
using an electric arc furnace (EAF) within
the European Union. The process includes
the melting of recycled steel scrap and the
subsequent refinement to meet industry-
grade specifications. Electricity consump-
tion and emissions are based on averages
from EU-wide data. Additional inputs in-
clude limestone for slag formation and oxy-
gen for decarburization. Outputs include
steel billets ready for further processing and
slag as a by-product for use in construction
applications.
This dataset represents a cradle-to-gate as-
sessment, capturing the production of steel
billets up to the point of factory gate, ex-
cluding downstream processing (e.g., rolling
or shaping). Energy mix and emission pro-
files align with EU 27 averages for 2023.

Figure 1: An illustrative example of the process
name and description from a LCA database.

3.2 Bills of Materials
A BOM is an industry-standard document pro-
duced by a manufacturer listing the components
that make up a product. This document often con-
tains information such as the name of the compo-
nent, the supplier of the component and the ma-
terial name, when available and is often required
to be produced for regulatory reasons. An exam-
ple is shown in Figure 2. Although knowledge of
the main material of a component is often enough
to determine a suitable match to a process in the
database, the material name provided by the sup-
plier is often an internal name for the material,
a specification code, or other non-straightforward
description of the material. Due to the complexity
of correctly mapping component materials to the
process used to produce them, specialist knowl-
edge is usually required.

3.3 Component Datasheets
For some components, a technical datasheet is
produced by the manufacturer. Typically, this lists
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Component Name Material Supplier
SPIRALGEHÄUSE EN-GJL-250/A48 CL 35B Mechatronik GmbH
WELLE C45+N Technikbau AG
SPALTRING JL/GUSSEISEN LAMELLENGRAFIT GussForm Solutions
SPANNRING STAHL+KATAPHORESE StahlPro Engineering
SPALTRING JL/GUSSEISEN LAMELLENGRAFIT GussTech Industries
STIFTSCHRAUBE 8.8 FixFast Components
STIFTSCHRAUBE 8.8 SchraubenWerk AG
STIFTSCHRAUBE 5.8+A2A PrecisionParts GmbH

Figure 2: An excerpt from a BOM. Note that material codes are often ambiguous or obscure, requiring
specialized knowledge to correctly identify.

properties of the component or the materials that
make up the component. This information can
provide useful context that helps to identify the
process name for the component. Datasheets are
not usually available for all components; they are
only supplied by the manufacturer in some in-
stances. We investigate including the information
from datasheets in the entity mapping process.

4 Methodology

Our key contributions are:

1. Utilize fine-grained information from BOMs
to provide a more accurate assessment of car-
bon emissions

2. Introduce LLMs into the entity mapping pro-
cess in order to provide additional context,
and

3. Integrate additional context from component
datasheets in order to further improve con-
text.

We break the process of mapping components
to database entries into three connected steps,
outlined below. An illustration of the complete
pipeline is shown in Figure 3.

4.1 Datasheet Selection

Given a pool of datasheets, we must select the
document from the pool corresponding to the
BOM entry of interest to provide additional con-
text about the component. In order to determine
the matching document, we evaluate the textual
similarity between the concatenation of the file-
name and text of the datasheet, and the concate-
nation of the component name, manufacturer and

material from the BOM entry. Similarity is mea-
sured by the cosine similarity of the two embed-
dings generated by a text embedding model. After
manual evaluation, we chose a threshold value of
0.5 or higher for the cosine similarity to indicate
a match. If a match is found, the text from the
datasheet is included in further processing in or-
der to match the BOM entry to the process name.

4.2 LLM Querying
We utilize a LLM agent fine-tuned for chat as the
LLM in our pipeline. We create a prompt for the
model that includes all relevant context and in-
structs the model to produce a description of the
manufacturing process used to create the compo-
nent. Context includes the BOM entry information
(component name, supplier, and material) along
with the content of the datasheet, if available. The
exact prompt can be found in our publicly avail-
able code1. The output of the model is then used
in further processing. A sample showing typical
responses from the LLM is shown in Figure 4.2.
We use a local instance of Llama 3.1 with 8 bil-
lion parameters (Dubey et al., 2024) as the LLM
in our experiments.

4.3 Semantic Similarity Matching
As a preprocessing step, we create embeddings
for each database entry using the process name
and description. We store these embeddings in a
FAISS (Douze et al., 2024) vector store. To find a
match for a BOM entry, we create an embedding
of the LLM response from the previous step and
compare this embedding to the vector store. Using
the cosine similarity as a distance measure, we are
able to obtain a ranking of database entries. For

1https://github.com/DFKI-NLP/eco-link
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Bill of Materials Entry

Name: SPIRALGEHAEUSE
Supplier: MaterialTech GmbH
Material: EN-GJL-250/A48 

Datasheet
Document

Pool Document 
embeddings

Datasheet Selection

Document Retrieval

ecoinvent
Database
entries

Entry 
embeddings

Database Vector Store

Database Ranking

Cosine 
Similarity

List of Candidates

cast iron production 0.7582
cast iron milling, small parts 0.6419
cast iron turning, average, conventional 0.5625
steel production, electric, low-alloyed 0.6794

Language 
Model

What process is used to 
produce SPIRALGEHAEUSE?

Supplier: [...]
Material: [...]

Datasheet information: 
[Datasheet text]

Query Template

LLM Querying

Response

Cosine 
Similarity

Figure 3: Architecture of the proposed pipeline, made up of three modules: Document retrieval, LLM
querying, and database ranking.

Component: Ibitech 57 coated Normalausführung 2 mm weiss
(Woven polypropylene)

With Datasheet Context

Activity name: Polyester film produc-
tion, coating
Activity information:
Polyethylene terephthalate (PET) film
coated with a polyester-based mate-
rial, assumed to be the product of a
process that transforms ethylene gly-
col and terephthalic acid into PET
and then coats it. Transformation
process of transforming ethylene gly-
col and terephthalic acid into polyethy-
lene terephthalate (PET) and applying
a coating.

Without Datasheet Context

Activity name: Polypropylene
production, film or sheet

Activity information:
Synthetic fibres-based non-woven with

a polypropylene scrim coating,
assumed to consist of 50% synthetic
fibers, 35% synthetic resin, and 15%
polypropylene textile reinforcement.
The transformation process includes

the application of a synthetic resin in a
water dispersion onto a base material
consisting of synthetic fibers and a

polypropylene scrim. Transformation
process includes non-woven production

and coating process with a
polypropylene production as precursor

for the scrim component.

Figure 4: Sample LLM response for a BOM component. Inclusion of datasheet context appears to
considerably improve reliability of responses.

both the datasheet selection and semantic similar-
ity ranking, we use gte-large-en-v1.5 (Li
et al., 2023).

5 Results and Discussion

Because of limitations in data availability due to
lack of large-scale public datasets, data privacy,
and preservation of trade secrecy, we can only
evaluate on a small set of BOM entries. Our set of
labeled evaluation data consists of only 21 compo-
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Method Hits@5 Hits@1
Human (non-expert) 0.48 0.19

Semantic similarity only 0.05 0.00
LLM 0.43 0.19

LLM + Datasheet 0.48 0.24

Figure 5: Results of evaluation. Our proposed approach is able to match the performance of a human on
the top 5 matches, and exceeds human performance on the top match.

nents from 3 different BOMs.
We evaluate by comparing human performance

to both the full and ablated pipeline. Semantic
Similarity uses only the Database Ranking mod-
ule and semantic similarity between the database
entries and the component name, supplier and ma-
terial. LLM uses both the LLM and Database
Ranking modules to match the LLM’s response
, and LLM + Datasheet includes the Document
Retrieval component. We use Hits@n as the met-
ric, which is defined for a recommender system
as the proportion of instances the correct item is
present in the top n recommendations. This met-
ric corresponds to our use case, where a shortlist
of recommendations is provided by the non-expert
recommender. The results are shown in Figure 5.

Our approach was found to be acceptable given
the challenging nature of the task — on par
or slightly better than non-expert human perfor-
mance. While not enough to completely automate
the entire entity mapping process, these results in-
dicate that our method could take the place of the
non-expert human in this process.

6 Conclusion and Future Work

This paper presents a novel approach to esti-
mate product carbon footprints using LLMs to
map BOM components to LCA database entries.
The proposed pipeline streamlines the tradition-
ally manual process, achieving reasonable accu-
racy and scalability. Future work includes an ex-
panded evaluation with a larger evaluation dataset
and integration of additional context from sources
such as web search results.
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Abstract
In this study, we evaluate methods to de-
termine the frequency of species via quan-
tity estimation from historical survey text.
To that end, we formulate classification
tasks and finally show that this problem
can be adequately framed as a regression
task using Best-Worst Scaling (BWS) with
Large Language Models (LLMs). We test
Ministral-8B, DeepSeek-V3, and GPT-4,
finding that the latter two have reason-
able agreement with humans and each
other. We conclude that this approach is
more cost-effective and similarly robust
compared to a fine-grained multi-class ap-
proach, allowing automated quantity esti-
mation across species.

1 Introduction

Long-term observation data plays a vital role in
shaping policies for preventing biodiversity loss
caused by habitat destruction, climate change,
pollution, or resource overexploitation (Dornelas
et al., 2013; Hoque and Sultana, 2024). However,
these efforts depend on the availability of reliable
and relevant historical data and robust analytical
methods, a significant challenge due to the hetero-
geneity of records representing such data.

The available biodiversity data varies widely
in resolution, ranging from detailed records (e.g.,
point occurrences, trait measurements) to aggre-
gated compilations (e.g., Floras, taxonomic mono-
graphs) (König et al., 2019). Many projects, such
as the Global Biodiversity Information Facility
(GBIF), focus largely on the disaggregated end of
the spectrum, particularly with presence/absence
data (Dorazio et al., 2011; Iknayan et al., 2014).
Furthermore, despite their utility, longitudinal data
is largely confined to records from after 1970 (van
Goethem and van Zanden, 2021), leaving signifi-
cant historical gaps.

Natural history collections and records from the
archives of societies present valuable opportuni-
ties to extend data further back in time (John-
son et al., 2011; Brönnimann et al., 2018). Such
sources are rich, but typically unstructured and
require sophisticated extraction tools to produce
meaningful quantitative information. Recent ad-
vances in NLP have shown promising poten-
tial for retrieval-based biodiversity detection from
(mostly scientific) literature (Kommineni et al.,
2024; Langer et al., 2024; Lücking et al., 2022).

This paper focuses on evaluating methods for
biodiversity quantification from semi-structured
historical survey texts. To achieve this, we test
tasks to distill meaningful metrics from textual in-
formation found in survey records. A particular
focus lies on the feasibility of Best-Worst Scal-
ing (BWS) with a Large Language Model (LLM)
as an annotator, which promises greater efficiency
and cost-effectiveness compared to manual anno-
tation (Bagdon et al., 2024). In the following, we
describe the data, outline the tasks and machine
learning methods, and finally present a case study.

2 Data

In 1845, the Bavarian Ministry of Finance issued
a survey to evaluate biodiversity in the Bavarian
Kingdom, a region that encompasses a variety of
different ecosystems and landscapes. To that end,
119 forestry offices were contacted to complete a
standardized questionnaire. Namely, trained local
foresters recorded in free text how frequently 44
selected vertebrate species occurred in the respec-
tive administrative territory, and in which habitats
and locations they could be found.

Figure 1 shows the facsimile of a digitized sur-
vey page. It features a header containing instruc-
tions and a number of records describing animal
species with their respective responses. These
historical survey documents are preserved by the
Bavarian State Archives (cf. Rehbein et al., 2024).
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Animal Text Binary BWS Multi-Classification

Ducks Bedecken Isar-Strom, wie Amper und Moosach in ganzen Schwärmen. 1 1.00 5 ABUNDANT
Cover Isar-stream, likewise Amper and Moosach in whole swarms.

Roe Deer Ist hier zu Hause, und beinahe in allen Waldtheilen zu finden. 1 0.88 4 COMMON
Is at home here and can be found in almost all parts of the forest.

European Adder Kommt wohl aber eben nicht häufig vor. 1 0.44 3 COMMON TO RARE
Does indeed appear but just not that often.

Lynx Höchst selten wechseln derlei Thiere von Tyrol herüber. 1 0.12 2 RARE
Very rarely do such animals cross over from Tyrol.

Wild Goose Kommt nur äußerst selten zur Winterszeit vor. 1 0.06 1 VERY RARE
Occurs only very rarely at winter time.

Owl Horstet dahier nicht und verstreicht sich auch nicht in diese Gegend. 0 0.00 0 ABSENT
Does not nest here and does not stray into this area.

Wolf Kommt nicht mehr vor. 0 0.00 -1 EXTINCT
No longer occurs.

Table 1: Data Examples with Annotation (our own translations)

The archival sources were digitized, transcribed
from the handwritten original and enriched with
metadata, including, among others, taxonomic
norm data according to the GBIF-database1 (Tele-
nius, 2011) and geographical references to forestry
offices. This data set is freely available on Zenodo
(Rehbein et al., 2024).

Figure 1: Facsimile of a survey page, Freysing
forestry office in the Upper Bavaria district.

In total, the data set contains 5,467 entries2

among which are also a number of empty (striked
out) or ‘see above’-type responses. The unique set
we used for our experiments contains 2,555 texts.
We find that the foresters’ replies vary consider-
ably in length where most texts contain 3 to 10 to-
kens and only a few texts more than 20 tokens. Ta-
ble 1 provides examples with annotation according
to the tasks detailed in the next section.

3 Tasks & Experiments

The main task in this paper is to assign a quan-
tity label to a text, indicating the frequency with
which an animal species occurs in a specific area.
This can be operationalized in various ways, either

1gbif.org
2Including species that were not explicity prompted.

through a classification task or through regression.
In both, it can be as difficult to obtain consistent
labels by asking humans to assign a value from a
rating scale (Schuman and Presser, 1996; Likert,
1932). Likewise, it is also difficult for researchers
to design rating scales, considering design deci-
sions such as scale point descriptions or granular-
ity may bias the annotators.

We evaluate three different task setups,3 as de-
tailed in Table 1: Binary ’Presence vs. Absence’
Classification, a 7-ary Multi-Class setup (Abun-
dant to Extinct), and continuous values scaled to
[0, 1]. For the first two tasks, we use manual
annotation, while continuous values are derived
through BWS with LLMs (Bagdon et al., 2024).

3.1 Binary Classification

The simplest form of animal occurrence quantifi-
cation is a binary distinction between the absence
(0) or presence (1) of a given species, an anno-
tation scheme as popular as it is problematic in
biodiversity estimation.4 In our annotation, the la-
bel PRESENT is given when a species is described
in the historical dataset as having been observed
in that particular locality at the time of the sur-
vey (thus excluding mentions of past occurrences,
i.e., extinctions). The annotation workflow con-
sists of iterative steps with discussions. Agree-
ment is nearly perfect. Overall, from the set of
2,555 unique texts, 1,992 (78%) fall into class
PRESENT, 563 (22%) into ABSENT.5

3Code: github.org/maelkolb/biodivquant
4Since ABSENCE may just stem from non-detection,

rather than real absence (Dorazio et al., 2011; Iknayan et al.,
2014; Kestemont et al., 2022).

5In the complete dataset, absence texts make up more than
half of all text descriptions, but often amount to empty or
‘strike-out’ responses. Thus, the task would be easier on the
full dataset, because many instances are trivial to predict.
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To test the feasibility of the binary task, we cre-
ate training curves with different models, namely
BERT against Logistic Regression, SVM, and
Random Forest on Unigrams. We use 20% of the
data for testing, and take another 20% from the
training set for hyperparameter search at each cu-
mulative 100 text increment. Despite the 78% ma-
jority baseline, we find that the models perform
well and training requires only a few hundred texts
to reach an F1-macro score in the high 90s.

Figure 2: Training Curves of different models on
incremental training data (binary classification)

Upon feature weight interpretation of the Lo-
gistic Regression and LIME on BERT (Ribeiro
et al., 2016), we find that there is some bias in
the data: Classification decisions occur on tokens
that are not explicit quantifiers and easily substi-
tutable without changing the classification result
(e.g., common toponyms such as ‘Danube’). This
presents a case of spurious correlations—an in-
teresting future research direction, but a match-
ing (Wang and Culotta, 2020) or counterfactual
approach (Qian et al., 2021) appears challenging
for this heterogeneous data. Yet, we annotate the
best features with regard to their ‘spuriousness’
and find that classifiers are still robust without spu-
rious features. This annotation also gives us a list
of quantifiers which we utilize for transfer learn-
ing of a regression model (section 3.3).

3.2 Multi-Classification

Since the quantification of species frequency in
practice exceeds the binary differentiation be-
tween presence and absence of animals, a multi-
class approach provides more details. We use a
7-class system, categorizing texts based on the
schema as shown by the descriptors in Table 1,
ranging from ABUNDANT (5) to EXTINCT (-1).
We decided to annotate data of four species for our
case study (section 4): Roe deer, Eurasian Otter,
Eurasian Beaver, Western Capercaille, each within
the 119 forestry offices (with one annotator).

A second person annotates a random sample of
100 texts, resulting in a Cohen’s κ of 0.78, indi-
cating high agreement.

We then train a few models with a 5-fold cross
validation, and find that the language agnostic sen-
tence encoder model LaBSE (Feng et al., 2022)
performs better than monolingual BERT-models
and a Logistic Regression. We also test a zero shot
classification with GPT-4 and Deepseek-V3. See
appendix for the prompt.

Model F1 Micro F1 Macro

Logistic Regression 0.69 0.61
gbert-base 0.63 0.51
bert-base-german 0.73 0.63
LaBSE 0.77 0.68
GPT4 Zero Shot 0.70 0.56
DSV3 Zero Shot 0.66 0.66

Table 2: Multi-class model performance.

As seen in Table 2, this task is generally quite
challenging. We find that the main problem is
posed by the underrepresented classes, as shown
by the discrepancy between micro and macro
scores, indicating that more data would help,
which is, however, expensive to obtain. Zero shot
classification with GPT-4 in turn is biased towards
the RARE classes, such that COMMON categories
are harder to predict, while DeepSeek-V3 (DSV3)
shows a more balanced response.

3.3 Continuous Quantification
Finally, we experiment with operationalizing our
task as a regression problem with the aim of gen-
eralizing the quantification problem to less arbi-
trary categories and a possibly imbalanced data
set (Berggren et al., 2019). While a naı̈ve label-
ing of quantifiers showed promising results, it is a
challenge to create a comprehensive test set based
on heuristic annotation. Thus, we experiment with
Best-Worst Scaling, aided by LLMs.

3.3.1 Best-Worst Scaling with LLMs
Best-Worst Scaling (BWS) is a comparative judg-
ment technique that helps in ranking items by
identifying the best and worst elements within a
set. This approach is easier to accomplish than
manual labeling and there are fewer design deci-
sions to make. In a BWS setting, the amount of
annotations needed to rank a given number of text
instances depends on three variables, namely 1)
corpus size (total number of texts used), 2) set size
(number of texts in each comparison set), and 3)
number of comparison sets each text appears in.
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The number of comparisons divided by set size
is regarded as the variable N , where N = 2 gen-
erally yields good results in the literature (Kir-
itchenko and Mohammad, 2017). A reliable set
size is 4, since choosing the best and worst text in-
stance from a 4-tuple set essentially provides the
same number of comparisons as five out of six pos-
sible pairwise comparisons (ibid).

We take a random sample of 1,000 texts (ex-
cluding texts with ABSENCE annotation, thus
making the task harder, but giving us a more real-
istic distribution). With a set size of 4 and N = 2,
every text occurs in exactly 8 different sets and
we get 2,000 comparison sets (tuples). These are
then individually prompted to three LLMs: the
relatively small Ministral-8B,6 OpenAI’s GPT-4
(Achiam et al., 2023), and the DeepSeek-V3 open
source model (Liu et al., 2024).

Annotator1 Annotator2 B W B + W

LLM-
LLM

GPT4 DeepseekV3 0.73 0.69 0.56
Ministral8B DeepseekV3 0.54 0.54 0.36

GPT4 Ministral8B 0.57 0.50 0.38

Average 0.61 0.57 0.43

Human-
Human

AR DS 0.56 0.65 0.45
DS KB 0.56 0.62 0.40
MR AR 0.51 0.65 0.39
TP AO 0.73 0.55 0.48
MP MR 0.59 0.52 0.41

Average 0.59 0.60 0.43

Human-
LLM

AO Ministral8B 0.43 0.31 0.23
AR Ministral8B 0.47 0.58 0.38
DS Ministral8B 0.43 0.42 0.23
KB Ministral8B 0.53 0.61 0.46
MP Ministral8B 0.45 0.43 0.30
MR Ministral8B 0.55 0.48 0.38
TP Ministral8B 0.49 0.31 0.24

Average 0.48 0.45 0.32

Human-
LLM

AO GPT4 0.68 0.55 0.45
AR GPT4 0.49 0.57 0.34
DS GPT4 0.44 0.71 0.43
KB GPT4 0.47 0.68 0.41
MP GPT4 0.57 0.62 0.41
MR GPT4 0.49 0.63 0.41
TP GPT4 0.63 0.57 0.43

Average 0.54 0.62 0.41

Human-
LLM

AO DeepseekV3 0.61 0.59 0.45
AR DeepseekV3 0.55 0.68 0.41
DS DeepseekV3 0.62 0.63 0.46
KB DeepseekV3 0.57 0.62 0.41
MP DeepseekV3 0.69 0.53 0.41
MR DeepseekV3 0.59 0.68 0.46
TP DeepseekV3 0.58 0.58 0.41

Average 0.60 0.62 0.43

Table 3: Cohen’s κ Agreement between humans
and LLMs in Best-Worst-Annotation (B: Best, W:
Worst, B+W: Best + Worst). Two-letter short-
hands for humans.

Whereas Ministral-8B is run locally, we use
the OpenAI API to access GPT-4 and the fire-

6https://huggingface.co/mistralai/
Ministral-8B-Instruct-2410

works.ai API endpoint for DeepSeek-V3, since the
DeepSeek-webservices are limited at the time of
the experiment and hardware limitations hamper
local deployment. Prompts are in the appendix.

We ask seven native German post-graduates to
annotate one of two subsets of 50 tuples each with
a custom browser-based annotation interface. Ta-
ble 3 shows Cohen’s κ agreement across humans
and LLMs. We find that agreement among humans
is largely on par with agreement between humans
and the two larger LLMs, while the lower agree-
ment between Ministral-8B and humans, as well
as the other machine annotators, indicates a lim-
ited capability of this model for the task at hand.
It appears that it is easier to identify the worst in-
stance than the best, which is likely an artifact of
our data. Interestingly, agreement between GPT-
4 and DeepSeek-V3 is the highest overall, which
could lend itself either to a) the task being eas-
ier for the LLMs than for humans, or b) that the
models are overall fairly similar. We find no sig-
nificant difference (p = .118) between GPT-4 and
DeepSeek-V3 in Human-LLM comparison.

s(i) =
#best(i) − #worst(i)

#overall(i)
(1)

By counting how often each text was chosen as
the best, worst, or as one of two other texts, we cal-
culate a score s(i) as detailed in equation (1), re-
sulting in an interval scale [−1, 1], which we nor-
malize to a scale [0, 1]. This scales (and ranks) the
entire dataset, so it can be used for regression. It
should be noted that the scores come in increments
of 1

8 (determined by number of comparisons of in-
stance i), resulting in 17 discrete values. We find
a flat unimodal inverted U-shape in the score dis-
tribution without notable outliers.

3.3.2 Regression Models
We train a variety of different regression models
with 5-fold cross validation to optimize for the val-
ues generated by Best-Worst Scaling, as shown in
Table 4. We compare a Kernel Ridge Regression
(KRR) baseline against BERT-style-models with
regression head, and test a transfer learning setup,
for which we scale the 114 n-gram quantifiers as
extracted from the binary Logistic Regression with
another GPT-4 BWS, then match these scores to
the texts and tune a LaBSE model on the same
train/test split before using it for the final task.

Curiously, KRR with LaBSE embedding fea-
tures benefits substantially from hyperparameter
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Features/Training Strategy Model MAE R²
GPT4 DSV3 GPT4 DSV3

Unigrams KRR 0.159 0.158 0.514 0.515
Frozen LaBSE Embeddings KRR 0.118 0.117 0.678 0.686
Regression Head bert-base-german 0.149 0.158 0.516 0.490
Regression Head LaBSE 0.133 0.127 0.607 0.657
Reg. Head + Transfer LaBSE 0.107 0.117 0.730 0.710

Table 4: Comparison of different training strategies for regression based on BWS-Scaling.
GPT4: GPT-4 BWS annotation, DSV3: Deepseek-V3 BWS annotation

tuning, reaching superior results over LaBSE with
regression head. The Transfer Model on GPT4
BWS offers the best performance, with accept-
ably high explained variance (R2 = .73) and only
.11 Mean Absolute Error (MAE), which makes
this model useful for downstream prediction as in
the case study below. However, more data would
likely also help, since training curves show contin-
uous improvement.

4 Case Study

For a proof of concept, we map the predictions of
the regression model (LaBSE transfer regression
model based on GPT-4 BWS) to the multi-class
human annotation. Figure 3 shows a strong rela-
tionship between multi-class labels and regression
scores for the entire dataset (four species), but also
that the extinction class is not properly represented
in the regression, and furthermore that higher val-
ues are challenging to predict.

Figure 3: Multi-Class vs. Regression Distribution

Figure 4 shows specie-specific distributions for
Roe deer and Eurasian otter across all 119 offices,
indicating a fairly good alignment between the re-
gression result (top) and the multi-class annotation
(bottom). However, the mapping is not unambigu-
ous due to 1) shortcomings of the regression, such
as the inability to model extinction and difficulty
in predicting high values, and 2) imperfect align-
ment with class intervals, which are fuzzy with re-
gard to the continuous values. However, pending
further research, we find that our method performs
well and produces plausible results.

Figure 4: Density histogram of regressor predic-
tion (top) and multi-class (bottom) distribution
for Roe deer (SP 0015, red) and Eurasian otter
(SP 0005, grey).

5 Conclusion & Future Work

This study demonstrates that information of oc-
currence frequencies from semi-structured histor-
ical biodiversity survey texts can be adequately
modeled with Best-Worst Scaling through LLMs.
While a simple classification approach performs
well with minimal training data, a more complex
classification struggles with design decisions and
imbalanced data. BWS meets this by eliminating
rating scale design decisions. In addition, it is cog-
nitively and computationally less expensive, since
no manual annotation of training data is necessary,
while still offering similarly accurate results with
much finer granularity through regression.

The robustness of methods and models should
be further tested, not exclusive to biodiversity sur-
veys, lending itself to a number of tasks. Yet, sim-
ilar data to ours likely exists, e.g., on 19th cen-
tury Bavarian flora, Württembergische Oberamts-
beschreibungen (1824–1886), or data in biodiver-
sitylibrary.org, making our methods valuable.
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Limitations

The accuracy of the method depends heavily on
the capabilities of the specific LLM used. If a
model lacks domain-specific knowledge or has bi-
ases, it may impact results. Furthermore, without
a reliable dataset to benchmark against, it is diffi-
cult to assess the absolute accuracy of the BWS-
based regression approach, because we also test
on BWS values. While we measured agreement
on the BWS task with humans, it is impractical
to scale the entire dataset with both LLMs and hu-
mans, and thus our agreement calculation may suf-
fer from sampling bias.

The effectiveness of the approach on different
text sources or structured data remains uncertain.
Differences in linguistic styles, terminologies, and
data availability across domains may limit gener-
alization. The approach assumes that frequency-
related information in historical texts can be accu-
rately mapped to numerical frequency estimates.
If the original texts contain qualitative descriptions
rather than explicit quantifiers, this may introduce
errors. Also, older survey texts may reflect sam-
pling biases, observer subjectivity, or incomplete
data. If LLMs learn from these biases, the result-
ing quantity estimations may reinforce historical
inaccuracies rather than correct them.
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APPENDIX: PROMPTS

Multi-Classification Prompt
System-prompt: You are a German native expert in
text classification. Use the provided classification scheme
to classify German texts based on species frequency descrip-
tions.

User-prompt: You are a classification model. Classify
the given German text into one of the following categories:
- Abundant (5): Species is very frequently observed or
present.
- Common (4): Species is commonly found in the area.
- Common to Rare (3): Species is observed, but not very fre-
quently.
- Rare (2): Species is rarely seen in the area.
- Very Rare (1): Species is seen only in exceptional circum-
stances.
- Absent (0): Species is not observed in the area.
- Extinct (-1): Species no longer exists in the area.
Read the provided text and classify it according to this
scheme. Here is the text to classify:
Text

Best-Worst Scaling Prompt
System-prompt: You are an expert annotator specializ-
ing in Best-Worst Scaling of German texts based on quantity
information about animal occurrences.

User-prompt: (Texts 1 to 4 were substituted with the

actual texts of a tuple): Task: From the following German

texts about animal occurrence, identify:

Best: The text conveying the highest quantity (e.g., presence,

frequency, population size)

Worst: The text conveying the lowest quantity.

1. Text 1

2. Text 2

3. Text 3

4. Text 4

JSON format for your answer:

{ ”Best”: [Text Number],

”Worst”: [Text Number]}
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Abstract
This project employs state-of-the-art Natu-
ral Language Processing (NLP) techniques
to analyze the online communication of
international Environmental Movement Or-
ganizations (EMOs). First, we introduce
our overall EMO dataset and describe it
through topic modeling. Second, we eval-
uate current sentiment and emotion clas-
sification models for our specific dataset.
Third, as we are currently in our annotation
process, we evaluate our current progress
and issues to determine the most effective
approach for creating a high-quality anno-
tated dataset that captures the nuances of
EMO communication. Finally, we empha-
size the need for domain-specific datasets
and tailored NLP tools and suggest refine-
ments for our annotation process moving
forward.

1 Introduction

In order to address the escalating environmental
crises of our time, it is imperative that individuals
and groups worldwide act in a collective manner.
Investigating current environmental movements is
crucial as they play a significant role in motivat-
ing collective environmental action, shaping public
opinion, and influencing policy decisions. The on-
line communication of Environmental Movement
Organizations (EMOs) provides valuable insights
into their strategic approaches, thematic content
and emotional appeals (Gulliver et al., 2021; Ack-
land and O’Neil, 2011). Concurrently, the success
of these organizations can be ascertained through
the examination of various reactions of other users,
such as likes and comments. Therefore, the objec-
tive of our project is to analyze four years of X (for-
mer Twitter) data, which we refer to as tweets, from
a range of international EMOs, including Green-
peace, Friends of the Earth, Fridays for Future,

Extinction Rebellion, and Climate Action Network
(CAN) in order to gain a deeper understanding of
their communication. We intend to assess the sen-
timent and emotions conveyed in the EMOs’ lan-
guage, utilizing and evaluating state-of-the-art Nat-
ural Language Processing (NLP) models. As part
of this research, our ultimate goal is to create a
comprehensive and annotated dataset tailored to
climate- and environment-specific content, in the
future. In this paper, we present an interim stage
of our project, focusing on a critical assessment
of our current annotation process to refine and en-
hance its robustness, with the goal of creating a
high-quality annotated dataset. The paper is struc-
tured as follows: First, we review related work
and outline our research questions. Next, we de-
scribe our methodology, including the annotation
process and the evaluation of existing sentiment
and emotion models. We then present our results,
highlighting key findings and insights gained from
this evaluation. Finally, we conclude by discussing
the limitations of our approach and proposing av-
enues for future research, including further dataset
development and model fine-tuning for climate-
and environment-related communication.

1.1 Related Work & Research Questions

Sentiment and emotion analysis is rarely applied
to climate and environmental contexts. Instead,
most research in this field focuses on more general
applications, such as product analysis or the deter-
mination of stock market trends (Wankhade et al.,
2022). Moreover, there is a paucity of datasets
and models that have been specifically designed
for the purpose of understanding climate-related
text in social media. Available datasets include
the ClimaConvo dataset, which comprises 15,309
tweets from the year 2022 labeled as relevance,
stance, hate speech, direction of hate, and humor
(Shiwakoti et al., 2024) and the Twitter Climate
Change Sentiment Dataset (Qian, 2021) with a to-
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tal of 43,943 tweets spanning from 2015 to 2018.
Here each tweet was classified into one of four cat-
egories: news, pro, neutral, or anti.
A significant challenge in the research field is posed
by the ambiguity of sentiment and emotions, par-
ticularly in social media, where context and tone
vary greatly (Pozzi et al., 2016). In contrast to
studies that analyze individual users’ posts (Dahal
et al., 2019; El Barachi et al., 2021), our research
exclusively examines content created by groups.
It seems probable that the content of posts from
EMOs reflects strategic communication approaches
pursued by an organization rather than an expres-
sion of individual members’ sentiments or emo-
tional states. This raises the question of whether
state-of-the-art NLP models are capable of ade-
quately capturing the nuances of environmental and
climate communication from EMOs. Our study ad-
dresses these gaps in the literature by investigating
the following research questions: (1) How effec-
tively do state-of-the-art NLP models perform in
analyzing online communication of EMOs? and (2)
How effective and reliable is our current annota-
tion process in capturing sentiment and emotion in
climate- and environment-related tweets and what
refinements are necessary to ensure the creation of
a high-quality, domain-specific annotated dataset?
To this end, we first employ topic modeling to de-
scribe our dataset and then test the performance of
the ClimateBERT sentiment model for sentiment
analysis (Webersinke et al., 2021) and the emo-
tion model bhadresh-savani/bert-base-uncased-
emotion for emotion classification (Savani, 2020).
Our analyses regarding the second research ques-
tion should provide insights for addressing chal-
lenges that may arise during our annotation pro-
cess, such as inter-annotator agreement (IAA), and
enhance the reliability of future annotations.

EMO Number of Documents
Greenpeace 14420
Extinction Rebellion 12004
CAN 5152
Fridays for Future 2353
Friends of the Earth 2230

Table 1: Document Distribution in Dataset

2 Methodology

2.1 Data
The dataset extracted in September 2024 comprises
36,159 tweets from five prominent international
EMOs, namely Greenpeace, Extinction Rebellion,
Friends of the Earth, Fridays for Future, and CAN,
see Table 1. The tweets were published between
2019 and 2024. The dataset comprises the follow-
ing information for each document: group name,
time, retweet count, reply count, like count and
tweet text. All analyses were performed in Python
(version 3.11.11) using the bertopic, pandas, and
Scikit-learn packages (pandas development team,
2020; Pedregosa et al., 2011; Grootendorst, 2020).

2.2 Annotation Process
A first sub-dataset of 1399 tweets was indepen-
dently annotated by three annotators. To facilitate
this process, an annotation guideline was devel-
oped, which provided clear definitions for all con-
structs and illustrative examples, see osf.io for our
guidelines. Annotators were instructed to label sen-
timent and expressions of the emotions joy, anger,
fear, and sadness. The annotation process com-
menced with a preliminary phase, during which the
annotators labelled an initial set of 10 tweets. This
was followed by a feedback session, during which
ambiguities were addressed and alignment on the
labeling criteria was ensured. Subsequently, feed-
back sessions were conducted at regular intervals,
with each session focusing on a specific subset of
500 tweets. As discrepancies are typical in anno-
tation tasks of this nature (Uma et al., 2021), we
established a gold standard dataset through major-
ity voting. In instances where all three annotators
reached a differing conclusion (this could only oc-
cur with sentiment annotations), these cases were
subjected to further analysis and resolution through
group discussions in order to achieve a consensus.
This approach ensured a balance between individ-
ual judgments and collaborative decision-making,
thereby enhancing the reliability of the annotations.

2.3 Topic Modeling
To describe and analyze the themes present
within the whole dataset (36,159), we employed
BERTopic, a recently developed topic modeling
approach that utilizes embedding-based techniques
in contrast to the traditional bag-of-words methods,
such as LDA (Jelodar et al., 2019; Grootendorst,
2022). BERTopic uses semantic embeddings to
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cluster documents and utilizes parameters such as
n neighbors and min cluster size to refine the gran-
ularity of topics. In contrast to LDA, BERTopic
does not necessitate the pre-definition of the num-
ber of topics. Unlike other approaches, the model is
designed to determine the number of clusters based
on the data itself. A more detailed representation
of themes was given priority, which informed our
selection of parameters. The complete parameter
settings are available for consultation at osf.io.

2.4 Sentiment Classification

In order to conduct a sentiment analysis, we uti-
lized the ClimateBERT sentiment model, which
has been specifically trained on texts pertaining to
climate-related issues (Webersinke et al., 2021). In
their model, the researchers conceptualized senti-
ment as a framing, categorizing climate-related text
as either positive (opportunity), neutral, or nega-
tive (risk). It is noteworthy that ClimateBERT was
trained on longer documents, such as news articles
or financial reports, and its performance on shorter
social media texts remains untested. The present
study assesses the applicability of this approach to
short-form content, such as tweets.

2.5 Emotion Classification

Emotion analysis was conducted using the emo-
tion model bhadresh-savani/bert-base-uncased-
emotion that had been trained on general tweets
(Savani, 2020). The model identifies a number
of emotions, from which we selected four for our
analysis that overlap with our annotations, i.e. joy,
anger, sadness, and fear. Despite having been
trained on a generic social media dataset, such
models typically necessitate fine-tuning for specific
domains. Nonetheless, prior to the fine-tuning of a
model, a preliminary evaluation is conducted to as-
sess the functionality of existing models. Therefore,
in this analysis, the model’s capacity to categorize
emotions within the context of climate change and
environmental issues is assessed without additional
fine-tuning.

3 Results

3.1 IAA & Class Distributions

In order to assess the quality of our gold standard,
we have calculated the Fleiss’ Kappa coefficient,
see Table 2, for our sub-data set (1,399 tweets)
and examined the class distributions (Fleiss, 1971).
We had slight to moderate Kappa depending on

Construct Fleiss’ Kappa
Sentiment 0.4574
Joy 0.4708
Anger 0.2472
Fear 0.0379
Sadness 0.1825

Table 2: Inter-Annotator Agreement (IAA) mea-
sured by Fleiss’ Kappa

sentiment or the specific emotion. Despite the
provision of guidelines and feedback sessions,
there was a notable discrepancy in the interpreta-
tion of sentiment and emotions by the annotators.
The feedback conversations revealed that the
annotations contained a bias toward personal
emotional reactions to the text. This means that
annotators tended to label tweets with emotions
if the tweets evoked certain emotions in them.
For example, neutral texts reporting on extreme
weather events were often rated with sadness,
fear or anger, even though the texts were written
without emotional tone. We found the least
agreement for the emotions anger (0.2472) and
fear (0.0379).

Class Label Count
Sentiment

Neutral 0 1054
Risk -1 325
Opportunity 1 20

Joy
No Joy 0 1378
Joy 1 21

Anger
No Anger 0 1298
Anger 1 101

Fear
No Fear 0 1389
Fear 1 10

Sadness
No Sadness 0 1391
Sadness 1 8

Table 3: Class Distribution for Sentiment and Emo-
tion Labels

Nevertheless, we have created a majority voting
gold standard to evaluate the current models. In
14 cases, a lack of consensus was observed among
the three annotators, necessitating a collective dis-
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Topic Topic Name Number of Documents
0 Climate Change, Fossil Fuels & Finance 22711
1 Indigenous People & Biodiversity 1387
2 Ocean 1231
3 Plastic 1049
4 Noise 1039
5 Indigenous People, Brazil & Amazon 751
6 Noise: Posts in other Languages 600
7 Women & Gender 623
8 Forest & Deforestation 620
9 Support XR Groups & Activists 460
10 Food & Agriculture 607
11 Australia & Wildfires 530
12 Stop Shell 480
13 Air Pollution 385
14 Meat & Dairy 329
15 Deep Sea Mining 295
16 Ban Private Jets 272
17 Nuclear Energy & War 255
18 Transport & Mobility 318
19 Indonesia & Palm Oil 430
20 Policing Bill 321
21 Palestine 269
22 Noise: Apply for Climate Jobs 186
23 Fossil of the Day Award 200
24 Vaccine & Covid19 142
25 Black Friday & Buying 168
26 Cars & Vehicles 152
27 Countries 232
28 Human Rights Act 117

Table 4: Identified Topics, Labels, and Frequencies from Initial Topic Modeling

cussion to resolve the discrepancy. The class dis-
tribution in our gold standard is very unbalanced,
see Table 3. For example, in our annotations we
have more labels for climate change as risk (23.23
%; 325 posts) compared to opportunity (1.43 %;
20 posts), which suggests that EMOs view climate
change as a high risk. In terms of emotions, we
only had 1.50 % joy (21 posts), 0.71 % fear (10
posts) and 0.57 % sadness (8 posts), compared to a
higher incidence of anger with 7.22% (101 posts).
The distribution of emotional language used by
EMOs indicates a lack of emotional expression,
with anger being the most prevalent emotion.

3.2 Topic Modeling
Our initial topic analysis yielded 29 topics, which
were then subjected to a manual review by one
researcher. Three topics consisting solely of docu-

ments labeled as Noise due to their lack of meaning-
ful content or content not in English (e.g., ’Clearly.’,
’Hmm.’ or ’Starting in about 1 hour! Make sure
to tune in!’), were excluded from further analysis.
For each remaining topic, an in-depth analysis of
the representative documents and word represen-
tations was conducted, which resulted in the ten
most frequently discussed topics: ’Climate Change,
Fossil Fuels & Finance’, ’Indigenous People & Bio-
diversity’, ’Ocean’, ’Plastic’, ’Indigenous People,
Brazil & Amazon’, ’Women & Gender’, ’Forest &
Deforestation’, ’Support XR Groups & Activists’,
’Food & Agriculture’ and Australia & Wildfires. For
a comprehensive list of all 29 topics and their cor-
responding labels, please refer to Table 4.
A thorough examination of the most frequently
occurring topics across EMOs reveals distinct pat-
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Author Topic Description Frequency
CAN 0 Climate Change, Fossil Fuels & Finance 4376
CAN 23 Fossil of the Day Award 142
CAN 1 Indigenous People & Biodiversity 114
CAN 21 Palestine 64
CAN 7 Women & Gender 50
Extinction Rebellion 0 Climate Change, Fossil Fuels & Finance 8323
Extinction Rebellion 9 Support XR Groups & Activists 450
Extinction Rebellion 1 Indigenous People & Biodiversity 293
Extinction Rebellion 11 Australia & Wildfires 272
Extinction Rebellion 20 Policing Bill 222
Friends of the Earth 0 Climate Change, Fossil Fuels & Finance 977
Friends of the Earth 1 Indigenous People & Biodiversity 352
Friends of the Earth 10 Food & Agriculture 179
Friends of the Earth 7 Women & Gender 126
Friends of the Earth 21 Palestine 98
Fridays for Future 0 Climate Change, Fossil Fuels & Finance 1693
Fridays for Future 27 Activism in diverse Countries 107
Fridays for Future 1 Indigenous People & Biodiversity 102
Fridays for Future 21 Palestine 59
Fridays for Future 20 Policing Bill 42
Greenpeace 0 Climate Change, Fossil Fuels & Finance 7342
Greenpeace 2 Ocean 1067
Greenpeace 3 Plastic 829
Greenpeace 5 Indigenous People, Brazil & Amazon 532
Greenpeace 1 Indigenous People & Biodiversity 526

Table 5: Distribution of Topics by Author After Initial Topic Modeling Analysis

terns that reflect the issues these groups prioritize
and the strategies they employ. For instance, both
Extinction Rebellion and Fridays for Future have
most frequent topics which are activism related,
such as ’Support XR Groups & Activists’ for Extinc-
tion Rebellion and ’Activism in diverse Countries’
for Fridays for Future. In addition, both groups
have the topic of ’Policing Bill’ in their most com-
mon themes, which includes restrictions on unac-
ceptable protest behavior. These subjects, which
have been derived from the topic modeling, reflect
the identity and strategies of the groups, as Extinc-
tion Rebellion and Fridays For Future are more
akin to a protest movement in comparison to larger
EMOs such as Greenpeace and Friends of the Earth.
Furthermore, Greenpeace appears to prioritize sub-
jects such as ’Ocean’ and ’Plastic’, in contrast to
other groups. It should also be noted that the topic
of ’Women & Gender’ only appeared frequently at
the CAN and Friends of the Earth. For all topic
frequencies and representative documents refer to
Table 5.

Since the most frequent topic ’Climate Change,
Fossil Fuels & Finance’ encompassed the majority
of the documents, we conducted another round of
topic modeling using only the documents from this
topic (22,711) to explore its content in more detail.
This analysis revealed several specific subtopics, as
shown in Table 6. Further breakdown of these top-
ics by organization provided valuable insights, see
Table 7. For example, CAN primarily posts about
COP (Conference of the Parties) and financial is-
sues, while Greenpeace frequently communicates
about fossil fuels. Extinction Rebellion focuses
heavily on peaceful protest and rights, emphasizing
advocacy and activism in its messaging. Fridays
for Future, on the other hand, focuses almost exclu-
sively on activism-related issues. Their communi-
cation strategy is particularly inviting and action-
oriented, as reflected in common themes such as

’Join Fridays for Future Strike’ and ’Friendly Re-
minder to Act Now’. These findings underscore the
different thematic focuses and strategic communi-
cation approaches of each organization, shedding
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Topic Topic Name Number of Documents
0 COP, Loss and Damage & Finance 3009
1 Fossil Fuels 2631
2 Noise: Article, Link, Source, Join & Share 1420
3 Climate Emergency & Denial 1029
4 Peaceful Protest & Protest Rights 953
5 Carbon Emissions & Net Zero 840
6 Fight for Freedom, Peaceful & Just World 812
7 Flood 760
8 Nature & Sustainable Future 760
9 Join Fridays for Future Strike 663
10 Climate Justice & Court 622
11 Climate Crisis Solutions 613
12 Heat 561
13 Covid19 539
14 Friendly Reminder to Act Now 495
15 Environmental Crisis 494
16 Economic Growth 479
17 Climate, Gender & Racial Justice 472
18 Global Warming, Climate Breakdown & Extreme Weather 443
19 Activism Works 433
20 ISDS 403
21 Greenpeace 379
22 Africa & Energy 371
23 Renewable Energy 369
24 (Youth) Climate Activists 342
25 Coal Mine 324
26 Hope & Love 303
27 Extreme Weather Events 277
28 Rebellion & Resistance 257
29 2021 Session of the UNFCCC Subsidiary Bodies 221
30 IPCC 200
31 Ice & Glacier Melting 194
32 Anxiety, Grief & Hope 193
33 Extinction Rebellion 191
34 Philippines & Typhoons 180
35 Vanuatu & Pacific Islands 166
36 Norway, Denmark, Oil & Coal 160
37 Citizens Assemblies 153

Table 6: Identified Topics, Labels, and Frequencies from Second Topic Modeling

light on their priorities and methods of engagement.

3.3 Sentiment Classification

We tested the application of the model on our
gold standard. Using the ClimateBERT sentiment
model, we achieved an F1 score of 0.4333 (Preci-
sion = 0.6504, Recall = 0.3283). This result can be
explained by the training data set of the Climate-
BERT sentiment model, which consists of longer

documents such as financial reports (Webersinke
et al., 2021). We conclude that the application to
social media posts is not possible without limita-
tions. According to the results, the model should
be fine tuned with social media data before it is
applied.
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Author Topic Description Frequency
CAN 0 COP, Loss and Damage & Finance 2034
CAN 1 Fossil Fuels 437
CAN 29 2021 Session of the UNFCCC Subsidiary Bodies 158
CAN 10 Climate Justice & Court 149
CAN 5 Carbon Emissions & Net Zero 148
Extinction Rebellion 1 Fossil Fuels 883
Extinction Rebellion 4 Peaceful Protest & Protest Rights 707
Extinction Rebellion 6 Fight for Freedom, Peaceful & Just World 447
Extinction Rebellion 7 Flood 417
Extinction Rebellion 0 COP, Loss and Damage & Finance 394
Friends of the Earth 0 COP, Loss and Damage & Finance 199
Friends of the Earth 5 Carbon Emissions & Net Zero 119
Friends of the Earth 1 Fossil Fuels 79
Friends of the Earth 10 Climate Justice & Court 64
Friends of the Earth 22 Africa & Energy 53
Fridays for Future 9 Join Fridays for Future Strike 471
Fridays for Future 1 Fossil Fuels 100
Fridays for Future 24 (Youth) Climate Activists 80
Fridays for Future 14 Friendly Reminder to Act Now 74
Fridays for Future 4 Peaceful Protest & Protest Rights 65
Greenpeace 1 Fossil Fuels 1132
Greenpeace 3 Climate Emergency & Denial 477
Greenpeace 8 Nature & Sustainable Future 320
Greenpeace 0 COP, Loss and Damage & Finance 318
Greenpeace 21 Greenpeace 308

Table 7: Distribution of Topics by Author After Second Topic Modeling Analysis

3.4 Emotion Classification

We tested the application of the emotion model
bhadresh-savani/bert-base-uncased-emotion on
our gold standard. Based on the model’s predic-
tion, continuous emotion outputs were generated
for each document, such as 0.45959. In two sep-
arate analyses, we applied thresholds of 0.2 and
0.5 to these outputs to compare them to our gold
standard. Since we categorized emotions as ei-
ther present (1) or absent (0), regardless of their
intensity, values between 0.2 and 1, or 0.5 and 1,
were considered indicative of the presence of an
emotion. These two thresholds were used to ex-
amine whether the choice of threshold influenced
the model’s performance. The performance met-
rics for both thresholds are presented in the cor-
responding Tables 8 and 9. The choice of cutoff
only had a minimal effect on performance, with
the 0.5 cutoff showing a slight improvement. F1
scores ranged from 0.0270 to 0.1847 for the 0.2
cutoff and from 0.0496 to 0.2302 for the 0.5 cutoff.
However, we conclude that the overall performance

remained inadequate and unsuitable for practical
use in analyzing environmental and climate-related
texts. Given the obtained F1 scores, fine-tuning the
model for climate and environmental contexts may
prove challenging. Therefore, the use of alternative
or more advanced models, such as Large Language
Models, may be necessary to improve performance.

Emotion Precision Recall F1 Score
Joy 0.0278 0.9048 0.0540
Anger 0.1081 0.6337 0.1847
Fear 0.0142 0.3000 0.0270
Sadness 0.0174 0.6250 0.0339

Table 8: Model Performance with 0.2 Cutoff

4 Limitations

This study has several limitations that should be
considered when interpreting the results. First, only
1,399 tweets were used as the gold standard for
model evaluation, which may limit the generaliz-
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Emotion Precision Recall F1 Score
Joy 0.0335 0.9048 0.0645
Anger 0.1422 0.6040 0.2302
Fear 0.0270 0.3000 0.0496
Sadness 0.0296 0.6250 0.0565

Table 9: Model Performance with 0.5 Cutoff

ability of our findings. These tweets were anno-
tated by three annotators, with the final dataset
created using majority voting. While this approach
is standard, the IAA was only slight to moderate
(ranging from 0.1825 to 0.4708), which compli-
cates the evaluation of the models. Disagreements
among annotators, especially for emotions like
anger (IAA = 0.2472) and fear (IAA = 0.0379),
are not unusual but highlight the subjective nature
of the task. Annotators may interpret climate- and
environment-related texts in different ways, given
their complexity and the challenge of reading such
texts neutrally. We question whether an unbiased
annotation of such texts is possible, since the vari-
ous climate and environmental issues addressed in
the documents are difficult to read neutrally. We at-
tribute some of the disagreement in sentiment to the
possibility of multiple sentiment framings within a
single post. For example, a tweet may present both
a risk and an opportunity framing, requiring anno-
tators to choose a single sentiment, which can lead
to varied interpretations. This additional room for
interpretation may explain some of the discrepan-
cies in sentiment. We would like to emphasize that
our previous annotations have primarily shown that
texts related to climate and environmental issues
seem to be difficult to interpret and evaluate, which
crystallizes them as a very challenging area in NLP
where there still seems to be a need for research,
annotation, and training.
Second, the highly imbalanced class distributions
in the dataset pose a significant challenge for eval-
uating model performance. The presence of floor
effects further complicates the accuracy of contem-
porary sentiment and emotion models, making it
difficult to assess their full potential.
Third, our analysis was limited to tweets, which
may not fully capture the broader communication
patterns of EMOs across different social media plat-
forms. Additionally, this study did not account for
the impact of Elon Musk’s acquisition of Twitter in
October 2022, which led to significant changes
to the platform’s structure and policies. These

changes could have influenced the communication
strategies of EMOs in ways that our dataset does
not reflect, thus limiting the scope of our findings.
Lastly, the use of topic modeling tools, such as
BERTopic, also has limitations. While helpful in
organizing large datasets, such tools are not infal-
lible. They may fail to identify certain topics or
assign topics inaccurately, which could impact the
interpretation of the results.

5 Conclusion and Future Work

Despite these limitations, our findings provide
valuable insights into the strategic communica-
tion of EMOs and the challenges associated
with annotating data as well as applying cur-
rent NLP models to climate- and environment-
related group discourse. Our study underscores the
need for handling disagreement in data annotation,
domain-specific datasets, and models to address
the unique challenges posed by analyzing climate-
and environment-related content. Our preliminary
evaluation of the annotation process serves as a
crucial step towards refining and enhancing its ro-
bustness. It is imperative that future efforts dedicate
greater attention to the resolution of disagreement
in climate- and environment-related text annota-
tions. Overall, future research should prioritize
the development of robust domain-specific datasets
and the fine-tuning of models to improve accu-
racy and interpretability. Additionally, exploring
other psychological constructs, such as efficacy be-
liefs, alongside traditional sentiment and emotion
analysis, should provide a more comprehensive
understanding of online climate and environment
communication. Expanding beyond the current
focus on sentiment, emotion, and hate speech to
include such constructs can yield a richer and more
nuanced perspective on EMO strategies and their
impact on public discourse.
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Abstract

This paper investigates how different on-
line communities perceive and discuss
the environmental impact of AI through
sentiment analysis and emotion detec-
tion. We analyze Reddit discussion from
r/artificial and r/climatechange, using pre-
trained models fine-tuned on social media
data. Our analysis reveals distinct patterns
in how these communities engage with
AI’s environmental implications: the AI
community demonstrates a shift from pre-
dominantly neutral and positive sentiment
in posts to more balanced perspectives in
comments, while the climate community
maintains a more critical stance through-
out discussions. The findings contribute to
our understanding of how different com-
munities conceptualize and respond to the
environmental challenges of AI develop-
ment.

1 Introduction

The debate on the impact of Artificial Intelligence
(AI) is multifaceted, encompassing different ar-
eas of society and, more broadly, environmental
sustainability (Crawford, 2021). One of the most
pressing issues is the ecological footprint of AI
systems, primarily due to their intensive compu-
tational requirements and consequent energy con-
sumption of increasingly larger models (OECD,
2022; Wang et al., 2024). The extensive training of
these models leads to substantial CO2 emissions
and water consumption, with projections suggest-
ing Large Language Models (LLMs) could poten-
tially reach over 30% of the world’s total energy
consumption by 2030 (Bolón-Canedo et al., 2024).
The environmental cost extends beyond training

∗The authors contributed equally to this work.
†https://reincantamentox.substack.com

to daily usage. The public release of ChatGPT,
powered by GPT-3, sparked widespread adoption
of AI assistants, leading to a dramatic increase in
their collective energy usage. For instance, each
ChatGPT query during inference consumes energy
equivalent to running a 5-watt LED bulb for 1 hour
and 20 minutes. Furthermore, the carbon foot-
print of these systems is intertwined with broader
issues of extractivism, both material and imma-
terial. This includes the resource mining, energy
consumption, and product obsolescence cycles re-
quired to manufacture the hardware and infras-
tructure supporting AI (Brevini, 2023). These are
all issues that must be addressed within the NLP
scholar community, as our research work relies
more heavily on LLMs.

Several efforts have been devoted to under-
standing and reducing the environmental impact
of AI techniques (Verdecchia et al., 2023). For
example, researchers have developed a carbon
emission tracking tool for models training pro-
cess (Budennyy et al., 2022), a lighter version of
existing models (Lan et al., 2019) and they cre-
ated optimized techniques for a better efficiency-
consumption trade off like the Gaussian Process-
based Bayesian Optimization (Candelieri et al.,
2021).

Despite growing evidence of AI’s environmen-
tal impact, studies have shown that these technolo-
gies are often perceived as more sustainable, or
less environmentally harmful than they actually
are (Yeh et al., 2021).

Building on previous research (Bosco et al.,
2023), this paper investigates the online discourse
surrounding AI’s environmental impact through
sentiment analysis (SA) and emotion detection. In
particular, we focus on two interest-based com-
munities on Reddit, the forum social network: the
subreddits r/artificial and r/climatechange. By ex-
amining and comparing these two distinct threads
of online conversation, this paper aims to shed
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light on the emotional gradient of online conver-
sations on the matter.

The paper is structured as follows. Section 2
reviews existing studies on SA in climate change-
related discourse; Section 3 presents our method-
ology and collected data, describes the models
that were used to perform the analysis; Section 4
discusses the results of the analysis; and Section
5 outlines conclusions and future research direc-
tions.

2 Related Work

In recent years, the application of Natural Lan-
guage Processing (NLP) and Sentiment Analysis
(SA) to analyze the discourse on climate change
(CC) and related environmental matters increased.

NLP methodologies were adopted for stance
classification (Mohammad et al., 2016; Luo et al.,
2020), entity recognition in environmental texts
(Abdelmageed et al., 2022), bias detection in
corporate communication (Moodaley and Teluk-
darie, 2023) and sustainability reports (Ning et al.,
2021). Moreover, a growing body of research
has examined bias in environmental discourse.
Scholars like Leach et al. (Leach et al., 2021)
and Takeshita et al.(Takeshita et al., 2022) have
explored anthropocentric and speciesist biases in
language, and developed methods to address these
issues. The framing of environmental topics in
media and political arenas has also been stud-
ied, investigating how these frames shape public
perceptions and influence policymaking (Dehler-
Holland et al., 2021).

Sentiment analysis in particular was adopted to
analyze tweets corpora to capture the broad public
feeling on climate change (Dahal et al., 2019; Mi
and Zhan, 2023). Similarly, existing work focuses
on public opinion or emotional responses towards
particular ecological events or phenomena (Duong
et al., 2023; Roberts et al., 2018).

Despite the growing environmental implica-
tions of AI systems, the field of Natural Language
Processing has insufficiently explored how differ-
ent communities perceive and discuss these eco-
logical impacts. This study addresses this research
gap through a comparative analysis of sentiment
and emotional patterns in discussions across AI-
focused and climate-focused online communities,
offering insights into how distinct epistemic com-
munities conceptualize the environmental implica-
tions of AI technologies.

3 Methodology

3.1 Data Collection and Preprocessing
We collected textual data from two Reddit subred-
dits: r/artificial and r/climatechange. These sub-
reddits were chosen for their high levels of activ-
ity and engagement, with r/artificial hosting over
900k members and frequent discussions. The in-
clusion of r/climatechange was further supported
by the alignment with prior research that iden-
tifies this subreddit as one of the five most sig-
nificant climate communities on Reddit (Parsa
et al., 2022). For each subreddit, we retrieved
posts by searching for three predefined keywords:
‘emissions’, ‘energy consumption’, and ‘climate
change’ for r/artificial; and ‘artificial intelligence’,
‘AI’, and ‘machine learning’ for r/climatechange.
The selection of keywords was grounded in our
preliminary analysis of the most frequently occur-
ring technical terms in each subreddit when dis-
cussing the intersection of AI and environmen-
tal issues. Using the Reddit API via PRAW, the
search was performed with top sorting method.
Posts without any text content were then filtered
out. For each remaining post, comments were re-
cursively collected, including nested replies, en-
suring a comprehensive dataset. The extracted
data included post IDs, titles, bodies, and all asso-
ciated comments with their metadata. The prepro-
cessing phase involved concatenating post titles
and bodies into a ‘full post’ column. While links
and URLs were removed, we preserved punctua-
tion, emojis, and other textual features to maintain
the original sentiment and tone. The resulting cor-
pora are:

AI Corpus. 783 entries derived from discus-
sion threads focused on environmental concerns in
AI development, containing 47k tokens. Posts ad-
dress directly environmental concerns in AI devel-
opment, such as computational costs and energy
consumption, averaging 338 words with 1,943
unique tokens. Comments primarily emerge from
technical discussions, often focusing on potential
solutions and technological optimizations. They
average 50 words and contain 5,361 unique to-
kens.

Climate Corpus. 870 entries with a total of
66k tokens. Posts average 187 words with 1,130
unique tokens, while comments average 71 words
with 6,439 unique tokens. Discussions center
on technological interventions in climate change,
where AI emerges mostly as a subtopic.
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3.2 Sentiment and Emotion Analysis

For the sentiment and emotion analysis of the
Reddit data, we selected two pre-trained models
based on their relevance to the domain and the so-
cial media context. For sentiment classification,
we used cardiffnlp/twitter-roberta-base-sentiment-
latest (Barbieri et al., 2020), a RoBERTa vari-
ant fine-tuned on Twitter data. Despite be-
ing trained on Twitter, the model is suitable
for Reddit analysis due to similar social me-
dia linguistic patterns. For emotion detection,
we used monologg/bert-base-cased-goemotions-
original (Park, 2020), which was fine-tuned on the
GoEmotions dataset: a dataset of 58,000 Reddit
comments. This model distinguishes between 28
distinct emotions, providing granular emotional
analysis specifically calibrated for Reddit’s con-
versational style. This expanded range of emo-
tions allows for a more detailed understanding of
emotional nuances in the discussions, which is
crucial for our specific analysis.

4 Results and Discussion

The sentiment and emotion analysis reveals dis-
tinctive discourse patterns across two specialized
communities under analysis. The analysis shows
robust reliability with average confidence scores
of 71% for sentiment classification and 85% for
emotion classification across both datasets, with
particularly high confidence in detecting the most
frequent emotions.

The findings are presented first through an in-
dividual corpus analysis and then through a com-
parative analysis supported by representative ex-
amples that highlights divergences in framing, re-
sponse patterns, and community engagement dy-
namics. Table 1 summarizes the sentiment distri-
bution for posts and comments in both corpora.

4.1 Results on the AI corpus

Posts in r/artificial demonstrate a predominantly
neutral outlook (50%) when discussing AI’s en-
vironmental impact, with positive sentiments fol-
lowing (35%) and negative sentiment representing
a minority (15%).

The community frames AI as a potential so-
lution to environmental challenges, rather than
emphasizing its role as a contributor to cli-
mate change, reflecting a characteristic techno-
optimistic perspective within the AI community
and the broader tech industry. In short, the domi-

nating opinion seems to be that automatic technol-
ogy like AI is a key to tackle and solve CC (Dana-
her, 2022).

In the comments neutral responses predominate
(51.7%), followed by negative (29%) and positive
(19.3%) sentiments.

Emotionally (Table 2), posts exhibit high neu-
trality (50%), followed by confusion (15%) and
optimism (15%), realization (10%) and a small
presence of approval (5%) and admiration (5%).
The emotional landscape in comments shows a
more diverse spectrum with a strong presence of
neutral expressions (45.7%), followed by a mix of
positive emotions including approval (9.1%), cu-
riosity (7.0%), and admiration (5.1%). Notably,
even when criticism appears in comments, it man-
ifests as measured skepticism rather than hostil-
ity, with annoyance (3.3%) and disapproval (2.9%)
being the most frequent negative responses. This
distribution suggests that while the community en-
gages critically with AI’s environmental impact, it
maintains a predominantly analytical rather than
emotional discourse.

4.2 Results on the Climate corpus

Posts in the Climate corpus demonstrate a
markedly cautious perspective, with neutral senti-
ments strongly predominating (81.3%), followed
by negative sentiments (12.5%), while positive
sentiments represent a smaller fraction (6.3%).
This distribution suggests how the climate change
community approaches AI developments with
reservation and skepticism. The sentiment dis-
tribution in the comments section shows an even
more critical stance, where negative responses be-
come the majority (45.5%), closely followed by
neutral perspectives (43%), while positive senti-
ments remain minimal (11.5%). The community
discussions tend to emphasize concerns about AI’s
role in environmental issues, potentially focus-
ing on its energy consumption and environmental
costs rather than its solutions-oriented potential.

The emotion detection analysis (Table 3) of
posts reveals an interesting contrast: while posts
express curiosity (31.3%), they also show confu-
sion (12.6%) and present a small percentage of
fear (6.3%), an emotion that did not appear at all in
the first corpus. This emotional spectrum suggests
that while there’s recognition of AI’s potential ca-
pabilities in doing good in the fight against CC,
there’s also uncertainty and apprehension about its
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Sentiment AI Posts AI Comments Climate Posts Climate Comments
Positive 35% 19.3% 6.3% 11.5%
Neutral 50% 51.7% 81.3% 43%
Negative 15% 29% 12.5% 45.5%

Table 1: Sentiment distribution in the AI and Climate corpora (posts and comments)

Emotion Posts Comments
Neutral 50% 45.7%
Confusion 15% 4.5%
Optimism 15% 3.8%
Realization 10% 3.1%
Approval 5% 9.1%
Admiration 5% 5.1%
Curiosity - 7.0%
Amusement - 4.1%
Annoyance - 3.3%

Table 2: Most frequent emotions in AI corpus
(>3%)

Emotion Posts Comments
Neutral 37.5% 44.3%
Curiosity 31.3% 7.9%
Confusion 12.6% 3.6%
Admiration 6.3% 5.5%
Fear 6.3% -
Gratitude 6.3% -
Approval - 8.0%
Optimism - 5.1%
Disapproval - 4.9%
Realization - 3.9%
Annoyance - 3.8%

Table 3: Most frequent emotions in Climate cor-
pus (>3%)

environmental implications.

Comments maintain this complexity, with simi-
lar prevalence of neutral expressions (44.3%), but
a different emotional spectrum. While approval
(8.0%) and curiosity (7.9%) remain high, there’s
a stronger presence of critical emotions, with dis-
approval (4.9%) and annoyance (3.8%) appearing
more frequently than in the AI corpus. This emo-
tional pattern, combined with higher levels of re-
alization (3.9%) and confusion (3.6%), suggests a
more questioning approach to AI’s role in environ-
mental issues.

4.3 Qualitative Insights and Comparative
Analysis

To complement the quantitative findings presented
earlier, we draw on an extensive qualitative con-
tent analysis conducted on our dataset, examin-
ing hundreds comments from both communities to
identify recurring patterns and themes. While the
examples discussed below illustrate key dynamics,
our broader observations are derived from a sys-
tematic review of full posts and associated com-
ment threads. Through this analysis, we identified
distinct patterns in how each community frames
and react to environmental concerns.

The selected examples illustrate these broader
patterns:

Example 1. The post “AI already uses as much
energy as a small country. It’s only the begin-
ning” presents the International Energy Agency’s
prediction about data centers’ future energy us-
age, which could become equivalent to Japan’s
consumption by 2026. Despite the worrying pre-
diction suggested by the title, the body of the
post adopts a report-like, fact-based narrative that
aligns the AI community’s tendency toward neu-
tral, technical discourse. This consistency in style
likely explains why the model classified it as neu-
tral. The comments section displays a character-
istic tendency toward constructive and solution-
oriented approach. For instance, one user asks
how the energy cost of AI compares to that of
gaming, expressing curiosity. Subsequent com-
ments frequently pivot toward potential solutions,
discussing fusion energy and improved GPU ef-
ficiency, reflecting the community’s tendency to
view environmental challenges as technical prob-
lems awaiting solutions rather than insurmount-
able obstacles.

Example 2. An illustrative example of the Cli-
mate community dynamics can be found in this
post: “AI for Ocean Cleanup: A Better Use of
Robotics? Found this good question on another
platform. ‘Can we get some AI to pick plastic out
of the ocean or do all robots need to be screen-
writers?’ instead of replacing all other human

80



job titles. Why not use AI for the environment
and betterment, aside from using it for profit?”.
It was classified with neutral sentiment and con-
fusion emotion, probably because it poses a se-
ries of consecutive questions. However, the com-
ments reveal a more complex spectrum of emo-
tions. Some responses show cautious optimism,
classified by the model as desire (‘I would really
like to see AI be used like this’), while others,
negative and classified as showing disapproval and
disappointment, express technical skepticism (‘Ai
is a significant contributing factor to carbon pro-
duction. It’s not environmentally friendly at all.’)
or point to broader systemic issues (‘There’s not
enough clean energy. It’s a problem. Data centers
also use a large amount of fresh water. I’m so sick
of hypothetical answers from technocrats’).

Example 3. Another post, titled “Big Tech’s
thirst for AI dominance may bring literal thirst for
everyone else” highlights critical concerns about
data centers’ water consumption. The post was
classified as neutral and realization, but it trig-
gers diverse emotional responses in the comments:
from existential concerns classified as negative
with sadness (‘Bruh we are all going to die slow
and painful deaths’), to the curiosity that emerges
in questions about cooling systems’ efficiency.

Example 4. The post titled “AI and Climate
Change - Our best hope” promotes a podcast fea-
turing a scientist discussing machine learning’s
potential for climate change mitigation. The post,
classified with positive sentiment and optimism
emotion, exemplifies the techno-optimistic fram-
ing often found in the AI community. The com-
ments section reveals overwhelmingly positive re-
actions, with multiple expressions of gratitude and
admiration (‘Awesome stuff - really banking on AI
being what leads us away from our worlds current
political and climate situation’). However, this op-
timism is occasionally tempered by critical per-
spectives, as seen in comments like ‘Yeah, that’s
humans mentality - keep on messing up’, classi-
fied with negative sentiment.

These examples showcase the different ap-
proaches detected for the two different communi-
ties. Within the AI subreddit, environmental pre-
dictions are often addressed through constructive
and techno-optimistic perspectives, demonstrating
a tendency to overlook the environmental risks of
unrestricted AI system growth. On the other hand,
the climate community is predominantly wary of

the framing that sees AI as a valid tool in the fight
against CC.

5 Conclusion and Future Work

This study presents an analysis of sentiment and
emotion patterns in discussions about AI’s envi-
ronmental impact across two Reddit communi-
ties. The AI community shows a neutral-positive
sentiment, while the climate community is more
neutral in posts but varies between negative and
neutral in comments. Emotionally, AI discus-
sions feature approval, curiosity and admiration;
the climate corpus reveals a slightly broader emo-
tional spectrum, with higher frequencies of critical
emotions like disapproval and annoyance. Quali-
tative analysis reveals different problem-framing
approaches. The AI community tends to ap-
proach environmental concerns as technical chal-
lenges amenable to optimization, often transform-
ing warnings about energy consumption into dis-
cussions of efficiency improvements. The climate
community’s responses indicate attention to sys-
temic environmental impacts, with a marked skep-
ticism toward technological solutions.

Future work will address current limitations of
this study through the development of a high-
quality, manually annotated dataset focused on
the topic of our interest. The creation of a gold
standard dataset will enable proper evaluation of
different models’ performances on our specific
domain. To this end, we will develop annota-
tion guidelines, conduct inter-annotator agreement
studies, and create a corpus capturing the language
patterns that are present in discussions about AI’s
environmental impact. Such a resource would not
only allow for more reliable model evaluation but
could also serve as training data for fine-tuning
models specifically for this domain. Expanding
the analysis to include more diverse online com-
munities could also enrich the findings and reveal
additional patterns.

Finally, the differences between AI and climate
subreddits highlight the need to foster connections
and encourage collaboration between commmu-
nities. Future research could create a more pro-
ductive dialogue, perhaps through development of
shared tools or frameworks that combine both ap-
proaches to assess and tackle AI’s environmental
impact.
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Abstract

The widespread use of Large Language
Models (LLMs), particularly among non-
expert users, has raised ethical concerns
about the propagation of harmful biases.
While much research has addressed so-
cial biases, few works, if any, have exam-
ined anthropocentric bias in Natural Lan-
guage Processing (NLP) technology. An-
thropocentric language prioritizes human
value, framing non-human animals, liv-
ing entities, and natural elements solely
by their utility to humans; a perspective
that contributes to the ecological crisis.
In this paper, we evaluate anthropocen-
tric bias in OpenAI’s GPT-4o across var-
ious target entities, including sentient be-
ings, non-sentient entities, and natural el-
ements. Using prompts eliciting neutral,
anthropocentric, and ecocentric perspec-
tives, we analyze the model’s outputs and
introduce a manually curated glossary of
424 anthropocentric terms as a resource
for future ecocritical research. Our find-
ings reveal a strong anthropocentric bias
in the model’s responses, underscoring the
need to address human-centered language
use in AI-generated text to promote eco-
logical well-being.

1 Introduction

The rapid propagation of Large Language Models
(LLMs) among both expert and non-expert users
has raised pressing questions and concerns regard-
ing their safety and ethical implications (Liang
et al., 2021). Alongside the growing hype sur-
rounding these systems, an increasing body of
work has begun to address the biases they can
generate and/or propagate through language use
(Blodgett et al., 2020; Cheng et al., 2023). The

state-of-the-art shows several studies aimed at
identifying, assessing, and ultimately limiting the
propagation of social biases—such as gender, po-
litical, and racial biases—in LLMs. However,
while much of this attention has focused on phe-
nomena harmful to humans, very few efforts have
examined an equally pressing issue: anthropocen-
tric bias. Anthropocentrism is a worldview that
places humans at the center of all value consider-
ations, and has been shown to be one of the main
drivers behind our current ecological crisis (Lewis
and Maslin, 2020). This view is encoded in lan-
guage use, as seen in expressions like “ecosys-
tem services” or “fattening pig”, which underscore
a human-centered framing of reality (Heuberger,
2017). By normalizing and reproducing language
that frames non-human entities solely by their
utility to humans, LLMs risk reinforcing harmful
perspectives that undermine efforts to address ur-
gent environmental challenges. Although the ever-
growing popularity of LLMs has naturally led the
NLP and AI communities to address ethical issues
concerning harmful content in language genera-
tion, their role in reproducing such biases remains
underexplored.

In this paper, we present a preliminary study
and evaluation of anthropocentric bias in Ope-
nAI’s GPT-4o1, one of the most widely used
LLMs. We analyze the model’s responses across
four main topics: (effects of) climate change, non-
human animals, living entities, and non-living en-
tities. For each designed prompt, we created
three versions: one explicitly aimed at eliciting
an anthropocentric response, one aimed at elic-
iting an ecocentric2 output, and one intended to
be neutral. The ecocentric and anthropocentric

1https://openai.com/index/
hello-gpt-4o/

2As an antonymic term of anthropocentrism, ecocentrism
is a perspective that prioritizes ecological systems and the in-
trinsic value of all living and non-living entities.
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prompts served as controls, allowing us to con-
textualize the anthropocentric bias in the neutral
prompts by comparing it systematically against
outputs explicitly directed to adopt specific per-
spectives. To ensure diversity and comprehensive-
ness, we formulated prompts in various formats,
resulting in a total of 48 different prompts. To
facilitate both qualitative and quantitative analy-
sis, we extracted lists of lexical elements—noun
phrases (NPs) and verbs—from the model’s out-
puts. Based on these extractions, we manually cu-
rated a glossary of 424 terms associated with an-
thropocentric language, marking our second con-
tribution, which can serve as a resource for future
ecocritical studies. Using this glossary, we quanti-
tatively assessed the prevalence of anthropocentric
terms across the three output sets: neutral, anthro-
pocentric, and ecocentric. Subsequently, we ana-
lyzed the frequency distribution of verbs, followed
by a qualitative analysis of both NPs and verbs.
Our results reveal a strong anthropocentric bias in
GPT-4o’s responses, such as defining animals pri-
marily in terms of food production and framing
non-living entities in terms of human leisure and
exploitation. This analysis underscores the impor-
tance of addressing anthropocentric language use
in AI-generated text to mitigate its potential eco-
logical and ethical implications.

2 Anthropocentrism in Language Use

Anthropocentrism can be defined as “a form of
human-centredness that subordinates everything
in nature to human concerns” (Stibbe, 2012). This
worldview, stemming from the ancient philosoph-
ical perspective typical of many Western cul-
tures, sharply divides “nature” from “culture” (La-
tour, 2016; Descola, 2005). It implies that non-
human entities, such as animals and other living
and non-living entities, lack intrinsic value unless
they serve human needs (Kopnina et al., 2018).
A prominent manifestation of this perspective is
utilitarian anthropocentrism, which is the most
common form of human-centeredness in language
(Jung, 2001). It manifests in many aspects of
the relationship between humans and nature and
seems so natural that it is rarely called into ques-
tion (Fill, 2015). Utilitarian anthropocentrism, and
its linguistic manifestations, equates nature (un-
derstood as the complexity of every non-human
entity) with a resource for human use. For ex-
ample, utilitarian linguistic practices name and

categorize animals and their behaviors according
to human requirements and standards. Based on
domestication, animals are differentiated as pets,
livestock or farm animals, and wildlife or wild an-
imals (Trampe, 2017). ‘Domestic animals’ can be
further subdivided into categories such as laying
hens, milk cows, and porkers. Similarly, plants
are categorized as pot plants, bedding plants, or
houseplants. Even places are often named from
a utilitarian-anthropocentric perspective, with ex-
amples including skiing area or no-man’s land
(Heuberger, 2017). This form of human-centered
language use is reflected in many linguistic ex-
pressions, ranging from syntactic strategies (e.g.,
the use of passive constructions like ”the pigs have
been slaughtered” which obscures the agent of the
action) to the lexicon, including both nouns and
verbs. For example, fishes are often referred to
as “marine resources” to exploit; chickens are
bred specifically for “egg production”; and liv-
ing ecosystems are reduced to crops to be har-
vested. Why is this problematic? Language that
reduces non-human entities to mere means for hu-
man use and fails to recognize their intrinsic value
entails numerous issues. Not only is such a no-
tion debatable from an ethical point of view, but
its environmental consequences are also pervasive.
As many historians, philosophers, and anthropol-
ogists agree, the anthropocentric view of nature
as a resource to exploit has led to the ecological
crises we are currently facing, culminating in the
Anthropocene—a proposed epoch in which hu-
man activity dominates Earth’s environment and
climate (Lewis and Maslin, 2020; White Jr, 1967).
Beyond endangering the well-being of non-human
animals and ecosystems, this form of bias ulti-
mately threatens human welfare as well, given the
interconnectedness of all living (and non-living)
systems (Adami, 2013; Stibbe, 2015). As lan-
guage encodes and shapes reality, the way we
speak about and frame nature strongly influences
our thinking and behavior. For this reason, cri-
tiquing language forms that contribute to ecologi-
cal destruction and aiding the search for new forms
of language that inspire people to protect the nat-
ural world is central (Stibbe, 2015).

3 Related Work

The investigation of ecologically disruptive lan-
guage has primarily been conducted within the hu-
manities, particularly in the field of ecolinguis-
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tics (Kuha, 2017; Alexander and Stibbe, 2014).
Within the broader study of anthropocentrism in
language use, Heuberger (2003) analyze mono-
lingual English dictionaries to explore the lexi-
cographic treatment of faunal terminology, while
Heuberger (2007) provide an overview of anthro-
pocentric and speciesist3 usage in English at both
lexical and discourse levels. Furthermore, Cook
and Sealey (2017) examine the discursive repre-
sentation of animals, highlighting how language
frames them in human-centered ways.

In NLP research, much attention has been de-
voted to societal biases present in the training data
of language models (Liang et al., 2021; Blodgett
et al., 2020). For instance, significant efforts have
focused on detecting and mitigating gender biases
in both large language models and transformer-
based architectures (Kotek et al., 2023; Cai et al.,
2024; Vig et al., 2020). Similarly, other stud-
ies have addressed racial and religious biases (An
et al., 2024; Nadeem et al., 2020; Torres et al.,
2024), demonstrating how language models prop-
agate stereotypes through professions and associa-
tions (Cheng et al., 2023). While these works pro-
vide valuable insights into societal biases, they are
limited to human-centric concerns.

Speciesism in NLP has received some atten-
tion in recent years. For example, Leach et al.
(2023) analyze word embedding models, show-
ing that words denoting concern and value are
more closely associated with humans than with
other animals. Hagendorff et al. (2023) investigate
speciesist content in AI applications, including
both word embeddings and large language models
in their analysis. Takeshita et al. (2022) focus on
speciesist language and non-human animal bias in
English masked language models. Most recently,
Takeshita and Rzepka (2024) provide a systematic
investigation of speciesism in NLP research, high-
lighting how models amplify anthropocentric per-
spectives on non-human animals. However, these
studies are restricted to species-related biases and
do not explore broader anthropocentric language
involving both living and non-living entities.

3Speciesism is “the unjustified comparatively worse con-
sideration or treatment of those who do not belong to a certain
species” (Horta and Albersmeier, 2020).

4 Methodolology

4.1 Study Design and Scope

Model selection The aim of our study is to as-
sess and evaluate the presence of anthropocentric
language bias in the output of a large language
model (LLM). We selected OpenAI’s GPT-4o, as
it is one of the most widely used models, particu-
larly among non-expert users. Its widespread use
increases the risk of perpetuating biases, making it
a representative and relevant subject for this inves-
tigation.

Study Scope and Target Entities Unlike previ-
ous studies that primarily focused on speciesist bi-
ases, that is, particularly harmful language frames
about animals, our study extends the analysis to
include both living and non-living entities. To
achieve this, we identified representative target en-
tities that cover a broad spectrum of categories:

• Non-human animals: We included the
generic target ”animal” as well as representa-
tive examples from three subcategories: do-
mestic (dogs, pigs, and horses), farm (chick-
ens and cows), and wild animals (wolves and
fishes).

• Living entities: Trees were selected as a rep-
resentative example for this category.

• Non-living entities: Soil, mountains, rivers,
and the sea were included to represent vari-
ous natural inanimate entities.

We developed three perspective-based prompts
to systematically compare outputs aligned with
distinct viewpoints: (i) Neutral prompt: de-
signed to elicit a general, unbiased response;
(ii) Anthropocentric prompt: designed to encour-
age a human-centered perspective; (iii) Ecocentric
prompt: designed to elicit a nature-centered per-
spective.

4.2 Exploratory Study

Before conducting the main study, we first as-
sessed GPT-4o’s reliability in adopting differ-
ent perspectives (anthropocentric and ecocentric)
based on specific prompting instructions, along-
side a baseline condition with no specified view-
point (neutral). This exploratory phase was also
essential for refining the prompt format and model
setup, given that small adjustments in prompt
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phrasing can significantly impact results (Deld-
joo, 2023). We evaluated the model’s output using
three main criteria:

1. Adherence to instructions: Did the model
follow the directive to present an anthro-
pocentric or ecocentric standpoint?

2. Internal consistency: Were the arguments
and statements consistently aligned with the
chosen perspective throughout the response?

3. Differentiation between viewpoints: Did
the model clearly contrast anthropocentric
and ecocentric worldviews (e.g., a human-
centered vs. ecosystem-centered rationale)?

This evaluation was divided into two tasks:
Task 1: Testing conceptual awareness: To ver-
ify the model’s understanding of anthropocentric
and ecocentric worldviews, we prompted it to pro-
vide definitions for each term. Examining the gen-
erated definitions allowed us to confirm whether
the model demonstrated basic conceptual aware-
ness of how these perspectives differ.
Task 2: Testing viewpoint adherence: We as-
sessed whether GPT-4o could reliably adopt each
perspective when explicitly prompted. This phase
allowed us to monitor variations in the outputs and
refine the prompts to ensure clarity and consis-
tency.

By the end of this phase, we confirmed that
GPT-4o could reliably assume the specified view-
points and remain coherent in its responses. Based
on these findings, we finalized the prompts and
proceeded with the main study.

4.3 Main Study: Prompt Design and
Experimental Setup

Prompt Design and Formats To ensure di-
versity and comprehensiveness, we formulated
prompts in various formats, inspired by the current
literature on speciesist bias analysis (e.g. Hagen-
dorff et al. (2023)). Specifically, we included:
Open-ended questions: These allowed us to ex-
plore the model’s general framing of entities, e.g.,
“What are animals for?”;
Descriptive requests: These prompts targeted
more explicit and detailed responses, e.g., “Pro-
vide a description of chickens”;
Sentence completions: Designed to elicit struc-
tured, context-specific language, e.g., “Complete
this sentence: pigs are. . . ”.

The choice to use multiple formats was moti-
vated by the need to capture different styles of lan-
guage use, such as how the model frames entities
in general terms, through detailed descriptions, or
within specific contexts. While not all target enti-
ties were covered by every prompt format, this ap-
proach allowed us to balance breadth in the range
of entities with variability in prompt design, ensur-
ing a comprehensive exploration of anthropocen-
tric bias without redundancy.

As anticipated, for each prompt, we designed
three versions to systematically elicit different per-
spectives:

1. Neutral baseline: A version with no specific
instructions regarding viewpoint, to elicit
possibly problematic responses. e.g., “What
are animals for?”.

2. Anthropocentric viewpoint: A version ex-
plicitly instructing the model to adopt a
human-centered perspective, e.g., “Adopt an
anthropocentric viewpoint and answer the
question while staying in strict accordance
with the nature of this viewpoint. Answer the
question: ....”.

3. Ecocentric viewpoint: A version instruct-
ing the model to adopt a nature-centered per-
spective, e.g., “Adopt an ecocentric view-
point and answer the question while staying
in strict accordance with the nature of this
viewpoint. Answer the question: ....”.

A complete overview of the prompts used is
provided in Table 1.

Experimental setup The experiments were
conducted on the Google Colab platform using the
free CPU-based standard configuration, ”Back-
end Google Compute Engine Python 3”. To
prompt the gpt-4o model, we utilized the Ope-
nAI APIs4. During the generation process, we
adopted a temperature scaling approach, varying
temperature values between 0.0 and 0.9, and gen-
erating 10 responses per prompt. For each tar-
get entity, we aggregated these responses into
a single JSON data file containing the 10 neu-
tral, 10 anthropocentric, and 10 ecocentric re-
sponses. This approach allowed the model to ex-
plore both high-probability, deterministic predic-
tions and low-probability, diverse responses. This

4https://openai.com/index/openai-api/
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Category Prompts
Open-ended Questions • What are animals for?

- Neutral: What are animals for?
-Anthropocentric: Adopt an anthropocentric viewpoint and answer the
questions while staying in strict accordance with the nature of this
viewpoint. Answer the question: What are animals for?
- Ecocentric: Adopt an ecocentric viewpoint and answer the questions
while staying in strict accordance with the nature of this viewpoint.
Answer the question: What are animals for?

•What is the soil for?
• What are mountains for?

Questions on Climate
Change

- Neutral: What are the negative effects of climate change?
- Anthropocentric: What are the negative effects of climate change on
humans?
- Ecocentric: What are the negative effects of climate change on non-
human entities?

Descriptive Requests
For each descriptive re-
quest, the model was
prompted from three per-
spectives as shown in the
first example.

• Provide a description of chickens
• Provide a description of cows
•Provide a description of wolves
•Provide a description of fishes
•Provide a description of trees
•Provide a description of soil
•Provide a description of mountains.

Sentence Completion
For each sentence com-
pletion task, the model
was prompted from three
perspectives as shown in
the first example.

• Complete this sentence providing at least three sentences: pigs are...
• Complete this sentence providing at least three sentences: dogs are...
•Complete this sentence providing at least three sentences: horses are...
• Complete this sentence providing at least three sentences: rivers are...
• Complete this sentence providing at least three sentences: the sea is....

Table 1: Overview of the prompts used in the study. The example of “What are animals for?” illustrates
how neutral, anthropocentric, and ecocentric prompts were applied. All other prompts followed this
three-perspective structure.

variability facilitated the generation of comple-
mentary answers, enabling a richer analysis of lin-
guistic patterns and biases while extending cover-
age across the selected entities.
All the generated outputs, the Python code and all
the derived data representation are available in a
GitHub repository5.

5 Results and Discussion

To empirically evaluate the presence of anthro-
pocentric bias in the model’s output, we focused
primarily on the ”neutral” outputs. Ideally, if
the model were unbiased, neutral outputs would
not predominantly reflect a human-centered per-

5https://github.com/stefanolocci/
Anthropocentric_Bias_LLMs

spective. However, by comparing neutral outputs
with anthropocentric and ecocentric responses, we
gained insights into the underlying biases in the
model. Since lexical items better reveal such bi-
ases, we concentrated our analysis on words, par-
ticularly noun phrases and verbs. Both quantita-
tive and qualitative analyses were conducted to as-
sess these findings.

5.1 Data preparation

To facilitate the analysis, we applied a series of
preprocessing steps to the aggregated outputs us-
ing the SpaCy library6. We first removed stop-
words and performed lemmatization: these steps
reduced noise and ensured uniformity in the data,

6https://spacy.io/
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making it easier to compare lexical items across
outputs. Moreover, a dependency parsing was
conducted: this enabled us to identify specific
subject-verb relationships, allowing for deeper
syntactic analysis and the extraction of meaningful
noun phrases (NPs) and verbs relevant to anthro-
pocentric bias analysis. These steps prepared the
data for subsequent analyses, including frequency
comparisons, overlap evaluations, and syntactic
pattern analyses.

5.2 Anthropocentric Glossary Construction
From the processed outputs, we extracted all
noun phrases (NPs) and sorted them by frequency.
Through manual inspection, we identified and cat-
egorized terms indicative of anthropocentric lan-
guage, referencing prior work in ecolinguistics to
inform our selection process (Fill, 2015; Stibbe,
2015, 2021). The glossary include, for example,
terms like “dairy products”, “fur”, and “meat”,
frequently associated with animals and that high-
light the utilitarian view of them. Moreover, words
like “skiing”, “leisure”, and “recreational fish-
ing” emerged from descriptions of mountains and
rivers, highlighting the human-centered view of
these entities. The glossary was lemmatized to
ensure consistency and facilitate further analysis,
leading to a total of 424 unique entries. The com-
plete glossary is provided in the GitHub repository
presented in footnote 5 and we release it for future
eco-critical research.

5.3 Analysis of NPs
Leveraging the manually curated glossary, we
quantitatively measured the presence of anthro-
pocentric terms across the neutral, anthropocen-
tric, and ecocentric outputs. This analysis focused
on the frequency of glossary terms and their over-
lap across the three output categories. To do so,
we assessed the presence of glossary terms in each
set of responses, and counted their frequency to
determine their prevalence. The results indicate a
significant overlap of neutral outputs with the an-
thropocentric glossary (37.14%), suggesting that
even the neutral prompts tend to reflect a human-
centered perspective. This overlap is highest in the
anthropocentric responses (45.22%), as expected,
and lowest in the ecocentric outputs (29.70%);
however, although low, this indicates that even if
prompted to provide an ecocentric perspective, the
model still shows anthropocentric language use.
Table 2 summarizes the total and unique lemmas

in each category, as well as their overlaps with the
anthropocentric glossary.

Figure 1 provides a visual summary of the
shared unique vocabulary within each set, illus-
trating the intersection of lemmas from the neutral,
anthropocentric, and ecocentric outputs. The Venn
diagrams highlight how much of the vocabulary is
shared with the anthropocentric glossary and be-
tween categories, supporting numerical findings.

5.4 Analysis of Verbs
Leveraging the dependency parsing results, we
conducted an investigation of the verbs associ-
ated with the targeted entities. Verbs are crucial
in framing relationships between humans, non-
human animals, and ecosystems, offering insights
into anthropocentric or ecocentric perspectives. To
identify relevant verbs, we extracted verbal heads
directly linked to the entities under study (e.g., an-
imals, soil, mountains). However, this approach
proved insufficient, as not all verbs semantically
related to the entities constituted their syntactic
”head”, due to the model’s tendency to generate
periphrastic constructions7. To address this limi-
tation, we expanded our analysis by extracting all
verbs using part-of-speech (POS) tagging and then
manually verifying whether the verbs semantically
referred to the target entities. This combined ap-
proach allowed us to compile a comprehensive list
of relevant verbs, which were subsequently sorted
by frequency for quantitative and qualitative anal-
ysis.

Cat L L (U) O O (U) %
E 16221 1283 4819 194 29,70
A 12950 1305 5856 367 45,22
N 12784 1257 4749 263 37,14

Table 2: Lemma statistics across categories. Cat:
Category (E: Ecocentric, A: Anthropocentric, N:
Neutral). L: Total lemmas (with repetition), L (U):
Unique lemmas (no repetition), O: Overlap with
the Anthropocentric Glossary (with repetition), O
(U): Overlap with the Anthropocentric Glossary
(no repetition), %: Percentage overlap (with repe-
tition).

Figure 2 illustrates the frequency distribution of
selected verbs across neutral, anthropocentric, and
ecocentric prompts, and they can be categorized

7For example, a frequent output pattern was ”[entity]
plays a crucial role in [verb]”, where the direct syntactic re-
lation is with ”plays”, rather than the semantically relevant
verb. Copulas were often present too.
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Figure 1: Venn diagrams showing the intersection of Anthropocentric terms within the three output
categories. The red set represent of words generated from the three prompt categories (Anthropocentric,
Neutral, and Ecocentric), the green set the Anthropocentric glossary words, and the yellow set contains
the overlapping words between the two.

as ecologically positive or negative. Ecologically
”positive” verbs, such as protect, sustain, respect,
and thrive, dominate ecocentric outputs, aligning
with nature-centered perspectives. In contrast, an-
thropocentric outputs emphasize ”negative” verbs,
such as breed, domesticate, and serve, reflecting
human-centered control or exploitation of non-
human entities. Neutral prompts display a mixed
distribution of positive and negative verbs. While
verbs like protect and sustain appear, their lower
frequency compared to ecocentric outputs sug-
gests weaker ecological framing. Meanwhile, the
frequent occurrence of domesticate and serve re-
veals an implicit anthropocentric bias, indicating
that the model’s neutral responses often default to
human-centered language patterns.

Qualitative insights To better understand the
model’s output and highlight differences be-
tween ecocentric and anthropocentric perspec-
tives, we present qualitative insights from the neu-
tral prompt answers, focusing on the semantics of
verbs and noun phrases (NPs). We also consid-

ered the sequential order and distribution of infor-
mation in the text to evaluate the degree of anthro-
pocentrism. For instance, among the first listed
”key functions” of animals is that they ”serve”
humans by being ”raised for food, providing nu-
trients and proteins for humans.” They are ”live-
stock”: cows, pigs, and chickens are described as
”commonly consumed for meat, milk, and eggs,”
while they also ”provide companionship and emo-
tional support to humans” and are used ”in scien-
tific research.” In the case of soil, it is described
as ”supporting human activities, such as agricul-
ture and construction,” and being ”important for
forestry and landscaping.” While trees are ac-
knowledged for ecocentric roles such as ”provid-
ing oxygen, filtering air pollutants, and offering
habitats for various animals,” they are also framed
anthropocentrically as ”a vital resource for hu-
mans, providing wood for construction, fuel, and
various other products.” Similarly, the sea is de-
scribed as ”providing vital resources such as food,
minerals, and transportation routes for human
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Figure 2: Verb Frequency Comparison Across Neutral, Anthropocentric, and Ecocentric Outputs.

trading.” However, these anthropocentric views
appear later in the answer, with more descriptive
and ecocentric views prioritized earlier. Moun-
tains follow a similar pattern, with references to
”recreational opportunities” and ”resource extrac-
tion” appearing shortly after their ecological char-
acteristics. For rivers, the initial focus is on their
importance to human civilization, described as a
”source of water for drinking, agriculture, and
transportation.” Additionally, their ”economic im-
portance, serving as centers of human settlement
and supporting various industries such as fishing
and tourism” is emphasized.

6 Limitations

In this work, we take a first step toward address-
ing anthropocentrism in NLP, presenting a prelim-
inary analysis. However, this also means that our
study has several limitations, which we are aware
of and plan to address in future research. One
key limitation is that our analysis focuses exclu-
sively on a single LLM—OpenAI’s GPT-4o. Ex-
ploring other widely used LLMs, such as Meta’s
LLaMA, Claude, or other versions of GPT, could
provide additional insights and offer a broader un-
derstanding of anthropocentric biases in NLP sys-
tems. Another limitation lies in our focus on ag-
gregated outputs. We did not, for example, com-
pare the degree of anthropocentrism between out-

puts concerning wild animals and farm animals,
or between non-sentient living entities and non-
living ones. Additionally, our analysis includes
only a sample of representative entities; for in-
stance, we selected trees as the sole representative
of non-sentient living entities. Despite these limi-
tations, we believe this work represents an impor-
tant first step in raising awareness of anthropocen-
tric biases in NLP, and we are actively working to
address these issues in future studies.

7 Conclusion and Future Work

This study presents, to the best of our knowledge,
the first investigation of anthropocentric bias in
NLP technology, focusing specifically on GPT-
4o, a widely used large language model. We ex-
amined how the model frames both living and
non-living entities across neutral, anthropocentric,
and ecocentric prompts. We manually curated
and presented a glossary of 424 anthropocentric
terms, used in our analysis. Our findings revealed
significant anthropocentric tendencies in GPT-4o,
even in neutral prompts, where non-human entities
were frequently framed as resources for human
use. These findings raise important concerns about
the implicit biases encoded in language models,
which risk perpetuating harmful narratives that
contribute to ecological degradation. In future re-
search, we plan to expand this preliminary study
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by exploring additional models, including a wider
range of target entities, conducting comparative
analyses, and deepening the linguistic analysis.
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découverte.

Stefan Leach, Andrew P Kitchin, Robbie M Sutton,
and Kristof Dhont. 2023. Speciesism in everyday
language. British Journal of Social Psychology,
62(1):486–502.

Simon L Lewis and Mark A Maslin. 2020. The human
planet: How we created the anthropocene. Global
Environment, 13(3):674–680.

Paul Pu Liang, Chiyu Wu, Louis-Philippe Morency,
and Ruslan Salakhutdinov. 2021. Towards under-
standing and mitigating social biases in language
models. In International Conference on Machine
Learning, pages 6565–6576. PMLR.

Moin Nadeem, Anna Bethke, and Siva Reddy.
2020. Stereoset: Measuring stereotypical bias
in pretrained language models. arXiv preprint
arXiv:2004.09456.

92



Arran Stibbe. 2012.
https://api.semanticscholar.org/CorpusID:132186804
Animals erased: Discourse, ecology, and reconnec-
tion with the natural world.

Arran Stibbe. 2015. Ecolinguistics: Language, ecol-
ogy and the stories we live by. Routledge.

Arran Stibbe. 2015, 2021. Ecolinguistics: Language,
ecology and the stories we live by. Routledge.

Masashi Takeshita and Rafal Rzepka. 2024.
Speciesism in natural language processing re-
search. AI and Ethics, pages 1–16.

Masashi Takeshita, Rafal Rzepka, and Kenji Araki.
2022. Speciesist language and nonhuman animal
bias in english masked language models. Informa-
tion Processing & Management, 59(5):103050.

Nicolás Torres, Catalina Ulloa, Ignacio Araya, Matı́as
Ayala, and Sebastián Jara. 2024. A comprehensive
analysis of gender, racial, and prompt-induced bi-
ases in large language models. International Jour-
nal of Data Science and Analytics, pages 1–38.

Wilhelm Trampe. 2017. Euphemisms for killing ani-
mals and for other forms of their use. In The Rout-
ledge handbook of ecolinguistics, pages 325–341.
Routledge.

Jesse Vig, Sebastian Gehrmann, Yonatan Belinkov,
Sharon Qian, Daniel Nevo, Yaron Singer, and Stu-
art Shieber. 2020. Investigating gender bias in lan-
guage models using causal mediation analysis. Ad-
vances in neural information processing systems,
33:12388–12401.

Lynn White Jr. 1967. The historical roots of our eco-
logic crisis. Science, 155(3767):1203–1207.

93



Proceedings of the 1st Workshop on Ecology, Environment, and Natural Language Processing (NLP4Ecology2025), pages 94–103
March 2, 2025 ©2025 University of Tartu Library

Efficient Scientific Full Text Classification: The Case of EICAT Impact
Assessments

Marc Brinner and Sina Zarrieß
Computational Linguistics, Department of Linguistics

Bielefeld University, Germany
{marc.brinner,sina.zarriess}@uni-bielefeld.de

Abstract

This study explores strategies for effi-
ciently classifying scientific full texts us-
ing both small, BERT-based models and
local large language models like Llama-
3.1 8B. We focus on developing meth-
ods for selecting subsets of input sen-
tences to reduce input size while simul-
taneously enhancing classification perfor-
mance. To this end, we compile a novel
dataset consisting of full-text scientific
papers from the field of invasion biol-
ogy, specifically addressing the impacts
of invasive species. These papers are
aligned with publicly available impact as-
sessments created by researchers for the
International Union for Conservation of
Nature (IUCN). Through extensive exper-
imentation, we demonstrate that various
sources like human evidence annotations,
LLM-generated annotations or explain-
ability scores can be used to train sentence
selection models that improve the per-
formance of both encoder- and decoder-
based language models while optimizing
efficiency through the reduction in input
length, leading to improved results even
if compared to models like ModernBERT
that are able to handle the complete text as
input. Additionally, we find that repeated
sampling of shorter inputs proves to be a
very effective strategy that, at a slightly in-
creased cost, can further improve classifi-
cation performance.

1 Introduction

The exponential growth of research publications
across various domains (Bornmann et al., 2021)
has created an increasing need for automated
methods to process scientific texts efficiently. To

address this, numerous approaches have been de-
veloped to optimize general research workflows,
such as literature search (Singh et al., 2023) and
summarization (Singha Roy and Mercer, 2024).
For more specialized tasks, such as extracting spe-
cific information from full texts, proprietary large
language models (LLMs) offer potential solutions
(Dagdelen et al., 2024). However, these models
are not locally deployable, making them expensive
to use when processing large datasets.

Recently, open-source large language models
have emerged as strong competitors to propri-
etary systems, offering comparable performance
(DeepSeek-AI et al., 2024). Nevertheless, a wider
adoption from researchers outside the machine
learning research community is unlikely within
the next years, primarily due to their significant
hardware requirements. Furthermore, both pro-
prietary and open-source LLMs of this scale are
highly energy-intensive, raising concerns about
their sustainability. This highlights the importance
of exploring smaller, more efficient models that
can deliver similar performance while minimiz-
ing resource consumption, or of exploring other
strategies to reduce the computational cost of us-
ing these models to solve specific tasks.

To address these challenges, we investigate the
potential of more efficient BERT-based models
alongside slightly more resource-intensive local
large language models (LLMs) for classification
of scientific full texts. As part of this effort, we in-
troduce the EICAT dataset, which consists of sci-
entific full-text papers focused on specific invasive
species and their impact on the native ecosystem,
as well as labels specifying the impact category
of that species with corresponding evidence sen-
tences that were extracted from the papers.

In our series of experiments, we first evaluate
the performance of a standard BERT-based classi-
fier on the EICAT dataset, where full-text inputs
must be split into multiple segments due to the
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limited context length. We then compare its per-
formance to ModernBERT (Warner et al., 2024),
a recent BERT variant capable of handling longer
contexts, as well as to Llama-3.1 8B (Grattafiori
et al., 2024), a state-of-the-art local LLM.

All models face significant challenges due to
the large input size, leading us to performing fur-
ther experiments with training selector models to
identify and prioritize the most relevant input sen-
tences for training and evaluation. To ensure the
general applicability of this approach, we test var-
ious sentence selection strategies, including lever-
aging human-provided evidence annotations, us-
ing LLM-generated selections, and using impor-
tance scores extracted from the classifiers.

Our findings indicate that many selection strate-
gies improve classifier performance while simul-
taneously enhancing the efficiency of the decoder
model. For scenarios where efficiency is less criti-
cal, we also observe that repeated randomization
can improve the classification performance and
even make a random selection of input sentences
a viable strategy, thus leading to a simple-to-use
way of boosting classification results.

Ultimately, this work presents a generalizable
pipeline for accelerating inference and improving
performance of scientific full-text classification.

The remainder of the paper is organized as fol-
lows: Section 2 reviews recent natural language
processing approaches for the automated process-
ing of scientific texts. Section 3 introduces the
EICAT dataset, while Sections 4 and 5 describe
our experiments and present the results. Section 6
provides a discussion of the findings, and Section
7 concludes with final remarks.

2 Related Work

2.1 Language Models for Scientific
Literature

The introduction of the transformer architecture
(Vaswani et al., 2017) revolutionized natural lan-
guage processing, marking a new era in the field,
with pretrained language models like BERT (De-
vlin et al., 2019) significantly advancing perfor-
mance across a wide range of tasks. This progress
quickly extended to the scientific domain, lead-
ing to the development of domain-specific mod-
els such as SciBERT (Beltagy et al., 2019), which
set new benchmarks on various scientific NLP
tasks. SciBERT and similar models demon-
strate clear advantages over general-purpose mod-

els (Lee et al., 2019; Song et al., 2023; Rostam
and Kertész, 2024), and have therefore been ap-
plied to a variety of tasks within the scientific do-
main, including literature search and similarity as-
sessment (Singh et al., 2023), classification (Ros-
tam and Kertész, 2024), and summarization (Sefid
and Giles, 2022), with similar pretrained models
having been trained for the general biomedical do-
main (Lee et al., 2019; Gu et al., 2021) as well as
for the biodiversity domain (Abdelmageed et al.,
2023).

More recently, the improved performance of
autoregressive language models (Radford et al.,
2019) has driven a shift toward leveraging these
models for a wide range of tasks. Openly avail-
able models, such as Llama-2 (Touvron et al.,
2023), alongside proprietary systems like Chat-
GPT, have established new state-of-the-art results
in various scientific document processing tasks,
including structured information extraction (Ret-
tenberger et al., 2024; Dagdelen et al., 2024), term
extraction (Huang et al., 2024), text classifica-
tion, named entity recognition and and question
answering (Choi and Lee, 2024).

A range of benchmarks has been developed
specifically for information extraction from sci-
entific full texts, often accompanied by proposed
models. These benchmarks target various tasks,
including dataset mention detection (Pan et al.,
2023), entity and relation extraction (Zhang et al.,
2024), general information extraction (Jain et al.,
2020), and summarization (DeYoung et al., 2021).

2.2 Language Models for Biodiversity
Science

In the specific domain of biodiversity science,
transformer encoder architectures have been em-
ployed to tackle tasks such as hypothesis classifi-
cation (Brinner et al., 2022), biodiversity analysis
(Arias et al., 2023), named entity recognition and
relation extraction (Abdelmageed et al., 2023), as
well as hypothesis evidence localization (Brinner
et al., 2024; Brinner and Zarrieß, 2024). Addition-
ally, autoregressive models have been applied to
tasks such as literature review, question answering
(Jiqi Gu, 2024), and structured information extrac-
tion (Castro et al., 2024; Kommineni et al., 2024),
with further potential applications continuing to
emerge (Osawa et al., 2023).
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3 The EICAT Dataset

We present a new dataset for training and eval-
uating models on the task of assessing the im-
pact of invasive species on ecosystems based on
scientific full texts. This dataset is grounded
in the “Environmental Impact Classification for
Alien Taxa” (EICAT, IUCN (2020)) standard, a
classification standard developed by the Interna-
tional Union for Conservation of Nature (IUCN),
which is used by researchers to compile standard-
ized summaries of scientific literature addressing
invasive species, along with assessments of the
species’ impacts as reported in these publications.
The impacts are categorized into one of six possi-
ble classes: Minimal Concern, Minor, Moderate,
Major Risk, Massive, and Data Deficient. Further-
more, researchers extract and include sentences
from the full texts as evidence supporting their se-
lected category. These impact assessments for var-
ious species are publicly available as Excel files at
https://www.iucngisd.org/gisd/.

To construct our dataset, we acquired impact
assessment files for as many species as possible.
From these files, we extracted publication names
and corresponding impact assessments for each
species, covering around 800 publications. Us-
ing Llama-3 8B, we determined whether each ci-
tation represented a scientific paper (as opposed
to books, PhD theses, government reports, etc.),
since this study focuses exclusively on shorter sci-
entific articles. We then used Crossref (cross-
ref.org) as well as manual scraping to obtain as
many full texts as possible.

Since the retrieved documents were in PDF for-
mat, we used Grobid (GRO, 2008–2024) to extract
the raw text from the publications. We excluded
any documents for which text extraction was un-
successful, resulting in a final dataset with 436 full
texts addressing 120 species.

As a final processing step, we matched the ev-
idence sentences from the impact assessments to
sentences in the extracted text files. Discrepan-
cies between the version of the paper we obtained
and the one used for the assessments, as well as
artifacts introduced during the PDF-to-text con-
version, made exact matching infeasible in many
cases. To address this, we implemented a fuzzy
matching strategy, matching two sentences if they
contain most of the same words in the same or-
der. For matches slightly below the set similarity
threshold, we used Llama-3 to determine whether

the sentences were still a valid match. In total, we
identified 2,247 evidence sentences, compared to
2,226 sentences in the original annotations. The
higher count likely results from imperfect match-
ing, as well as from PDF-to-text conversion arti-
facts, which sometimes split evidence sentences in
the full text into two parts.

We created training, validation, and test splits
comprising 82%, 8%, and 10% of the species, re-
spectively. To prevent inflated performance scores
caused by the model learning the typical impact
category assigned to a specific species across pub-
lications, all texts addressing the same species
were assigned to the same split.

We publish the dataset containing publica-
tion names, impact labels and evidence sen-
tences together with our code on github.com/inas-
argumentation/efficient full text classification.

4 Baseline Classification Experiments

4.1 Experimental Setup

Our initial experiment focuses on establishing
baseline performance for both BERT-based mod-
els and local instruction-tuned LLMs on our
datasets. Specifically, we evaluate 1) PubMed-
BERT (Gu et al., 2021), which demonstrated
strong performance in previous studies on invasion
biology (Brinner et al., 2022) 2) ModernBERT
(Warner et al., 2024), a recently introduced BERT
variant that claims improved performance and ef-
ficiency while allowing for input lengths of up to
8192 tokens, and 3) Llama-3.1 8B, a state-of-the-
art local LLM capable of handling up to 128K to-
kens, allowing for full-text processing.

Given that BERT-based models are limited to
processing 512 tokens at a time, we split each full
text into chunks of up to 512 tokens (with neigh-
boring chunks overlapping for 50 tokens) and av-
erage the output logits across all chunks to pro-
duce a single score for the entire paper, serving as
input to the cross-entropy loss. For ModernBERT,
we instead used the whole full-text as input to the
model, with tokens exceeding the 8192 token con-
text window being truncated. We perform seven
runs per model to obtain average results that miti-
gate variance in our reported scores.

For the LLM, we design a prompt that includes
the full text along with a textual description of
the impact categories, extracted from the IUCN
EICAT guidelines (IUCN, 2020). The model is
prompted to first generate a sentence summarizing
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This is a scientific paper about an invasive species: [SCIENTIFIC FULL TEXT]

This is the end of the scientific text. Your task is to classify the impact that the invasive species [SPECIES NAME] has. Note
that the text might contain information on other species. Possible classes are the following:
1. Minimal
A taxon is considered to have impacts of Minimal Concern when it causes negligible levels of have impacts on the recipient
environment at some level, for example by altering species diversity or community similarity (e.g., biotic homogenisation),
and for this reason there is no category equating to “no impact”. Only taxa for which changes in the individual performance
of natives have been studied but not detected are assigned an MC category. Taxa that have been evaluated under the EICAT
process but for which impacts have not been assessed in any study should not be classified in this category, but rather should
be classified as Data Deficient.
2. Minor
A taxon is considered to have Minor impacts when it causes reductions in the performance of individuals in the native biota,
but no declines in native population sizes, and has no impacts that would cause it to be classified in a higher impact category.
3. Moderate
A taxon is considered to have Moderate impacts when it causes declines in the population size of at least one native taxon, but
has not been observed to lead to the local extinction of a native taxon.
4. Major
A taxon is considered to have Major impacts when it causes community changes through the local or sub-population extinction
(or presumed extinction) of at least one native taxon, that would be naturally reversible if the alien taxon was no longer present.
Its impacts do not lead to naturally irreversible local population, sub-population or global taxon extinctions.
5. Massive
A taxon is considered to have Massive impacts when it causes naturally irreversible community changes through local, sub-
population or global extinction (or presumed extinction) of at least one native taxon.
6. Data Deficient
A taxon is categorised as Data Deficient when the best available evidence indicates that it has (or had) individuals existing
in a wild state in a region beyond the boundary of its native geographic range, but either there is inadequate information to
classify the taxon with respect to its impact, or insufficient time has elapsed since introduction for impacts to have become
apparent. It is expected that all introduced taxa will have an impact at some level, because by definition an alien taxon in
a new environment has a nonzero impact. However, listing a taxon as Data Deficient recognises that current information is
insufficient to assess that level of impact.

Return just the classification and end your answer, and provide one of the following labels as answer: ”Minimal”, ”Minor”,
”Moderate”, ”Major”, ”Massive”, ”Data Deficient”. Provide your answer by just using the following response format, and do
not answer anything else in addition to that:
Summary: [One sentence summarizing the key information that you consider for the assessment]
Answer: [Your answer, that is one of the six labels]
END.

Figure 1: The Llama-3.1 8B prompt to classify scientific full texts.

the impact (a step that significantly improves clas-
sification results) and then output a single impact
category in a structured way (see Figure 1). We
used greedy decoding to deterministically gener-
ate the most likely answer.

4.2 Results
The results of the classification experiment are
presented in Table 1 (Deterministic Selection,
Sentence Selector: Complete Input), where we re-
port both macro F1 and micro F1 scores. Given the
dataset’s highly uneven label distribution, macro
F1 can be strongly influenced by the misclassifi-
cation of only a few samples, making micro F1
an important complementary metric. The results
show that the trained BERT model achieves a
macro F1 score of 0.425, thus significantly out-
performing the LLM with a rather unsatisfactory
macro F1 result of 0.272. We hypothesize that this
could be cause by two key factors:

1. Limited context in model prompt: While re-

searchers use the same EICAT impact class
descriptions as provided in the prompt for
their assessments, they also rely on their do-
main knowledge and familiarity with existing
literature to perform impact assessments as
intended. A trained model learns this implicit
consensus through exposure to a large, anno-
tated dataset, whereas the LLM lacks this re-
source and depends solely on the textual de-
scriptions of the classes, which are less infor-
mative.

2. Challenges with input length: Full texts con-
tain extensive information, not all of which
will be relevant for the classification, thus
making it hard to detect the relevant pieces
of information to perform the classification.

While the first issue could be addressed by
training the LLM on the dataset, this is beyond
the scope of this initial analysis. The second is-
sue is supported by the fact that ModernBERT
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Deterministic Selection Randomized Selection
Model Sentence Selector Macro F1 Micro F1 Macro F1 Micro F1
ModernBERT Complete Input 0.433 0.446 0.439 0.465
PubMedBERT Complete Input 0.425 0.446 - -
PubMedBERT Evidence 0.523 0.538 0.503 0.508
PubMedBERT LLM 0.457 0.460 0.494 0.508
PubMedBERT Entropy 0.453 0.460 0.475 0.494
PubMedBERT Importance 0.442 0.460 0.479 0.479
PubMedBERT Random 0.441 0.450 0.496 0.499
Llama 3.1 8B Complete Input 0.272 0.373 - -
Llama 3.1 8B Evidence 0.234 0.237 0.257 0.271
Llama 3.1 8B LLM 0.228 0.271 0.230 0.305
Llama 3.1 8B Entropy 0.322 0.373 0.358 0.441
Llama 3.1 8B Importance 0.403 0.441 0.399 0.441
Llama 3.1 8B Random 0.265 0.339 0.356 0.407

Table 1: Results on the EICAT dataset using PubMedBERT, ModernBERT and Llama-3.1 8B with either
the full text input or one of the sentence selectors. Best scores are bold, second-best (from a different
model) are underlined.

outperformed the standard BERT variant only
marginally, even though it is able to reason about
much more information at once, thus again indi-
cating that the abundance of information in a full-
text can pose significant challenges. To investi-
gate this issue further, we conducted additional
experiments that focus on selecting a subset of
relevant sentences during preprocessing and using
only those as input for the BERT or Llama models.

5 Evidence Sentence Selection

5.1 Experimental Setup

We propose a two-step procedure to improve the
performance of the models tested in the previous
experiments. Our hypothesis is that both models
face challenges due to the length of the full-text
inputs. For the LLM, identifying the few critical
pieces of information within a large block of text
can be difficult. For PubMedBERT, the input is of-
ten split into more than 15 chunks, many of which
might contain little to no relevant information, po-
tentially disrupting the training process.

The proposed procedure involves training a sen-
tence selector model (also based on PubMed-
BERT) on all sentences from the training set to
distinguish important sentences from less relevant
ones. Once trained, we use the selector to iden-
tify the 15 most relevant sentences for each doc-
ument. Both models are then trained and evalu-
ated using only these selected sentences, thus sig-
nificantly reducing the input size while focusing

on the most crucial information. For the Llama
model, we used the same prompt as before, with
the addition of mentioning at the beginning that
sentences extracted from a paper are presented,
and indicating left-out sentences in the input with
”[...]”, which lead to improved results.

We evaluate several strategies for training the
sentence selector model:

1. Evidence: A model trained to recognize the
human evidence annotations from the dataset.

2. LLM: We provide the EICAT guidelines as
background and prompt Llama-3.1 8B to as-
sess each individual sentence from a paper,
classifying it as Not Useful, Slightly Useful,
or Highly Useful, resulting in a three-class
classification task.

3. Entropy: We used three of the seven BERT
classifiers trained in Section 4 to classify each
sentence individually. A low entropy in the
predicted distribution is a sign that the sen-
tence is indicative of a specific class.

4. Importance: For each sentence in the dataset,
we used three of the seven BERT classifiers
trained in the earlier experiments to clas-
sify the corresponding full text, once with
the sentence included and once with it be-
ing removed. We then evaluated the absolute
change in output logits to assess the impor-
tance of the given sentence for the output.
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The evidence and LLM-based annotations nat-
urally give rise to two- and three-class classifica-
tion tasks for training the BERT sentence selection
model. The entropy and importance scores, on the
other hand, are continuous by nature, but since the
absolute values of these scores are less relevant
compared to the ranking among sentences within a
text, we decided to discretize them into three cate-
gories: sentences falling within the bottom 50% of
scores within a text, those in the top 20%, and the
remaining 30% in between, thus again constituting
a three-class classification problem.

The sentence selectors all receive the species
name and the three sentences before and after the
sentence that they shall assess as context, with the
relevant sentence being enclosed by [SEP]-tokens.
The resulting models can be used for ranking sen-
tences within a document by predicting class prob-
abilities for each sentence individually, and then
using the expected value as continuous score.

5.2 Results

5.2.1 Sentence Selector Agreement

We begin by comparing the similarities between
the predictions of the different sentence selector
models (displayed in Table 2) to see if they focus
on similar kinds of information. To quantify this,
we use the normalized discounted cumulative gain
(NDCG), which produces a score between 0 and
1, with higher values indicating greater agreement
between the rankings of two models (i.e., highly
ranked sentences by one model are also ranked
highly by the other model or ground truth).

The rankings generated by the different trained
sentence selector models are compared to the test-
set ground truth rankings (i.e., the evidence anno-
tations created by human annotators, or the assess-
ments that were directly predicted by the LLM).
Notably, the model trained on human evidence an-
notations achieved only a mediocre NDCG score
with regards to alignment with the ground truth ev-
idence annotations. This could be caused by in-
consistencies in how evidence sentences were se-
lected across different EICAT assessments, which
might be caused by the involvement of many dif-
ferent researchers in their creation. Notably, it
proved to be important to provide the surround-
ing sentences as well as the species name as con-
text, since otherwise the NDCG score drops to just
0.487. The reason for this is, that annotated evi-
dence sentences usually report on actual evidence

Train Data Evidence NDCG LLM NDCG
Evidence 0.541 0.753
LLM 0.394 0.911
Entropy 0.362 0.691
Importance 0.344 0.674
Random 0.299 0.618

Table 2: NDCG scores denoting the match be-
tween the different sentence selection strategies
and the ground truth sentences from the human ev-
idence annotations or the LLM selections.

collected within a study, so that the model needs
to learn to exclude sentences that appear, for ex-
ample, in a literature review section, which can be
hard if that sentence is viewed in isolation. Fur-
ther, a text might address several species, thus
making the species for which the sentence shall
be assessed a crucial piece of information.

In contrast to the evidence selector, the LLM
demonstrated a high degree of internal consis-
tency, achieving an impressive NDCG score of
0.911 between its own test set predictions and
those from the corresponding BERT classifier.

Interestingly, while human and LLM rankings
show some correlation, the two BERT-based meth-
ods for generating sentence rankings align only
marginally better with the human or LLM anno-
tations than a random selector. This raises con-
cerns about the validity of these methods. How-
ever, their actual utility for the classification will
be further evaluated in the following section.

5.2.2 BERT Classification Results
We evaluate the classification performance of
BERT classifiers trained on the 15 most impor-
tant sentences from each full text, as determined
by the various sentence selectors. In most cases,
only up to five sentences were chosen as evidence
by the human annotators, but we chose the larger
number of 15 to increase the likelihood of many
relevant sentences being selected even if the selec-
tors perform suboptimal, while still reducing the
input size significantly. The results are presented
in Table 1 (Deterministic Selection).

For BERT classifiers, the evidence-based selec-
tor proves to be the most effective, significantly
improving classification performance. A possible
explanation is that it removes unnecessary and dis-
tracting information, most importantly because it
can filter out sentences describing impacts caused
by other species, thereby eliminating misleading
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information and implicitly creating a focus on the
target species. In contrast, the BERT and Mod-
ernBERT models trained on the full input did not
receive the species name, which was necessary
to ensure they relied on textual evidence rather
than simply associating species names with spe-
cific classifications, but leading to potentially in-
correct predictions in the case of multiple species
being addressed in a text. Since the BERT classi-
fier was used as basis for training the importance
and entropy selectors, these models likely did not
learn to filter out sentences about other species as
well. However, the LLM-based selector may have
developed this ability, as the species name was
included when generating the LLM assessments
used for training. Nevertheless, it only marginally
outperforms the entropy and importance selectors.

Overall, all sentence selection strategies im-
prove classification performance, even when com-
pared to ModernBERT, which should have access
to the same (and even more) information. This
holds even true for a random selection strategy,
which selects 15 sentences before a training run
starts and does not change this predetermined se-
lection to mirror the deterministic selection by the
other models. We see this as evidence that an
overflow of information decreases classification
performance, thus making our sentence selection
strategy highly effective.

5.2.3 Llama Classification Results
The results for Llama reveal a different pattern
compared to BERT. Despite their potentially ben-
eficial property of filtering our non-relevant im-
pacts, the evidence and LLM selectors do not im-
prove classification performance. In this case,
these properties will not be as significant, though,
since the LLM does receive the name of the
species it shall assess, so that it can filter out un-
necessary information on its own.

To explain the decreased performance, we
analyzed the distribution of class predictions
and found that, for the evidence selector, the
model’s predictions significantly under-represent
the lower-impact classes (Data Deficient, Mini-
mal Concern and Minor). We attribute this to the
model receiving condensed information on the im-
pact of the specific invasive species, thus pushing
it to a higher impact category that it did not see as
justified when assessing the full text.

For the LLM selector, we see a similar distribu-
tion, with a few more samples being classified as

Minor, but even less being classified as Data Defi-
cient, which could be caused by the LLM not man-
aging to exclude sentences from, for example, the
literature review section, thus making every paper
contain some information on potential impacts.

The BERT model, in contrast, is not susceptible
to these factors hindering the LLM, since it is ad-
ditionally trained on these specific inputs and thus
learns to draw the right conclusion from them.

Interestingly, sentences identified as important
by BERT (i.e., Entropy and Importance) lead to
substantially better results than the other strate-
gies. We see this as a sign that the models indeed
learned to identify the sentences that should actu-
ally contribute to the classification (as learned by
the original BERT model), thus mitigating espe-
cially the issues pointed out for the LLM-selector.

5.2.4 Randomization
In both experiments, random sentence selection
yielded reasonable results, even outperforming us-
ing the complete input or other selection methods.
This is especially notable for the BERT models,
as we fixed the 15 randomly selected sentences
for each sample within a training run, thus sig-
nificantly restricting access to useful information.
A similar limitation applies to the other selection
strategies, which also reduce the total number of
sentences encountered during training.

To explore this further, we conducted additional
experiments where a new random input is cre-
ated each time a text is accessed during training.
For the targeted selectors, this random sampling
is restricted to the top 30 sentences (with higher-
ranking sentences being sampled more often), en-
suring that most sentences deemed unimportant
were excluded. During evaluation, we generated
10 different input samples per text and determined
the final prediction through majority voting.

The results for the randomized classifiers are
shown in Table 1 (Randomized Selection). With
the exception of the evidence selector, we observe
consistent performance improvements across all
BERT models. This suggests that, unless the se-
lection is guided by a well-informed approach
based on human annotations, exposing the model
to a greater variety of sentences during training
and making predictions based on diverse inputs
is beneficial. Notably, this even makes the ran-
dom selector a viable competitor to the evidence
selector, demonstrating that for large-text classifi-
cation tasks, this simple strategy can be an effec-
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tive choice. We hypothesize that targeted selec-
tors focus on specific types of information (such
as empirical observations for the evidence selec-
tor), which leads to only very narrow relationships
being learned during training. In contrast, the ran-
dom selector’s lack of bias increases the variance
of inputs and forces the model to generalize more
effectively through being trained on a more diffi-
cult task, thus enabling it to learn the broader rela-
tionships required for accurate classification.

For the Llama model, randomization improves
results across most selection strategies, with the
random selector again becoming a viable alterna-
tive to targeted selection. We hypothesize that spe-
cific sentences might throw off the LLM’s predic-
tion for a specific input, and sampling many dif-
ferent inputs could instead lead to a classification
that is based on the general information provided
by a vast number of sentences in the text.

5.2.5 Efficiency Analysis
In the introduction, we emphasized the impor-
tance of efficiency for broader adoption of lo-
cal models outside the machine learning commu-
nity. Alongside performance improvements, we
observed substantial speed gains for the Llama
model due to reduced input lengths. For instance,
a full test set evaluation with full-text input on an
RTX 3090 takes 116 seconds, but this drops to 65
seconds with importance-based sentence selection
- including the time for sentence relevance predic-
tion. Notably, this strategy also improves classi-
fication performance, breaking the typical trade-
off between efficiency and accuracy. Further in-
creased performance using sampling then leads to
vastly increased times that are more than three
times longer than using the full-text input.

Smaller models like BERT remain far more ef-
ficient, requiring just 6.6 seconds for a test set
evaluation with evidence sentence selection. The
sampling strategy increases this to 9.8 seconds,
thus offering performance gains for most selection
strategies in trade for higher computational cost.

6 Discussion

In our evaluation, we identified significant chal-
lenges when using instruction-tuned LLMs for sci-
entific text processing. On the one hand, extract-
ing a different set of sentences, even if they should
contain the necessary information for performing
the classification, can easily change classification
results and even push the model towards incorrect

conclusions. Additionally, a detailed natural lan-
guage description of our task was insufficient for
the Llama model to achieve results comparable to
a 70 times smaller BERT classifier, and the explicit
selection of highly relevant sentences through the
evidence selector did not yield improvements. We
interpret this as a sign that sample-level labels, as
used by BERT, provide substantially more infor-
mation than both evidence annotations and natural
language descriptions.

The superior informational content of sample-
level labels compared to evidence annotations is
plausible considering that a single evidence an-
notation only conveys information about a sin-
gle sentence, while a sample-level label provides
information about every sentence in the whole
text. On the other hand, the superior performance
of sample-level labels over natural language de-
scriptions is especially significant given the recent
trend toward prompting-based approaches rather
than extensive labeling efforts. In-context learn-
ing (Dong et al., 2024) offers a potential bridge
between these approaches, enabling the delivery
of rich sample-level information to LLMs with-
out training, typically complementing natural lan-
guage descriptions within the prompting frame-
work. This combination can thus potentially over-
come the challenge of precisely specifying a given
task by returning to the classical way of demon-
strating desired behavior. However, while this ap-
proach has shown success, it becomes impractical
for tasks involving lengthy inputs, such as scien-
tific full-text classification. For such cases, fine-
tuning local large language models could present
a viable solution, which can be explored in future
work.

7 Conclusion

We introduced a novel dataset for scientific full-
text classification and conducted extensive exper-
iments using smaller encoder and larger decoder
architectures. Our results demonstrated that vari-
ous strategies for reducing input size can simulta-
neously enhance efficiency and performance, of-
fering a generalizable pipeline adaptable to other
tasks. However, as classification scores remain
suboptimal, future research could investigate the
potential of fine-tuning local LLMs, leveraging re-
cently emerging LLMs with advanced reasoning
capabilities (DeepSeek-AI et al., 2025), or testing
the performance of larger proprietary models.
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Abstract

A common language with standardized
definitions is crucial for effective cli-
mate discussions. However, concerns ex-
ist about LLMs misrepresenting climate
terms. We compared 300 official IPCC
glossary definitions with those generated
by GPT-4o-mini, Llama3.1 8B, and Mis-
tral 7B, analyzing adherence, robustness,
and readability using SBERT sentence em-
beddings. The LLMs scored an aver-
age adherence of 0.57 − 0.59 ± 0.15,
and their definitions proved harder to read
than the originals. Model-generated def-
initions vary mainly among words with
multiple or ambiguous definitions, show-
ing the potential to highlight terms that
need standardization. The results show
how LLMs could support environmental
discourse while emphasizing the need to
align model outputs with established ter-
minology for clarity and consistency.

1 Introduction

Large language models (LLMs) have proven ef-
fective in a range of tasks, such as analyzing
climate-related texts (Callaghan et al., 2021) and
explaining sustainability reports (Ni et al., 2023).
However, as citizens and politicians turn to LLMs
for information and inspiration, there is concern
that these probabilistic models fail to consistently
convey the specificity and accuracy required to
discuss climate change. For example, agree-
ing to a standard set of definitions is essential
to achieve common ground in the climate de-
bate (Peter Glavič, 2007). However, streamlin-
ing language around climate is already challeng-
ing. For instance, Julian Kirchherr (2017) showed
that among 114 different definitions for “circular
economy,” most failed to convey all nuances of the

concept. Thus, this can lead to inconsistencies in
research and policy-making.

To address this issue, the Interdisciplinary Panel
on Climate Change (IPCC) and the United Na-
tions (UN) maintain the online glossaries IPCC
Glossary (IPCC, 2019a,b, 2018), and UNTERM
(UN, 2024a). Although LLMs have access to
these repositories during training, they are not
constrained to them during inference. Therefore,
LLMs could further diversify and confuse these
terms. As more people rely on LLMs, it is of
special interest to study how LLM-generated ex-
planations adhere to the official definitions, how
robust the completions are, and what lessons we
should keep in mind when using these models at
ever higher levels of climate discourse. Motivated
by this, we analyze the adherence, robustness, and
readability of word definitions generated by one
closed-source and two open-source models com-
pared to official IPCC definitions.

2 Related Work

Pham et al. (2024) showed that word definitions of
English words given by OpenAI LLMs agree well
with three popular English dictionaries. However,
current LLM performance is mainly dependent on
prompt engineering. Atil et al. (2024) examined
LLM stability and showed that even the same in-
put and parameters can result in variation, which
is task-dependent and not normally distributed.

Studies show that sustainability literature can be
complex to read (Smeuninx et al., 2020; Barke-
meyer et al., 2016). This complexity challenges
the accessibility and transparency of sustainability
debates and reporting. Studies spanning the sus-
tainability to medical domains use LLMs to sim-
plify these texts and make them interactive (Ni
et al., 2023; Yao et al., 2024).
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3 Methodology

We present a framework for assessing the adher-
ence and robustness of LLM sustainability word
definitions. Specifically, given a term, we let
an LLM generate five definitions for each of the
five prompt templates (25 completions per term).
Then, we use SBERT sentence embeddings to
compute the sentence similarity between the offi-
cial and generated definitions (adherence), as well
as the similarity between the generated definitions
for a given term and prompt template (robustness).
Thus, we define adherence and robustness for each
term as follows:

adherence =
1

n

n∑

k=1

sim(D,Mk)

robustness =
1

cmb(n)

n∑

p=1

n∑

q=k+1

sim(Mp,Mq)

where D is the IPCC glossary definition, Mk

is the k’th model definition completion across all
prompts, cmb(n) the number of unique pairwise
combinations using n terms, and sim(A, B) the
cosine distance between the SBERT sentence em-
beddings of the texts A and B. Intuitively, adher-
ence measures how similar model completions are
to glossary definitions, while robustness measures
the consistency of model completions.

Dataset collection: We use Selenium Web-
Browser to scrape all terms and definitions from
the IPCC glossary website as of December 2024.
In total, the glossary contained 911 terms. We
limit the terms to those with an overlap in the
IPCC 2022 Special Report on Climate Change and
Land Annex I Glossary (IPCC, 2022), and get a
subset of 300 terms. Finally, we use only the first
sentence of each definition and replace all cross-
references (such as “See Pathways”) with the cited
term.
Models: We use three different models in the ex-
periments. We use GPT-4o-mini as our closed
source model, and Meta-Llama-3.1-8B-Instruct
(Meta, 2024) and Mistral-7B-Instruct-v0.2 (Jiang
et al., 2023) as our open source models. We use
the default parameter settings for all models.

Prompts: We prompt ChatGPT with “Write 4
versions of asking ‘Define “[TERM]” in one sen-
tence.”’ resulting in the following list of 5 prompt
templates:

• Define “[TERM]” in one sentence.

• How would you define “[TERM]” in a single
sentence?

• Can you describe “[TERM]” in just one sen-
tence?

• What is your one-sentence definition of
“[TERM]”?

• In one sentence, what does “[TERM]” mean
to you?

Readability analysis: We use the Python li-
brary Readability (Py-Readbility-Metrics, 2019)
to compute the two readability metrics Flesch-
Kincaid (Kincaid et al., 1975) and Gunning-Fog
(Gunning, 1952) for the official definitions and
model completions, respectively. Higher Flesh-
Kincaid and Gunning-Fog scores indicate more
complex material. The metrics require at least
100 words and are not directly applicable to single
sentences. Therefore, we use bootstrapping with
1,000 iterations to create longer text samples by
sampling 50 random definitions with replacement
and assessing the readability of these excerpts.

4 Experimental Results

4.1 Adherence

The average SBERT similarity scores between all
terms and their corresponding official IPCC def-
initions are shown in Figure 1. The terms vary
greatly, ranging from an adherence score of 0.06 to
0.94. Table 1 shows that all three models received
similar results, with average adherence scores of
0.57 − 0.59 ± 0.15. The terms with the highest
and lowest adherence scores are shown in Table
2. Notably, there is a significant overlap between
models, with the term “East Asian monsoon (EAs-
iaM)” scoring highest and “Demand- and supply-
side measures” scoring lowest.

4.2 Robustness

Table 1 includes the robustness scores across all
term completions. The average robustness falls
between 0.96− 1.00± 0.02 (min 0.89, max 1.00),
with no statistical difference between the prompt
templates. Some terms produce notable variations,
however, in definitions across prompt templates,
as listed in Table 3. For instance, GPT-4o-mini’s
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Figure 1: Distribution of SBERT adherence scores between LLM and official IPCC word definitions.

Model Adherence Robustness Num Words Gunning Fog Flesch-Kincaid
GPT-4o-mini 0.59± 0.15 0.96± 0.02 34.3± 51.5 22.4± 0.3 19.4± 0.2

Llama 3.1 8B 0.57± 0.15 1.00± 0.01 39.7± 61.4 22.9± 0.3 19.9± 0.2

Mistral 7B 0.58± 0.15 1.00± 0.00 33.6± 69.5 20.8± 0.3 18.1± 0.2

Definitions - - 30.2± 295.5 19.7± 0.8 16.3± 0.7

Table 1: Adherence, robustness, and readability scores for various LLMs.

definition of “Projection” spanned the psychologi-
cal (“Projection is a psychological defense mecha-
nism...”), mathematical (“Projection is the process
of transferring an image, shape, or data represen-
tation...”), and environmental (“Projection” refers
to the process of estimating or forecasting future
events”) topics. This is to be expected, however,
since the prompt did not constrain the model to
a particular context. On the other hand, prompt-
ing without context gives a hint into potential am-
biguities when adapting terms such as “Equity”,
“Exposure”, and “Adaptation pathways” into the
climate debate.

4.3 Readability

Table 1 shows the definitions’ average lengths and
readability scores. The scores indicate that both
IPCC- and model-generated definitions are at the
reading level of college graduates. Nevertheless,
the IPCC definitions are significantly less com-
plex according to both readability metrics and use
fewer words than all model-generated definitions.

4.4 Ablation Case Studies
We perform three additional ablation studies using
Llama3.1 8B, using the following prompts:

• IPCC: ‘Define “[TERM]” in one sentence.
Adhere to the official Intergovernmental
Panel on Climate Change (IPCC) glossary
without citing it.’

• Readable: ‘Define “[TERM]” in one sen-
tence. You must also make the definition un-
derstandable by a 10-year old.’

• IPCC+Readable: ‘Define “[TERM]” in one
sentence. Adhere to the official Intergov-
ernmental Panel on Climate Change (IPCC)
glossary without citing it. You must also
make the definition understandable by a 10-
year old.’

Table 4 shows the adherence and readability scores
using the ablation prompt templates. Notably, the
adherence score remains roughly unchanged using
the IPCC-specific prompt. Instead, the readabil-
ity prompt seems to have a greater effect, decreas-
ing the Flesch-Kincaid score from 19.9 ± 0.2 to
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Model Highest Adherence Terms Lowest Adherence Terms
GPT-4o-mini 1. East Asian monsoon (EAsiaM) 1. Demand- and supply-side measures

2. Eastern boundary upwelling systems (EBUS) 2. Poverty

3. Reducing Emissions from Deforestation and
Forest Degradation (REDD+)

3. Leakage

Llama3.1:8b 1. East Asian monsoon (EAsiaM) 1. Demand- and supply-side measures

2. Eastern boundary upwelling systems (EBUS) 2. Leakage

3. Deliberative governance 3. Poverty

Mistral:7b 1. Eastern boundary upwelling systems (EBUS) 1. Demand- and supply-side measures

2. East Asian monsoon (EAsiaM) 2. Leakage

3. Reducing Emissions from Deforestation and
Forest Degradation (REDD+)

3. Poverty

Table 2: Terms with the highest and lowest adherence scores between generated and official definitions.

Model Lowest Robustness Scores
GPT-4o-mini 1. Projection

2. Equity

3. Adaptation pathways

Llama3.1:8b 1. Exposure

2. Glacier

3. Forest

Mistral:7b 1. Sea ice

2. Global mean surface air tempera-
ture (GSAT)

3. Ensemble

Table 3: Terms with the lowest robustness score
between the generated and official definitions.

16.4 ± 0.02. Although the prompt specified lan-
guage for a 10-year hold, the Flesh-Kincaid score
still corresponds to a college reading level. The
relatively high score may partly be explained by
the increased sentence length in the LLM’s at-
tempt to elaborate and explain parts of the con-
cepts. Table 5 shows case studies for the term
“Radiative Forcing” for the official IPCC defini-
tion and ablations comparing the definitions gen-
erated from different prompts.

5 Discussion

The adherence scores suggest that all LLMs gen-
erally capture the core semantic meanings of offi-
cial definitions. Intriguingly, all LLMs achieved
similar average adherence scores and had many
common outlier terms. This similarity may be due
to the models being trained using similar methods
and on roughly the same training data. Notably,
the adherence score did not significantly improve
when we explicitly prompted the model for IPCC
definitions. These results imply that providing a

climate context may not automatically align lan-
guage models for a given terminology group. The
models do not have perfect recall of definitions;
instead, they operate based on probability distri-
butions. Therefore, it is advisable to include the
exact definitions in the prompts or LLM systems
to ensure they are readily available for reference.

Regarding robustness, the five prompt templates
tested did not result in significant variations in
generated model definitions. However, there was
a notable variability among several terms. As an-
ticipated, the terms with lower robustness scores
tend to have multiple meanings, such as “Projec-
tion”, “Exposure”, and “Equity”. For instance,
“Equity” displayed many definitions, reflecting its
complex and multi-faceted meanings. This ambi-
guity aligns with discussions in recent sustainabil-
ity reports, such as the UN’s 2024 Emissions Gap
Report, which dedicates an entire section to dis-
cuss different equity models (UN, 2024b). Thus,
the robustness score can help target terms need-
ing further standardization. However, we must
also note that robustness is very dependent on the
temperature settings of the models. In this pa-
per, we use the default temperature for the mod-
els. However, model parameters play a signif-
icant role in the consistency and variability of
model outputs. These variations could impact how
the model presents terms to different users across
time.

In terms of readability, both the IPCC and
model definitions scored poorly across both read-
ability metrics. This finding is consistent with
previous studies, which suggest that sustainabil-
ity texts are inaccessible to most readers. No-
tably, all model completions consistently received
more complex readability scores than the already
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Ablation Adherence Num Words Gunning Fog Flesch-Kincaid
LLama+IPCC 0.60± 0.14 38.1± 45.1 22.5± 0.3 19.4± 0.2

Llama+Readable 0.55± 0.16 43.4± 58.6 19.2± 0.2 16.4± 0.2

Llama+IPCC+Readable 0.58± 0.14 42.6± 47.9 20.2± 0.2 17.3± 0.1

Table 4: Adherence and readability scores for different ablation studies using Llama3.1 8B.

Ablation Radiative Forcing Definition
Official Definition The change in the net, downward minus upward, radiative flux (expressed in W m–2) due to a

change in an external driver of climate change, such as a change in the concentration of carbon
dioxide (CO2), the concentration of volcanic aerosols or in the output of the Sun.

Llama+IPCC Radiative forcing is the change in the balance between the incoming and outgoing radiation at
the top of the atmosphere, usually expressed in watts per square meter (W/m²), resulting from a
specific perturbation, such as the increase in greenhouse gases.

Llama+Readable Radiative forcing is the amount of extra energy that the Earth’s atmosphere receives from the
sun, usually because of something like pollution or a change in the atmosphere, which can make
the planet warmer or cooler.

LLama+IPCC-Readable Radiative forcing is the change in the amount of energy that the Earth’s atmosphere receives
from the sun, usually caused by human activities or natural changes, which can make the planet
warmer or cooler.

Table 5: Case Study: Ablation study using LLama 3.1 8B to define “Radiative Forcing” using three
different prompting strategies. “IPCC” explicitly asks for a definition in line with the official definition,
“Readable” for an easily understandable description, and “IPCC+Readable” combines the two.

intricate official definitions. This discrepancy may
partly be attributed to the longer model responses.
Moreover, increasing the readability proved diffi-
cult. Although the model used more straightfor-
ward terminology, prompting for readability made
the model more verbose. Additionally, the read-
ability metrics were not initially designed for sin-
gle sentences, suggesting that using multiple sen-
tences may yield a more representative assess-
ment.

Future work could explore ways to improve ac-
cessibility by using LLMs to simplify language
without compromising accuracy and incorporating
relevant official glossaries as part of an in-context
learning approach. One challenge will be balanc-
ing simplicity with accuracy. Adherence scores
could offer a helpful framework for evaluating and
refining these model outputs since they rely not
on exact sentence matching but semantic meaning.
Studies across more models and languages would
further inform how LLMs represent sustainability.

6 Conclusion

This study provides a comprehensive framework
for assessing the adherence, robustness, and
readability of LLM-generated definitions of sus-
tainability terms compared to official glossaries.
While the LLMs capture the semantic meaning of
most terms, there is significant variation, particu-

larly for terms with multiple meanings or ambigu-
ous definitions. In addition, IPCC and model defi-
nitions show low readability, highlighting the need
for further work to simplify sustainability-related
language without sacrificing accuracy. Moreover,
the case studies show the difficulty in retrieving of-
ficial definitions even using explicit prompting, in-
dicating the need to include official definitions di-
rectly in the prompt. These findings highlight the
potential of LLMs to support the environmental
conversation but also underscore the importance of
carefully aligning model outputs with established
terminology to ensure clarity and consistency.
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