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Abstract

We present a large-scale evaluation of 30 cogni-
tive biases in 20 state-of-the-art large language
models (LLMs) under various decision-making
scenarios. Our contributions include a novel
general-purpose test framework for reliable
and large-scale generation of tests for LLMs,
a benchmark dataset with 30,000 tests for
detecting cognitive biases in LLMs, and a
comprehensive assessment of the biases found
in the 20 evaluated LLMs. Our work confirms
and broadens previous findings suggesting
the presence of cognitive biases in LLMs by
reporting evidence of all 30 tested biases in
at least some of the 20 LLMs. We publish
our framework code and dataset to encourage
future research on cognitive biases in LLMs:
https://github.com/simonmalberg/cognitive-
biases-in-llms.

1 Introduction

Transformer-based LLMs (Vaswani, 2017) and
other foundation models (e.g., Gu and Dao, 2023)
have gained significant attention in recent years. At
an accelerating pace, models are becoming larger
and more capable, conquering additional modal-
ities such as vision and speech (Shahriar et al.,
2024). This makes LLMs increasingly attractive for
complex reasoning (Dziri et al., 2024; Saparov and
He, 2022) and decision-making tasks (Eigner and
Händler, 2024; Echterhoff et al., 2024). However,
using LLMs for high-stakes decision-making, e.g.,
for managerial or public policy decisions, comes
with severe risks, as they may produce flawed yet
convincingly articulated outputs, such as hallucina-
tions (Zhang et al., 2023).

Humans are at most boundedly rational (Simon,
1990) and biased (Tversky and Kahneman, 1974).
LLMs are trained on human-created data and typ-
ically fine-tuned on human-defined instructions
(Ouyang et al., 2022) and through reinforcement
learning from human feedback (RLHF) (Bai et al.,

Figure 1: An LLM changes its answer as the framing of
the decision changes, indicating the susceptibility of the
LLM to the Framing Effect.

2022). Therefore, it is likely that human biases
also creep into LLMs through the training proce-
dure and data (Caliskan et al., 2017). While gender,
ethical, and political biases in LLMs have been
extensively studied (Wan et al., 2023; Kamruzza-
man et al., 2023; Bowen III et al., 2024; Rozado,
2024), cognitive biases distorting human judgment
and decision-making away from rationality (Hasel-
ton et al., 2015) have only very recently seen at-
tention from LLM researchers. An example for
a cognitive bias called the Framing Effect is il-
lustrated in Figure 1. Interested readers will find
detailed descriptions of 30 different cognitive bi-
ases in Appendix B. Cognitive biases can have a
severe impact on decision-making by luring man-
agers, policy-makers, and now potentially LLMs
into making bad or dangerous decisions without
even realizing it.

Building on previous work that found some cog-
nitive biases in LLMs, we share three main contri-
butions for a much broader understanding of cogni-
tive biases in LLMs:

1. A systematic general-purpose framework
for defining, diversifying, and conducting
tests (e.g., for cognitive biases) with LLMs.

578

https://github.com/simonmalberg/cognitive-biases-in-llms
https://github.com/simonmalberg/cognitive-biases-in-llms


2. A dataset with 30,000 cognitive bias tests
for LLMs, covering 30 cognitive biases un-
der 200 different managerial decision-making
scenarios.

3. A comprehensive evaluation of cognitive
biases in LLMs covering 20 state-of-the-art
LLMs from 8 model developers ranging from
1 billion to 175+ billion parameters in size.

2 Related Work

Cognitive Biases in LLMs Recently, LLMs’
presence in high-stakes decision-making has
rapidly become ubiquitous (Wu et al., 2023; Sing-
hal et al., 2023). In the pursuit of explainable and
trustworthy models, it is imperative to extend the
traditional scope of biases, e.g., gender and ethical
ones (Gallegos et al., 2024), to account for biases
and heuristics of cognition that directly impact the
rationality of LLMs’ judgments (Hagendorff et al.,
2023).

Earlier works in this direction (Talboy and Fuller,
2023; Macmillan-Scott and Musolesi, 2024) fo-
cused on detecting effects on the level of individual
prompts. Separate research directions investigated
challenges of cognitive bias detection and mitiga-
tion for lists of less than six cognitive biases (Tju-
atja et al., 2024; Itzhak et al., 2024), particular
LLM roles (Pilli, 2023; Koo et al., 2023; Ye et al.,
2024), or specific domains (Schmidgall et al., 2024;
Opedal et al., 2024).

With the aim of having a large-scale benchmark
for cognitive biases in LLMs, follow-up works pro-
posed a number of frameworks. Notably, a frame-
work proposed by Echterhoff et al. (2024) encap-
sulates quantitative evaluation and automatic miti-
gation of cognitive biases; however, its variability
is constrained to only five biases and a single sce-
nario of student admissions – two limitations we
directly address in this paper. The recent contribu-
tion of Xie et al. (2024) explores a similar direction
through multi-agent systems. Their framework,
similar to our approach, requires user-defined, bias-
specific input and employs an LLM for the gen-
eration of the dataset; however, their construction
additionally involves expert post-validation as the
tests are entirely generated by the LLM. We pro-
pose a way to overcome this limitation while not
compromising on the validity and diversity of the
dataset (see Section 3).

The development of a scaleable, systematic, and
expandable benchmark would allow for further

progress in the task of comprehensive mitigation of
cognitive biases in LLMs (e.g., Wang et al., 2024a)
and thus comprises the main motivation for this
paper.

LLMs as Data Generators Labeling, assem-
bling, or creating large amounts of data with de-
sired properties have always been associated with
high costs and significant labor. Moreover, this pro-
cess is inherently intricate due to the annotator’s
and the instructions’ biases (Parmar et al., 2023).
Recent impressive performance by the state-of-the-
art LLMs (e.g., Dubey et al., 2024, Achiam et al.,
2023) has shifted the perspective on these tasks,
calling LLMs to the rescue.

The surveys by Tan et al. (2024), Long et al.
(2024) summarize the progress in this direc-
tion. Notably, Lee et al. (2023) showed the cost-
effectiveness of LLM data creation and competitive
performance of models trained on this data. Diver-
sity of prompts is shown to directly impact the
diversity of generated data (Yu et al., 2024), with
works proposing self-generated instructions (Wang
et al., 2022) and multi-step (He et al., 2023; Wang
et al., 2024b) approaches to achieve the respective
enhancement. We employ a similar strategy by
introducing the logic of scenarios (see Section 3).

Earlier findings (Efrat and Levy, 2020) elicited
flaws in LLMs’ instruction-following, and more re-
cent work (He et al., 2024) still indicates the strug-
gle with complex instructions. Moreover, synthetic
datasets are found to exhibit biases (Yu et al., 2024).
In our framework, we maintain a careful balance
between preserving the validity of well-established
cognitive bias testing paradigms and bringing in
the variability of data generated by LLMs.

3 Test Framework

We introduce a novel framework for reliably gener-
ating diverse and large-scale sets of tests for evalu-
ating LLMs. The main motivation for the creation
of the framework was to efficiently scale tests that
have a static abstract paradigm (that is based on
corresponding research and has to be strictly fol-
lowed) by generating diverse contexts around it.
The framework comprises four entities and three
functions. Entities hold together certain pieces
of information, while functions transform entities
into other entities. All entities and functions are
explained in the following. We use lower case let-
ters t, s, c, r, b, ... to denote entities and their con-
tents. Functions are denoted by upper case letters
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Test Case: Anchoring Bias
CONTROL TEMPLATE TREATMENT TEMPLATE

Situation:
Suppose you are [[a/an]] [[type]] manager at
[[organization]]. You [[formulate a task of
quantitative allocation of a single concrete
resource for one single particular purpose.
Do not include any numbers.]].
Prompt:
Which allocation level do you
choose for this purpose?
Answer options:
Option 1: 0%
Option 2: 10%
...
Option 11: 100%

Situation:
Suppose you are [[a/an]] [[type]] manager at
[[organization]]. You [[formulate a task of
quantitative allocation of a single concrete
resource for one single particular purpose.
Do not include any numbers.]].
Prompt:
Do you intend to allocate more than
{{anchor}}% for this purpose? Which
allocation level do you choose for this purpose?
Answer options:
Option 1: 0%
Option 2: 10%
...
Option 11: 100%

Scenario A marketing manager at a company from the telecommunication services industry
deciding the best strategy to launch a new service package on social media platforms.

Insertions [[a/an]]: "a", [[type]]: "marketing", [[organization]]: "telecommunications company",
[[formulate a task of quantitative allocation of a single concrete resource for one
single particular purpose. Do not include any numbers]]: "allocate a budget for
promoting the new service package on social media platforms", {{anchor}}: "87".

Table 1: This table shows an example test case for measuring the Anchoring Bias in LLMs. It uses a control and
a treatment template. Gaps are highlighted in [[blue]] if insertions are sampled from an LLM and in {{red}} if
insertions are sampled from a custom values generator. The difference between both templates, the part that elicits
the bias, is highlighted in yellow. The bottom part shows the insertions generated for the gaps by the test generator.

G,D,E. Some functions use an LLM internally.
We use fθ or hθ to denote a pre-trained LLMs with
parameters θ.

Among the entities, only a few starting entities
are human-created; all other entities are created
by applying functions to the starting entities. Ta-
ble 1 provides an example illustrating the main en-
tities and Figure 2 shows the pipeline of functions
through which entities flow.

3.1 Entities

Template A template t = [x, g, p] includes a
language sequence x = (x1, ..., xn) of n tokens
xi. Some of these tokens represent gaps, with g =
{xj , xk, ...} being the set of all gaps in x. Each gap
xi ∈ g comes with a corresponding instruction pi
explaining the rules of what may be inserted into
the gap, with p = {pj , pk, ...} being the set of all
gap instructions.

Intuitively, a template is a generalized descrip-
tion of a decision task with x including a situ-
ation description, a prompt or question, and a

set of options to choose from. Given a template
t, multiple specific instances t′ of that template
can be created by inserting additional information
xi ← (z1, ..., zm) into all gaps xi ∈ g according to
the instructions pi. See Table 1 for an illustration
of how templates work.

Test Case A test case c = [t1, t2, v,m] binds
together two templates t1 and t2, a set of custom
value generators v = {v1, v2, ...} and a metric m.
t1 and t2 are deliberately crafted and are typically
very similar to each other. They are, however, de-
fined to have at least one carefully chosen differ-
ence suitable for eliciting a certain testable behav-
ior of interest in an LLM. Intuitively, t1 and t2 can
often be interpreted as a control and a treatment
template, respectively. Custom value generators
vi can be used to sample different values w ∼ vi
according to a specified distribution. Sampled cus-
tom values can then be inserted into template gaps,
xi ← w, xi ∈ g. The metric m defines the main
estimation measure of the test outcome. A detailed
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description of a metric follows in Section 4.5. We
denote test cases as c′ when they include template
instances t′1, t

′
2 without any remaining gaps instead

of raw templates t1, t2, i.e., all gaps have been
filled.

Scenario A scenario s is a language sequence
describing a particular role and an environment in
which a decision is made. It is used together with
the gap instructions pi to fill the gaps in a template.
We suggest to define many different scenarios as a
source of diversity of the final tests.

Decision Result A decision result rc′,hθ
=

[a1, a2] stores the answers of an LLM hθ to a test
case c′. The answers a1 and a2 are provided to
template instances t′1, t

′
2 ∈ c′, respectively. A valid

answer chooses exactly one of the options defined
in a template instance.

3.2 Functions

Generate A test generator G(fθ, c, s) takes an
LLM fθ, a test case c, and a scenario s to sample
a test case c′ ∼ G(fθ, c, s) by inserting values
into the template gaps. These insertions can be
either sampled from the custom value generators
{v1, v2, ...} ∈ c or from the LLM fθ according to
the template instructions p and scenario s. Which
insertions are sampled from the LLM versus from
the custom values generators is defined in the spe-
cific test generator, which is designed in close align-
ment with the corresponding templates.

In our framework implementation, the two
template instances are sampled in two indepen-
dent LLM calls t′1 ∼ fGEN

θ (t1, s) and t′2 ∼
fGEN
θ (t2, s), where GEN denotes the particular

LLM prompt used for generation (see Appendix D).
However, identical gaps that exist in both templates
will only be filled once for t1 and their insertions
will then be copied over to t2 to ensure consistency
between the template instances. The GEN prompt
provides the LLM with the template as illustrated
in Table 1 and instructs the LLM to suggest suitable
insertions for the gaps resembling the scenario.

Decide The decide function D(hθ, c
′) uses a po-

tentially different LLM hθ to decide on answers
a1 and a2 to the two templates t′1, t

′
2 ∈ c′, respec-

tively. The answers are sampled in two independent
LLM calls, a1 ∼ hDEC

θ (t′1) and a2 ∼ hDEC
θ (t′2),

where DEC is the LLM prompt used for retrieving
decisions (see Appendix D). We implement DEC
as two prompts, where the first lets the LLM freely

reason about the answer options before ultimately
choosing one and the second instructs the LLM to
extract only the chosen option from its previous
response. Once both answers have been obtained
from the LLM, they are returned in a decision result
rc′,hθ

∼ D(hθ, c
′).

Estimate The estimate function E(c′, rc′,hθ
) =

b estimates the score of the test case, a value b,
using the metric m ∈ c′ on the answers a1, a2 ∈
rc′,hθ

. For simplicity, we suggest to define m such
that b ∈ [−1, 1]. The exact metric used in our
implementation is introduced in Section 4.5.

4 Framework Application to Cognitive
Bias Tests for LLMs

The general-purpose framework described in Sec-
tion 3 allows for conducting scaleable tests of vari-
ous kinds (see Appendix A for examples). In this
section, we introduce our specific application of the
framework to measuring cognitive biases in LLMs.

4.1 Bias Selection

We aim to identify a subset of cognitive biases most
relevant to managerial decision-making. As a start-
ing point, we chose the Cognitive Bias Codex info
graphic (III and Benson, 2016), as also done by
Atreides and Kelley (2023). The graphic lists and
categorizes 188 cognitive biases. To identify the
subset of these biases most relevant in managerial
decision-making, we assessed the number of pub-
lications that mention the bias in a management
context, as found through Google Scholar1. The
exact search query we used is

"{bias}" AND ("decision-making"
OR "decision") AND
(intitle:"management" OR
intitle:"managerial")

We ranked all 188 cognitive biases by the num-
ber of identified search results and selected the
30 most frequently discussed biases. We removed
three biases from the list where we found no testing
procedure applicable to LLMs and two biases that
appeared to be semantic duplicates of other biases
we already included. We replaced them with the
five biases following in the ranked list (see Table 5
in Appendix C for details).

Based on the available scientific literature, we
designed a unique test case c and corresponding test

1Google Scholar (assessment done on March 6, 2024)
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Figure 2: Our overall test pipeline comprises four steps: for each test case, it (1) takes a scenario and a test case
with two templates as input, (2) samples two instances of the templates by inserting suitable values into all template
gaps, (3) lets a decision LLM choose one option for each template instance, and (4) uses the corresponding metric
to estimate the final bias value.

generator G for each of the top 30 cognitive biases.
We aimed to define the test case templates to reflect
the minimum viable test design and included gaps
for specifics about a scenario. To ensure a high
validity of the test designs, we conducted multiple
rounds of internal peer reviews and subsequent
revisions for all 30 tests until all authors of this
work agreed that the test design was valid. An
example test can be seen in Table 1. A detailed
collection of scientific references and descriptions
of the exact test designs for all 30 biases can be
found in Appendix B.

4.2 Scenario Generation
To increase the diversity of our tests, we generated
a set of 200 unique management decision-making
scenarios. A scenario includes a specific manager
position, industry, and decision-making task, e.g.,

“A clinical operations manager at a com-
pany from the pharmaceuticals, biotech-
nology & life sciences industry deciding
on whether to proceed with Phase 3 trials
after reviewing initial Phase 2 results.”

We generated these scenarios in three steps.
Firstly, we extracted the 25 industry groups de-
fined in the Global Industry Classification Stan-
dard (GICS) industry taxonomy (MSCI and Global,
2023). Secondly, we prompted a GPT-4o LLM with
temperature=1.0 to return 8 commonly found
manager positions per industry group. Thirdly, we
prompted the LLM a second time to generate a suit-
able decision-making situation for each manager
position in an industry group.

We combined industry groups, manager posi-
tions, and decision-making situations into 200 sce-
nario strings and manually reviewed all of them.
We identified three industry groups with at least one
implausible scenario and regenerated their scenario
strings using a different seed.

4.3 Dataset Generation

Our full dataset is generated by sampling 5 test
cases for each of the 200 scenarios and 30 cogni-
tive biases, resulting in 30,000 test cases in total.
While the 200 scenarios serve as the main source
of diversity in the dataset, the 5 test cases sampled
per bias-scenario combination allow us to add im-
portant additional perturbations (we refer to Song
et al. (2024) for why this is important) by inserting
different custom values into the test cases for those
test cases that rely on them.

We used a GPT-4o LLM with temperature=0.7
to sample values for the template gaps as it was
among the most capable LLMs available at the
time and appeared to provide reliable populations.

4.4 Dataset Validation

We performed validation of the generated dataset
from two perspectives: correctness, i.e., how well
the gap insertions in test cases are aligned with
their corresponding instructions pi, and diversity,
i.e., how dissimilar the test cases c′ are to each
other.

Correctness This stage comprises two proce-
dures. Firstly, we randomly selected 300 samples
from our dataset, 10 samples per each of the 30
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biases, and performed manual verification. In total,
we identified 3 test cases with flaws that could po-
tentially impact the test logic; of these, 2 tests fall
into the scope of the validation procedure on the
next step.

Secondly, we used the IFEVAL framework
(Zhou et al., 2023) to evaluate the instruction-
following performance w.r.t. verifiable instructions
(e.g., “Do not include any numbers.”). Test cases
of 7 biases include instructions pi that contain con-
straints crucial for the cognitive biases’ testing de-
signs, and IFEVAL thus allows us to fully validate
the insertions of the respective gaps xi that the
correctness of the corresponding tests is most de-
pendent on. Among these 7 biases with verifiable
instructions, the percentage of tests where inser-
tions satisfied the corresponding instruction was
100% for 4 biases and 96.7%, 98.4%, and 99.6%
for the other 3 biases. The details of the verification
and an additional check on toxicity are provided in
Appendix F.

LLM-based validation is an active and promising
area of research (Chiang and Lee, 2023); however,
we consciously did not use LLM-as-a-judge for
assessing the correctness of the dataset due to cur-
rent inconsistencies and biases in these approaches
(Stureborg et al., 2024; Chen et al., 2024).

Diversity For evaluating the diversity of the gen-
erated dataset, we used the standard (Liang et al.,
2024) diversity metrics. Namely, we follow Jin
et al. (2024), Ye et al. (2022), Tong et al. (2024),
Chung et al. (2023) and report ROUGE, pair-
wise cosine similarities, Self-BLEU, and Remote-
Clique distances, respectively. For comparison,
we use the two largest published2 benchmarks
of cognitive biases in Echterhoff et al. (2024)
and Tjuatja et al. (2024). To our knowledge,
these are the only published novel datasets with
100+ tests on cognitive biases. We use OpenAI’s
text-embedding-3-large model to obtain em-
beddings of the datasets.

The results are assembled in Table 2. Both
n-gram- and embedding-based metrics indicate
higher diversity of our dataset. We additionally
investigated the distribution of pairwise cosine sim-
ilarity scores in the datasets (Figure 3). Besides
the higher diversity (i.e., smaller mean value), our
dataset has a noticeably lower variance in similarity

2The evaluation was conducted on October 10, 2024. We
were unable to obtain the dataset of Xie et al. (2024) beyond
the 100-row dataset published on GitHub. Therefore, we
excluded it from our comparison.

Metric Ours
Echterhoff

et al.
(2024)

Tjuatja
et al.

(2024)

Self-BLEU ↓ 0.72 0.96 0.96

ROUGE-1 ↓ 0.37 0.43 0.52

ROUGE-L ↓ 0.30 0.36 0.43

ROUGE-Lsum ↓ 0.36 0.40 0.51

Remote-Clique
L2 distance ↑ 0.95 0.81 0.86

Remote-Clique
cos distance ↑ 0.46 0.35 0.42

Table 2: Diversity metrics scores for the datasets.
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scores (i.e., steeper curve); that, given the bench-
marking nature of our dataset, adds to the reliability
of measuring the average effect across the tests.

4.5 Bias Measurement

To consistently obtain decisions a1 and a2, two
option scales are defined for our test cases. More
concretely, we use a 7-point Likert scale σ1 for
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some test cases and an 11-point percentage scale
σ2 for others to define the domain of answers. In
line with common practice (Wu and Leung, 2017),
we treat the Likert scale as an interval one.

In order to quantify the presence and strength of
cognitive biases based on the decisions a1 and a2,
we introduce the following single universal metric
m ∈ [−1, 1]:

m (a1,2, y1,2, k) =
k · (|∆a1,y1 | − |∆a2,y2 |)
max [|∆a1,y1 |, |∆a2,y2 |]

(1)

where we denoted ∆ai,yi = ai − yi, i = 1, 2. To
account for variations in the test cases, we use addi-
tional parameters y1, y2 ∈ σ that allow us to trace
relative shifts in the decisions. Similarly, parame-
ter k = ±1 accounts for variations in the order of
options in the templates t′.

In its most commonly used form across our tests,
the metric m is simplified to:

m (a1,2, k) =
k · (a1 − a2)

max [a1, a2]
. (2)

A visual intuition for the codomain of the metric is
presented in Figure 4.

4.6 Selection of LLMs

We hypothesize that the susceptibility of LLMs for
cognitive biases may be influenced by factors such
as model size, architecture, and training procedure.
Therefore, we decide to evaluate a broad selection
of 20 state-of-the-art LLMs from 8 different de-
velopers and of vastly different sizes. A list of all
evaluated models with further details is included
in Appendix E. As baseline, we also add a Random
model that chooses answer options at random. We
evaluate all LLMs with temperature=0.0. To ac-
count for the well-observed LLMs’ bias w.r.t. the
order of options (Zheng et al., 2023), we reverse
options’ order in randomly selected 50% of tests.

5 Results & Discussion

A perspective on the absolute biasedness3 of the
models in relation to other model characteristics
such as size and general capability is provided in
Figure 5. As a proxy for a model’s general capa-
bility, we show each model’s Chatbot Arena4 score
on the horizontal axis. While there seems to be no

3Absolute bias scores remove any leading signs to measure
only strength and not the direction of the bias

4Chatbot Arena (scores from October 14, 2024)
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Figure 5: The plot shows the absolute biasedness (i.e.,
the strength of the biasedness, independent of direction)
of models in relation to their size (bubble diameter) and
Chatbot Arena score (as a measure of general capability).
When no such score was available, we take the mean of
the other models’ scores and mark the model with a ’*’.
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Figure 6: The dendrogram shows how LLMs would
be clustered based on their mean biasedness (based on
complete linkage with a Euclidean distance metric).

clear general correlation between a model’s size or
capability and its biasedness, there is a noticeable
discrepancy in absolute biasedness of the models.
The tested Gemini LLMs seem to be the least bi-
ased while still highly capable models. Qwen2.5
72B, GPT-4o mini, and Mistral Large follow up
closely. The larger OpenAI models seem to be
somewhat more biased and Llama models of differ-
ent sizes seem to score vastly different in terms of
general capability and biasedness with none strik-
ing a competitive combination of both.

Figure 6 highlights clusters of models that ex-
hibit similar biases. Some models that come from
the same model families (e.g., Gemma, WizardLM)
and some models of comparable size (e.g., Llama
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Figure 7: The heatmap shows the average bias scores for all evaluated models and biases.

3.2 1B and 3B) show similar bias characteristics.
Further, four of the largest models tested can be
found in the bottom four branches of the dendro-
gram, apparently showing similar behaviors.

The mean bias scores of all 20 models on all 30
cognitive biases are visualized in Figure 7. All mod-
els show significant biasedness on at least some of
the tested cognitive biases. The vast majority of
biases is positive, confirming that most cognitive
biases present in humans can also be measured in
LLMs. Only two of the 30 tested biases, Status-
Quo Bias and Disposition Effect, were measured
with strong negative direction, on average. On
both biases, negative scores express a model’s pref-
erence for change. The Random models shows
no biasedness on average, highlighting our met-
ric’s strength as an unbiased estimator. One LLM

demonstrating surprisingly low average biasedness
is the smallest Llama model (1B parameters). For
this model, we registered the highest decision fail-
ure rate (the model could not decide for an option
in 33% of test cases), suggesting that this LLM’s
general behavior may not be strongly grounded in
good reasoning.

6 Conclusion

We have presented a comprehensive evaluation of
30 cognitive biases in 20 state-of-the-art LLMs.
This contribution broadens the current understand-
ing of cognitive biases in LLMs through a sys-
tematic and large-scale assessment under various
decision-making scenarios. We confirm early evi-
dence from previous work suggesting that LLMs
have cognitive biases and find that a majority of
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cognitive biases known in humans is also present in
most LLMs. Human decision-makers considering
to employ LLMs to enhance the quality of their de-
cisions should be careful to select suitable models
not only based on their reasoning capabilities but
also based on their proneness to biases and should
generally weigh their interest for faster and better
decisions against the ethical implications.

In this work, we further demonstrated how our
general-purpose test framework can be applied to
generating tests for LLMs at a large scale and with
high reliability. We publish our dataset of cognitive
bias tests to guide developers of future LLMs in
creating less biased and more reliable models.

7 Limitations

Our paper provides a systematic framework for
defining and conducting cognitive bias tests with
LLMs. While we have demonstrated our pipeline
using managerial decision-making as an example
and established a respective dataset with 30,000
test cases for cognitive biases, our framework is
theoretically generalizable beyond just this domain
and task. We provide some illustrative examples
of applying our framework to other domains and
test kinds in Appendix A but rely on future work
to assess the framework’s versatility at scale. Our
framework balances LLM generation and its bene-
fit of cost-effectiveness with human control through
templates with generalized instructions, which are
similarly beneficial for other decision-making do-
mains and use cases.

While over 180 cognitive biases are known in
humans (III and Benson, 2016), our current dataset
provides test cases for 30 of these biases. Our se-
lection procedure utilized mentions in publications
as an indicator for the relevance of biases in the
chosen domain of managerial decision-making. As
this may not be a perfectly reliable indicator for
relevance and there are still over 150 cognitive bi-
ases not covered in our dataset, we invite other
researchers to design tests for additional biases and
domains.

Our test cases were generated with only one
model, a GPT-4o LLM, chosen for its capabilities
at the time of development. We also evaluate the
same LLM on the dataset, which may give it an un-
fair advantage. We assume this influence to be low
due to the detailed instructions in the templates giv-
ing the generating LLM clear restrictions on what
to generate and how. Looking ahead, we anticipate

that the majority of LLMs will soon possess the
capability of generating test cases reliably. This
development paves the way for a more widespread
and effective application of our framework in the
future.

In our evaluation, biasedness was calculated us-
ing discrete decisions made by the LLMs. Future
work can also take into account token probabili-
ties for an even more nuanced measurement and
comparison of cognitive biases in LLMs.

8 Ethical Considerations

Our cognitive bias dataset of 30,000 test cases is
one of the significant contributions of this paper.
With this dataset, we also provide test cases for
biases related to social attributes, e.g., Social De-
sirability Bias and Stereotyping. The stereotypes
in our dataset are generated by a GPT-4o LLM and
are often mildly negative or can sometimes be con-
sidered neutral (for a detailed toxicity analysis, see
Figure 9 in Appendix F). Therefore, more harm-
ful stereotypes are not propagated but can also not
be assessed with our dataset. Manually curated
benchmarks must also be consulted to understand
and mitigate stereotypes against social groups and
cultures.

Although we present a large dataset on cognitive
biases that allows for a comprehensive evaluation,
it is important to understand that no benchmark
can eliminate the need to evaluate an LLM for a
specific use case to understand the risks. While our
work can be used to factor in cognitive biases in
LLM selection, it should by no means serve as a
free pass for using LLMs for purely machine-based
decision-making. Also, we ask anyone working
with our dataset not to use it to train current or
future models but apply it for evaluative purposes
only.

Use of AI Assistants We used AI assistant tools
to support us in creating the code for our frame-
work. We did not use AI assistants for writing any
sections of this paper.

Total Computational Budget Throughout this
research project, we spent a total of USD 793.55
on various APIs to run inference with the evaluated
LLMs. An overview of the APIs used can be found
in Table 6 in Appendix E.
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A Framework: Application Examples

We demonstrate two examples of the framework’s
universality feature. Table 4 features an adaptation
of the Bandwagon Effect testing procedure to the
medical domain. Table 3 provides an example of a
common testing procedure from the theory of mind
research.

B Cognitive Biases

B.1 Conservatism
Conservatism, also known as conservatism bias,
refers to the tendency to insufficiently revise one’s
beliefs when new evidence becomes known. Ed-
wards (1982) describes that people update their
opinions when presented with new evidence but do
so more slowly than Bayes’ theorem (Bayes, 1763)
would demand.

Our test design presents the model with two de-
cision alternatives, A and B. Each test case first
presents three pieces of evidence suggesting that A
is better than B, followed by a conclusion that A is
clearly better than B, representing the model’s prior
belief. We then show three pieces of new evidence
suggesting that B is better than A. After seeing that
new evidence, the model is asked for its revised
preference for either A or B on a 7-step Likert scale
σ1 with the midpoint representing indifference.

To account for any objective differences in the
strengths of the evidence for A and B, we reverse
the order of A and B between control and treat-
ment. Only if the model consistently prefers the
alternative that was introduced first, conservatism
is present. We measure the strength of the bias
as the consistent preference of the first alternative
over the second one.

B.2 Anchoring
Anchoring, also known as anchoring bias or an-
choring effect, is a phenomenon of making “esti-
mates, which are biased toward the initially pre-
sented values” (Tversky and Kahneman, 1974),
potentially irrelevant ones. This effect has been
elicited in several settings (Furnham and Boo,
2011). Anchoring is investigated across different
domains, including finance (Campbell and Sharpe,
2009), management (Nagtegaal et al., 2020), health-
care (Ly et al., 2023), and artificial intelligence
(Lieder et al., 2012; Nourani et al., 2021).

We approach the testing by directly following
the comparative judgment paradigm (Mochon and
Frederick, 2013). In control and treatment, the
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LLM is prompted to estimate a variable. Addition-
ally, the treatment variant contains an instruction
to first evaluate the variable relative to the provided
numerical value. This value serves as the anchor in
the test design.

The anchoring effect is thus identified for devi-
ations between the estimations in the anchor-free
and anchored formulation. The answers are ob-
tained on an 11-point percentage scale σ2.

B.3 Stereotyping
A stereotype is a generalized belief about a particu-
lar group of people (Cardwell, 1999).

To test the presence of stereotyping in LLMs, we
define a set of groups with common stereotypes,
covering different genders, ethnicities, sexual ori-
entations, religious beliefs, and job types. We then
introduce a decision situation where the decision
heavily depends on knowing a certain group of
people well and instruct the model to estimate a
particular characteristic of that group. In treatment,
the model is told what the group is (e.g., Muslims),
whereas in control, it is not.

The model can choose from four options describ-
ing the characteristics of the group, where two
options represent characteristics stereotypical of
that group and two options represent characteris-
tics atypical of that group. For each pair of options,
one is typical of people overall, while the other is
atypical of people overall. If the model switches
from choosing an atypical characteristic to a stereo-
typical one once the particular group is known, we
conclude that the model exhibits stereotyping. In
the inverse case, it would exhibit negative stereo-
typing. We obtain answers on a 7-point Likert scale
σ1.

B.4 Social Desirability Bias
Social desirability bias is “the tendency to present
oneself and one’s social context in a way that is
perceived to be socially acceptable” (Bergen and
Labonté, 2020). It is often studied in the context
of surveys where it refers to the tendency to an-
swer survey questions in a way that will be viewed
favorably by others (Krumpal, 2013). Edwards
(1953) introduced the notion of social desirability
describing the “relationship between the judged
desirability of a trait and the probability that the
trait will be endorsed”. The bias has been studied
extensively in survey respondents self-reporting
their personality traits showing a “tendency of sub-
jects to attribute to themselves statements which

are desirable and reject those which are undesirable”
(Edwards, 1957).

Common testing procedures rely on scales such
as the Social Desirability Scale (SDS) (Edwards,
1957), the Marlowe-Crowne Social Desirability
Scale (M-C SDS) (Crowne and Marlowe, 1960), or
the Social Desirability Scale-17 (SDS-17) (Stöber,
2001), which include a number of statements about
personality traits which are either clearly socially
desirable or undesirable, e.g., “I’m always willing
to admit it when I make a mistake” (Crowne and
Marlowe, 1960). These scales can be used to test
how many times a subject responds with a socially
desirable answer.

Our test procedure is inspired by Albert and
Tullis (2013), who report that people tend to follow
socially desirable norms more strictly in public set-
tings as opposed to anonymous settings. We ask
the LLM to express whether a statement is true
or false as it pertains to the LLM. In control, we
note that the LLM’s answer will be treated confi-
dentially and not be shared with anyone. In treat-
ment, we note that the LLM’s answer will be made
public and can be linked back to the LLM. We
sample statements from the the M-C SDS (Crowne
and Marlowe, 1960). From the scale, we remove
17 statements describing emotions, thoughts, or
real-world interactions which are not applicable to
LLMs, leaving 16 statements testable with LLMs.

We obtain answers on a 7-point Likert scale σ1.
The metric takes a value of 1 only if the model
self-reports undesirable behavior in control, the
anonymous setting, but then chooses desirable be-
havior in treatment, the public setting, and −1 in
the reverse case.

B.5 Loss Aversion
Proposed by Kahneman and Tversky (1979), loss
aversion is present when the “disutility of giving up
an object is greater than the utility associated with
acquiring it” (Kahneman et al., 1991), i.e., when
losses are perceived to be psychologically more
powerful than gains. Well-established, this bias has
been investigated in both risky and riskless (Tver-
sky and Kahneman, 1991) contexts from various
perspectives, including neuroscience (Tom et al.,
2007), game theory (Shalev, 2000), and machine
learning (Saltık et al., 2023).

We base our testing on the variation of the stan-
dard Samuelson’s colleague problem formulated
in Ert and Erev (2013). The model is presented
with a choice of two options with the material out-
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comes f1,2 designed as follows (a > 0 denotes the
commodity amount, p denotes probability):

f1 = a, a > 0, i.e., guaranteed gain (3)

f2 =

{
λa, λ > 2 with p = 1

2

−a, with p = 1
2

(4)

The second option, while being risky due to a
potential loss, yields a more profitable outcome in
expectation. In control and treatment, we switch
the positions of the two options to account for the
response bias. Loss aversion is thus present when
the LLM consistently opts for the deterministic
option, and we utilize a 7-point Likert scale σ1 to
obtain answers.

B.6 Halo Effect
The halo effect is originally defined in Thorndike
(1920) and is commonly known as “the influence
of a global evaluation on evaluations of individ-
ual attributes” (Nisbett and Wilson, 1977), even
when there is sufficient evidence for their indepen-
dence. Cooper (1981) generalizes the definition to
the presence of correlation between two indepen-
dent attributes. Notably persistent (Wetzel et al.,
1981), this bias is well-studied in the fields of con-
sumer science (Leuthesser et al., 1995), public rela-
tions (Coombs and Holladay, 2006), and education
(Abikoff et al., 1993).

We build on the testing procedure of Lachman
and Bass (1985). In both control and treatment,
an asset is presented to the LLM, and the model
is prompted to evaluate a concrete attribute of this
asset. In treatment, the halo is additionally intro-
duced: a separate independent attribute of this asset
is described either positively or negatively.

The halo effect is present in cases of the estima-
tion shift in treatment compared to control, either a
positive one provided with a positive halo or a neg-
ative one given a negative halo. The symmetrical
behavior results in the opposite effect. We obtain
answers to the halo effect test on a 7-point Likert
scale σ1.

B.7 Reactance
Reactance refers to “an unpleasant motivational
arousal that emerges when people experience a
threat to or loss of their free behaviors” (Steindl
et al., 2015). Rosenberg and Siegel (2018) present
an extensive review of reactance theory. Reac-
tance theory was first proposed by Brehm (1966),

who found that individuals tend to be motivated
to regain their behavioral freedoms when these
freedoms are reduced or threatened (Brehm, 1966;
Brehm and Brehm, 2013). The level of reactance
is influenced by the importance of the threatened
freedom and the strength of the threat as perceived
by the individual (Steindl et al., 2015).

Our test design is based on the procedure pro-
posed by Dillard and Shen (2005), who measure
reactance in the different responses of subjects to
either a low-threat or a high-threat scenario. We
describe a behavior where the test taker previously
had the freedom to choose if and how often to en-
gage in this behavior. This is followed by a number
of facts describing the negative consequences of
this behavior. In control, these facts are presented
as part of a low-threat framing and in treatment as
part of a high-threat framing.

Specifically, our low-threat scenario recom-
mends that the subject changes his/her behavior
(e.g., “consider doing it responsibly”) while the
high-threat scenario demands a change of behavior
(e.g., “you have to stop it”).

To measure the effect, we present the model with
options describing different levels of engagement
with the behavior. An increased engagement with
the behavior from the low-threat to the high-threat
variant indicates the presence of reactance (i.e.,
an adverse response to the threat). We obtain the
answers to the effect on an 11-point percentage
scale σ2.

B.8 Confirmation Bias
Originally described by Wason (1960), confirma-
tion bias commonly refers to the “inclination to
discount information that contradicts past judg-
ments” (Kappes et al., 2020). Confirmation bias is
known to arise during the search and the interpre-
tation of information, as well as their combination
(Klayman, 1995; Nickerson, 1998). Approaches
to testing this bias include variations of the classi-
cal Wason selection task (Wason, 1966), two-phase
evidence-seeking paradigms (Cook and Smallman,
2008; Fischer et al., 2011), and weighting of pro-
vided evidence (Snyder and Swann, 1978; Beebe
and Pherson, 2011).

We directly employ the latter technique for the
testing. In the control and treatment procedures,
the model is associated with a proposal and is pre-
sented with a set of arguments against it. In control,
the model is said to have not yet decided on its
proposal. On the contrary, in treatment, the LLM
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is prompted to have already made the decision, i.e.,
this decision is considered the model’s past judg-
ment. In both variants, the LLM is prompted to
select the number of presented arguments that are
relevant while and after making the decision in
control and treatment, respectively.

The answers of the LLM to the confirmation
bias test are obtained on an 11-point scale σ2. The
metric reflects the extent to which this selection
is imbalanced between the cases of absence and
presence of the past judgment.

B.9 Not Invented Here
The not-invented-here syndrome (NIH) is com-
monly described as an attitudinal bias against the
knowledge that an individual perceives as external
(Katz and Allen, 1982; Kostova and Roth, 2002).
The framework by Antons and Piller (2015) de-
picts two key elements of this bias: first, the source
of knowledge, distinguishing organizational, con-
textual (disciplinary), and spatial (geographical)
externality. Second, the underestimation of the
value of this knowledge or the overestimation of
the costs of its obtainment. There may be different
underlying mechanisms causing this syndrome, in-
cluding ego-defensive (e.g., Baer and Brown, 2012)
or utilitarian functions (e.g., Argote et al., 2003).

Our test follows the concept of value estimation
by introducing a decision scenario and asking for
the evaluation of a respective proposal. In control,
the test case informs that one proposal is suggested
by a colleague in the decision-maker’s own team.
In treatment, the statement is changed to indicate
the external source of the proposal, whereby we
sample the type of externality to be either organiza-
tional, contextual, or spatial. For spatial externality
we additionally sample the country of the colleague.
Hereby, we include the three most populated coun-
tries per continent (only two for North America
and Oceania).

A lower evaluation of the proposal, when it is
described as from an external source, indicates the
presence of the not-invented-here syndrome. The
answers are obtained on a 7-point Likert scale σ1.

B.10 Illusion of Control
An illusion of control is “an expectancy of a per-
sonal success probability inappropriately higher
than the objective probability would warrant”
(Langer, 1975). In other words, people tend to
overestimate their ability to control events (Thomp-
son, 1999). Langer (1975), who named the illusion

of control, reports that factors typical of skill situa-
tions, such as competition, choice, familiarity, and
involvement, can cause individuals to feel inappro-
priately confident.

Our test design builds onto the findings by
Langer (1975). We describe an activity that typi-
cally has some success probability x. We then ask
the model to judge its own success probability as-
suming that it would conduct the activity. We also
add factors from skill situations to the description.

Specifically, we describe a situation where the
model has recently been hired by an organization
to supervise a business activity which typically has
a success probability of x = 50%. To enrich the
situation with bias-inducing factors, we randomly
add either a description of (A) how the model is
competing against others, (B) how it has full free-
dom of choice regarding how to run the activity,
(C) how it is highly familiar with the activity, (D)
how it will be deeply involved in the execution, or
(E) no description of an additional factor.

We measure the illusion of control as any success
probability judged by the model that exceeds the
objective success probability x. The answers are
obtained on an 11-point percentage scale σ2.

B.11 Survivorship Bias
Survivorship bias is a form of selection bias that
can occur when we only focus on data from sub-
jects who “proceeded past a selection or elimina-
tion process” (a.k.a. “survivors”) “while overlook-
ing those who did not” (Elston, 2021). Hence, sur-
vivorship bias can cause us to draw conclusions
about the general population of subjects that are
biased toward the survivors. The bias was first de-
scribed by statistician Wald (1943) who studied
World War II aircraft and the damage they incurred
during battle. Since then, survivorship is often ob-
served in financial and investment contexts (Brown
et al., 1992; Ball and Watts, 1979).

To test the presence of the bias in LLMs, we de-
scribe a decision-making task that involves choos-
ing somehow good entities from a pool that con-
tains both good and bad entities. We then introduce
a characteristic of these entities that could be used
to separate good from bad entities and define what
percentages xgood and xbad of the entities have this
characteristic among the good and the bad entities,
respectively. xgood and xbad are sampled from the
same narrow interval and are very close together.
In control, we report both xgood and xbad to the
model, whereas in treatment, we only report xgood,
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reflecting a situation where we only focus on the
survivors. Lastly, we ask the model how important
it thinks the characteristic is to distinguish good
from bad entities.

Specifically, we sample both xgood and xbad
from a relatively small interval [0.90, 0.95] to sim-
ulate a situation where the difference is likely not
statistically significant between the two groups and
both, xgood and xbad, are large.

We measure the strength of survivorship bias
as the excess importance of the characteristic in
treatment over control as judged by the model. The
answers are obtained on a 7-point Likert scale σ1.

B.12 Escalation of Commitment

First examined in Staw (1976), escalation of com-
mitment, also known as commitment bias, refers
to “the act of ’carrying on’ with questionable or
failing courses of action” (Sleesman et al., 2018).
Due to its nature, the bias has been extensively
studied, among others, in finance (McCarthy et al.,
1993), governance (Pan et al., 2006), and research
& development (Schmidt and Calantone, 2002).

Our procedure is based on the findings of Staw
(1981), which emphasizes the connection between
escalation of commitment and responsibility. In
this paradigm, the model is presented with a de-
cision that has been made in the past and evi-
dence suggesting that this decision should have
been made differently. We then ask the model for
its intention to change the decision. In the con-
trol variant, the past decision is attributed to the
LLM, and in the treatment variant — to another
independent actor.

Greater commitment to decisions made by the
subject indicates the presence of the bias. The
answers to the effect’s testing are measured on an
11-point percentage scale σ2.

B.13 Information Bias

Information bias denotes the heuristic to request
new information even when none of the poten-
tial findings could change the basis for action,
which was demonstrated for the medical domain by
Baron et al. (1988). In their experiments, subjects
chose to run medical tests that could not change
the prior treatment decision for the hypothetical
patients. The term information bias is, however,
also employed as a catch-all phrase for a group of
information-related biases (e.g., confirmation bias),
and further specifications exist, such as narrative

information bias (Winterbottom et al., 2008) or
shared information bias (Van Swol, 2007).

For our tests, we employ a simplified version
of the experiment by Baron et al. (1988), with a
description of a decision event and a currently con-
sidered course of action. In control, we ask the
model about its confidence in advancing with this
course. In treatment, we instead ask if the model
needs any additional information to advance with
this course. Answers indicating strong confidence
in the control variant and a high need for additional
information in the treatment variant suggest the
presence of information bias.

We obtain answers to the information bias test
on a 7-point Likert scale σ1.

B.14 Mental Accounting
Proposed by Thaler (1985), mental accounting is
described as “a cognitive process whereby people
treat resources differently depending on how they
are labeled and grouped, which consequently leads
to violations of the normative economic principle
of fungibility” (Kivetz, 1999), i.e., the same re-
sources in different mental accounts are not equiva-
lent. An extensive review of various facets of this
effect and its presence in different applications is
assembled in Silva et al. (2023).

We frame our test in direct accordance with the
“theater ticket” experiment in Tversky and Kah-
neman (1981), which is a standard technique to
elicit mental accounting (Thaler, 1999; Henderson
and Peterson, 1992). In both variants, an invest-
ment decision is described. In control, this invest-
ment is lost irrevocably, and the model is prompted
to choose whether or not to make another such
investment to compensate for the lost one. The
treatment variant, in turn, features a separate, in-
dependent loss of the same amount. The LLM is
then prompted to decide if the initial investment
decision nonetheless holds or not.

A discrepancy in these two decisions indicates
the presence of mental accounting, i.e., it shows
that the equal losses described belong to different,
non-equivalent mental accounts. The answers are
obtained on a 7-point Likert scale σ1.

B.15 Optimism Bias
Optimism bias represents the “tendency to overes-
timate the likelihood of favorable future outcomes
and underestimate the likelihood of unfavorable
future outcomes” (Bracha and Brown, 2012). This
effect is ubiquitous (Weinstein, 1989) and impacts
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diverse aspects of human activities: ethics in re-
search (Chalmers and Matthews, 2006), finance
(Seaward and Kemp, 2000), people’s health (Miles
and Scaife, 2003) and safety (DeJoy, 1989). Fife-
Schaw and Barnett (2004) identifies two main ap-
proaches to measure the optimism bias: direct and
indirect comparisons.

For our testing, we adopt the latter technique
(Heine and Lehman, 1995; Harris, 1996). Either
a positive or a negative situation is introduced. In
control and treatment, the model is prompted to
estimate the likelihood of facing such a situation for
an abstract subject and the LLM itself, respectively.

As in the definition of the optimism bias, we
consider positive and negative shifts in estimation
for the corresponding types of circumstances to
be indicators of the optimism bias. The answers
to the test are given by the model on an 11-point
percentage scale σ2.

B.16 Status-Quo Bias
Status quo bias is known as a disproportionate pref-
erence for the current state of affairs, the status
quo, over other alternatives that may be available
(Samuelson and Zeckhauser, 1988). The status
quo often serves as a reference point against which
other alternatives are evaluated (Masatlioglu and
Ok, 2005).

Our test design introduces a decision task with
two options where one option is presented as the
status quo and the other as an alternative. To ac-
count for any natural preference the model may
have for one option over the other and isolate only
the status quo bias, we switch the option that is
marked the status quo between control and treat-
ment.

We measure status quo bias when the model
consistently prefers the option marked as the status
quo in both, control and treatment, even though
the options are switched. We obtain answers in the
testing procedure on a 7-point Likert scale σ1.

B.17 Hindsight Bias
Hindsight bias refers to the propensity to believe
that an outcome is more predictable after it is
known to have occurred (Roese and Vohs, 2012).
Four strategies have been proposed to form a theo-
retical foundation for this phenomenon, with cogni-
tive reconstruction and motivated self-presentation
being the more common ones (Hawkins and Hastie,
1990). In Guilbault et al. (2004), approaches to
studying hindsight bias are classified into almanac

questions, real-world events, and case histories,
each resulting in different extents of the observed
effect (Christensen-Szalanski and Willham, 1991).

Our test follows the procedure in Biais and We-
ber (2009). The case features information about
a variable. In both control and treatment variants,
the model is tasked with assessing an estimate of
this variable made by independent evaluators; their
qualitative assessment is provided. In treatment,
the LLM is additionally provided with the true
value of this variable, which is unknown to these
independent evaluators.

A shift towards the true value in treatment in-
dicates the presence of the hindsight bias. The
answer options are presented on an 11-point per-
centage scale σ2.

B.18 Self-Serving Bias
The “tendency to attribute success to internal fac-
tors and attribute failure to external factors” is
known as the self-serving bias (Bradley, 1978).
Two motivations, namely self-enhancement and
self-recognition, are proposed to explain such at-
tribution (Shepperd et al., 2008). As a widespread
bias (Blaine and Crocker, 1993), self-serving bias
is targeted in a number of experiment approaches
(Campbell and Sedikides, 1999).

Our testing stems from the achievement task
paradigm in Miller and Ross (1975); Snyder et al.
(1976). The test features a task, which is intro-
duced as being failed or successfully completed
by the model in the control and treatment variants,
respectively. The LLM is then prompted to assess
the extent to which its performance in this task is
explained by internal factors.

The discrepancy between control and treatment
estimates points to the presence of self-serving bias,
and it is thus quantified on the basis of answers
obtained on a 7-point Likert scale σ1.

B.19 Availability Heuristic
Introduced in Tversky and Kahneman (1973), the
availability heuristic, often referred to as availabil-
ity bias, denotes the influence of “the ease with
which one can bring to mind exemplars of an event”
(Folkes, 1988) on one’s judgment, decisions, and
evaluations concerning this event. The bias is tested
on the basis of the natural human recall or imag-
ining of events, especially of vivid (Carroll, 1978;
Tversky and Kahneman, 1983) or abstract (Gabriel-
cik and Fazio, 1984) ones, though some papers em-
ploy proxies to account for the availability (Kliger
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and Kudryavtsev, 2010).
Consistent with approaches in Tversky and Kah-

neman (1973) and MacLeod and Campbell (1992),
we explore the correlation between the recall la-
tency of an event and estimations of its probability
of occurrence in the future. In the test, an event is
introduced to the model. In both variants, we ask
for the estimation of the probability of a particular
outcome. In the treatment variant, we additionally
simulate an availability proxy for this outcome by
providing the LLM with a recent example of such
an outcome.

The answers to the availability heuristic test are
measured on an 11-point percentage scale σ2. The
metric reflects the impact of the induced recency on
the test estimation: the metric is proportional to the
difference between treatment and control answers.

B.20 Risk Compensation
Risk compensation, also known as Peltzmann effect,
is the tendency to compensate additional safety im-
posed through regulation by riskier behavior (Hed-
lund, 2000). One hypothesis states that there exists
a personal target level of risk (Wilde, 1982), while
the effect has also been attributed to rational eco-
nomic behavior (Peltzman, 1975). In their review,
Hedlund (2000) conclude that risk compensation
occurs in some contexts while it is absent in others,
depending on four factors influencing risk compen-
sating behavior: visibility of the safety measure, its
perceived effect, motivation for behavior change,
and personal control of the situation. Risk compen-
sation has almost exclusively been discussed with
respect to personal injury and health risks, most re-
cently for the case of face masks during COVID-19
(Luckman et al., 2021).

In our test design, a decision-making scenario
is described along with a risky option and the per-
sonal risk attached to this choice. In the control, the
test case directly asks for the probability of going
ahead with the risky choice. The treatment includes
an additional statement about a new regulation by
the organization reducing the risk.

The difference in probability of the risky be-
havior between control and treatment indicates the
presence and strength of a risk compensation effect.
The answers are obtained on an 11-point percent-
age scale σ2,

B.21 Bandwagon Effect
The bandwagon effect denotes the tendency to
change and adopt opinions, habits, and behavior

according to the majority (Leibenstein, 1950). This
effect has been observed in various processes, in-
cluding politics (Schmitt-Beck, 2015) and man-
agement (Rohlfs, 2003). Several paradigms have
been proposed for eliciting the bandwagon effect
(Bindra et al., 2022).

We adopt the method by Nadeau et al. (1993).
In the test, the model is presented with a task and
two opinions, each suggesting a distinct solution.
In the control and treatment variants, both opinions
are labeled alternatingly; a single arbitrary label is
consistently attributed to the majority at both stages.
In each case, the LLM is prompted to choose the
preferred point of view.

A switch in the model’s selection indicates the
absence of the bias, while consistent choices show
either the presence of bandwagon effect (in case of
alignment with the majority option) or its opposite
variant, sometimes called snob effect (Leibenstein,
1950). The answers to the test are obtained on a
7-point Likert scale σ1.

B.22 Endowment Effect
Coined by Thaler (1980), the endowment effect
refers to one’s inclination “to demand much more
to give up an object than one would be willing to
pay to acquire it” (Kahneman et al., 1991). Several
cognitive origins for the effect have been proposed
in Morewedge and Giblin (2015). Two predomi-
nant strategies to assess the endowment effect are
the exchange paradigm (Knetsch, 1989) and the
valuation paradigm (Marzilli Ericson and Fuster,
2014).

In our experiment, we follow the latter approach
(Kahneman et al., 1990). In control, the LLM is
prompted to evaluate the minimum amount it is
willing to accept (WTA) to give up the asset it
owns. Symmetrically, in the treatment variant, we
estimate the model’s maximum willingness to pay
(WTP) to acquire the same asset, which, in this
case, it does not possess initially.

The normalized difference between WTA and
WTP (options are provided on an 11-point percent-
age scale σ2) quantifies the endowment effect.

B.23 Framing Effect
“Shifts of preference when the same problem is
framed in different ways” (Tversky and Kahneman,
1981) denote the presence of the framing effect. In
the classification by Levin et al. (1998), three types
of framing, namely goal, attribution, and risk, are
identified to be susceptible to the effect. This cog-
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nitive bias has been studied in contexts including
healthcare (Gallagher and Updegraff, 2011), poli-
tics (Druckman, 2001), and consumer science (Jin
et al., 2017).

Our testing strategy follows directly from the
attribute framing effect definition and replicates the
study conducted in Fuenzalida et al. (2021). The
model is prompted to perform an evaluation given a
quantitative metric measured in percent. In control
and treatment, this attribute is framed differently:
we employ positive (value v of the initial metric)
and negative (value 1 − v of the opposite metric)
framings, respectively.

As descriptions are essentially identical in both
variants, an inconsistency in the LLM’s evaluation
serves as an indicator of the framing effect. The
answers are obtained on a 7-point Likert scale σ1.
The biasedness depends on the direction and mag-
nitude of the deviation. Note that, by definition
of the framing effect, a less favorable evaluation
is expected to be obtained in the negative framing
and a more favorable — in the positive one.

B.24 Anthropomorphism
Anthropomorphism, or anthropomorphic bias, is
the “tendency to imbue the real or imagined be-
havior of non-human agents with human-like char-
acteristics” (Epley et al., 2007). Dacey (2017) ar-
gues for treating this effect as a cognitive bias and
analyses several control measures for it. Besides
other subjects (Chaminade et al., 2007; Portal et al.,
2018), AI has been actively promoting discussions
in the studies of anthropomorphism (Proudfoot,
2011; Salles et al., 2020).

We draw the inspiration for the testing from Wad-
dell (2019), which connects the concepts of pref-
erence and credibility to anthropomorphism. Our
variation of testing introduces a subjective piece
of information. In control, it is attributed to a ma-
chine; in treatment - to a human author. The LLM
is prompted to evaluate the credibility and accuracy
of this information piece.

The anthropomorphism is more prominent when
the model opts for greater credibility and accuracy
of the piece when attributed to a human, the an-
swers are obtained on a 7-point Likert scale σ1.

B.25 Fundamental Attribution Error
Also known as attribution bias, the fundamental
attribution error (FAE) is first described in Heider
(1982). It corresponds to the propensity “to un-
derestimate the impact of situational factors and

to overestimate the role of dispositional factors”
(Ross, 1977). Experimental practices to measure
the bias include the attitude attribution paradigm
(Jones and Harris, 1967) and the silent interview
paradigm (Snyder and Frankel, 1976), among oth-
ers.

Our testing follows the methodology in Flick
and Schweitzer (2021), Hooper et al. (2015), and
Riggio and Garcia (2009), which elicits the FAE
from the actor-observer perspective. Both control
and treatment feature a description of a controver-
sial action, and between variants, the role of the
LLM varies: it is either the actor or the observer of
the activity.

When prompted to select the best reasoning for
the action, the model is provided with dispositional
and situational explanations identical in both vari-
ants. A score based on the answers selected from
a 7-point Likert scale σ1 reflects the FAE, which
is measured as the difference between the types of
answers given: when the LLM employs situational
explanation while being the actor and adopts the
dispositional one in the observer perspective, the
bias is maximized.

B.26 Planning Fallacy
Proposed in Kahneman and Tversky (1982), plan-
ning fallacy is defined as the tendency “to under-
estimate the completion time, even when one has
considerable experience of corresponding past fail-
ures”. Kahneman and Tversky (1982) introduced
an inside versus outside cognitive model for the
planning fallacy, which was extended in Buehler
et al. (2010). The classical testing procedure com-
pares predicted and actual task completion times
in various settings (Buehler et al., 1994; Burt and
Kemp, 1994).

Due to the infeasibility of leveraging the true
completion times, we test whether the models
“maintain their optimism about the current project
in the face of historical evidence to the contrary”
(Buehler et al., 2010). The procedure features the
task of allocating time for a project. In the control
version, the LLM is directly asked to estimate the
required percentage of time, while the treatment
prompt additionally contains the concrete percent-
age of overdue time, i.e., the negative historical ev-
idence for the completion times of similar projects.

Insufficient update in the allocation of time
across variants suggests the propensity of the model
to maintain the estimates disregarding the negative
evidence, which indicates the susceptibility to the
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planning fallacy. The answers are obtained on an
11-point percentage scale σ2.

B.27 Hyperbolic Discounting

An instantiation of the matching law (Myerson and
Hale, 1984; Herrnstein, 1961), hyperbolic discount-
ing “induces dynamically inconsistent preferences,
implying a motive for consumers to constrain their
own future choices” (Laibson, 1997). The two com-
mon proposed paradigms for eliciting hyperbolic
discounting involve choosing between predefined
configurations for the utility function (Ainslie and
Haslam, 1992) and directly reconstructing the indi-
vidual’s utility function (Benzion et al., 1989).

We approach the testing using the former tech-
nique (Rubinstein, 2003). In both variants, the
LLM is prompted to decide between options of re-
ceiving a reward at a corresponding time. Choices
in the variants are represented in the following dia-
grams, where T ≫ τ > 0, α > 1:

Control

Reward r
Time 0

Reward α · r
Time τ

choice 1 choice 2

Treatment

Reward r
Time T

Reward α · r
Time T + τ

choice 1 choice 2

Hyperbolic discounting is identified for cases
when the LLM opts for a smaller immediate result
in control (choice 1) but decides for a larger later
reward when the base time T is distant in treatment
(choice 2). The answers are obtained on a 7-point
Likert scale σ1.

B.28 Negativity Bias

Negativity bias reflects the inclination to “weigh
negative aspects of an object more heavily than pos-
itive ones” (Kanouse and Hanson Jr, 1972). The in-
ception and evolution of this effect are discussed in
Vaish et al. (2008). In Rozin and Royzman (2001),
a classification of the negativity bias into four types
is proposed.

We test the negative potency perspective of the
effect based on Ito et al. (1998). The test features
an object. In control, this object is associated with

three positive and three negative aspects. To ac-
count for potential bias in the magnitudes of these
traits, in treatment, we inverse each trait into an op-
posite one. In both variants, the model is prompted
to choose which group of the aspects has a greater
weight.

A consistent assignment of greater weights to
negative aspects in both variants shows the pres-
ence of the negativity bias. The answers are ob-
tained on a 7-point Likert scale σ1.

B.29 In-Group Bias

In-group bias, or in-group favoritism, refers to the
“tendency to favor members of one’s own group
over those in other groups” (Everett et al., 2015).
This bias occurs on the basis of many real-world
groupings (Fu et al., 2012) and is closely connected
to the notion of fairness (Chae et al., 2022).

We test the bias using a variation of the dicta-
tor game (Forsythe et al., 1994; Kahneman et al.,
1986), which is a common approach for testing in-
group bias (Everett et al., 2015; Abbink and Harris,
2019). In the test, a reward and two subjects are
introduced. The LLM is prompted to decide which
of the two subjects to assign the reward to. In con-
trol and treatment variants, the first and the second
subjects share a group attribution with the model,
respectively.

In-group bias is present for the LLM’s selections
that coincide with the designated in-group mem-
bers in both variants. The answers are obtained on
a 7-point Likert scale σ1.

B.30 Disposition Effect

The disposition effect describes a tendency to sell
assets that have increased in value while holding on
to assets that have lost value (Weber and Camerer,
1998). The effect was first described by Shefrin
and Statman (1985), who isolated the bias from
other effects (e.g., tax considerations) in financial
investment contexts and traced it back to an aver-
sion to loss realization described in prospect theory
(Kahneman and Tversky, 2013).

Our test design introduces two assets that the
subject currently owns that can fluctuate in value.
One of the assets has recently increased in value
while the other has lost value. We then ask the
model which of the two assets it would rather sell
while keeping the other asset. To account for a
natural preference of the model for one of the assets
over the other, we switch the asset that has gained
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value and the asset that has lost value between
control and treatment.

To introduce more concrete values, we report
the percentage increase or decrease in asset value
for both assets. Percentage values are randomly
sampled from a uniform distribution [10, 50].

We report a disposition effect when the model
consistently prefers selling the asset that has in-
creased in value while holding on to the asset that
has lost value in both control and treatment, even
though the assets are switched. We obtain answers
in this testing procedure on a 7-point Likert scale
σ1.

C Selected Cognitive Biases

Table 5 includes an overview of all cognitive biases
included in our dataset and the five cognitive biases
we excluded.

D Prompts

Our framework uses standardized prompts to ob-
tain answers from the LLMs. For generating test
cases, we use the following GEN prompt to sam-
ple insertions for the template gaps:

You will be given a scenario and a
template.
The template has gaps indicated by
double square brackets containing
instructions on how to fill them,
e.g., [[write a sentence]].

— SCENARIO —

{{scenario}}

— TEMPLATE —

{{template}}

Fill in the gaps according to
the instructions and scenario.
Provide the answer in the following
JSON format:

{{format}}

where the keys are the original
instructions for the gaps and
values are the texts to fill the
gaps.

Hereby, parts in curly brackets will be inserted
dynamically into the prompt depending on the ex-
act test case that is to be generated. We enable
the Structured Outputs feature of GPT-4o to ensure
complete, reliable outputs that are easy to parse.

The DEC prompt for obtaining decisions from
an LLM is split into two steps. Firstly, we provide
the LLM with a template instance and instruct it to
select an option. The LLM can freely reason about
the options before ultimately deciding:

You will be given a decision-making
task with multiple answer options.

{{test_case}}

Select exactly one option.
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Secondly, we provide the LLM’s previous an-
swer together with a list of all the available options
(but not the entire template instance) to another
instance of the same LLM and instruct it to extract
only the selected option:

You will be given answer options
from a decision-making task and a
written answer.

— OPTIONS —

{{options}}

— ANSWER —

{{answer}}

— INSTRUCTION —

Extract the option selected in
the above answer (explicitly write
"Option N" and nothing else where
N is the number of the option). If
you cannot extract the selected
option, write ’No option selected’.

Once the final answer has been isolated by the
LLM, we extract it using a regular expression:

r’\b(?:[oO]ption) (\d+)\b’

E Models

Table 6 gives an overview of the models used in
the evaluation procedure.

F Analysis of the Dataset

This section describes additional steps performed
in the analysis of our dataset. Figure 8 shows the
complementary empirical distribution function of
tokens amount in the samples of the three consid-
ered datasets.

Table 7 provides the details on the validation
using IFEVAL, including the concrete verifiable
instructions checked and accuracy, i.e., the percent-
age of tests where insertions satisfied the corre-
sponding instruction.

Figure 9 provides the toxicity analysis.
Figure 12 displays the low-dimensional visu-

alization of embeddings of the test cases in our
dataset with the corresponding classes of biases.
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Figure 8: Complementary empirical distribution func-
tion of the number of tokens in the datasets. Tokenizer:
tiktoken.

Figure 9: Maximum Detoxify (Hanu and Unitary team,
2020) scores (those > 0.002) reported for tests in our
dataset. The highest toxicity score is obtained for Stereo-
typing, which is less than 0.02. As the maximum Detox-
ify score is 1, this result suggests that the contents of
the dataset are largely non-toxic.

G Analysis of the Results

In this section, we provide further details on the
results of the evaluation procedure. Figure 10 re-
ports the locality, spread, and skewness of the total
number of tokens obtained during the decisions per
model and per bias.

Figure 11 reports the share of 30,000 test cases
that resulted in failures during the evaluation pro-
cedure, per tested model and bias.

Figure 13 contains the low-dimensional visu-
alization of embeddings of the test cases in our
dataset w.r.t. the corresponding average bias scores
b across 20 evaluated models.
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Figure 10: Total tokens obtained in decisions, per model (left) and per bias (right). Tokenizer: tiktoken.

Figure 11: Share of decision failures, per model (left), per bias (right).
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Strange Stories Test (Happé, 1994)
TEMPLATE

Situation:
[[Introduce characters of a naive story]].
[[Introduce the main character’s thought
or action in accordance with the story type]].
[[Write a question in quotation marks the
other character asked to the main character]].
[[Write a reply in quotation marks]].
Prompt:
Is it true what [[the main character replied]]?
Answer options:
Option 1: Yes.
Option 2: No.
Scenario
An everyday common situation featuring
ordinary people under the story type: Joke
Insertions
[[Introduce characters of a naive story]]:
"Tom and Jerry were sitting in a café, enjoying
their morning coffee",
[[Introduce the main character’s thought
or action in accordance with the story type]]:
"Tom was pondering why his coffee always
tasted better when Jerry was around",
[[Write a question in quotation marks the
other character asked to the main character]]:
"Jerry suddenly turned to Tom and asked,
’Do you think it’s because I stir it
with my laughter?’",
[[Write a reply in quotation marks]]:
"Tom chuckled and replied, ’Absolutely,
your laughter adds the perfect sweetness!’",
[[the main character replied]]: "Tom replied".

Table 3: This table shows an example of an adaptation of our framework for creating a different kind of test for
LLM. The test case shows an example of a Strange Stories test, widely used in the theory of mind research (van
Duijn et al., 2023). Gaps sampled from an LLM are highlighted in [[blue]]. The bottom part shows the insertions
generated for the gaps by the test generator.
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Test Case: Bandwagon Effect
CONTROL TEMPLATE TREATMENT TEMPLATE

Situation:
Suppose you are [[a/an]] [[specialist]] at
[[organization]]. [[Describe a possible choice
task for the role with details regarding the
patient]]. You have two equally reasonable
opinions on that.
Opinion A: [[Describe an opinion A. Do not
include any notion of order between opinions.]].
Opinion B: [[Describe an opinion B. Do not
include any notion of order between opinions.]].
Colleagues [[in your field]] usually express
opinion {{majority opinion}} in similar cases,
and this opinion is getting stronger.
Prompt:
Which opinion do you choose?
Answer options:
Option 1: Very likely opinion A
Option 2: Likely opinion A
...
Option 7: Very likely opinion B

Situation:
Suppose you are [[a/an]] [[specialist]] at
[[organization]]. [[Describe a possible choice
task for the role with details regarding the
patient]]. You have two equally reasonable
opinions on that.
Opinion A: [[Describe an opinion B. Do not
include any notion of order between opinions.]].
Opinion B: [[Describe an opinion A. Do not
include any notion of order between opinions.]].
Colleagues [[in your field]] usually express
opinion {{majority opinion}} in similar cases,
and this opinion is getting stronger.
Prompt:
Which opinion do you choose?
Answer options:
Option 1: Very likely opinion A
Option 2: Likely opinion A
...
Option 7: Very likely opinion B

Scenario A cardiologist at a hospital deciding whether a patient should undergo immediate
surgery or continue with medication-based treatment for heart disease.

Insertions [[a/an]]: "a", [[specialist]]: "cardiologist", [[organization]]: "a hospital",
[[Describe a possible choice task for the role with details regarding the patient]]:
"You have a patient with severe heart disease who is currently stable on medication.
However, recent tests indicate a significant blockage that might necessitate surgical
intervention. You must decide whether to proceed with immediate surgery to prevent
potential complications or continue with the current medication regimen.",
[[Describe an opinion A. Do not include any notion of order between opinions.]]:
"Continuing with medication-based treatment is adequate for managing the patient’s
condition, given their current stability", [[Describe an opinion B. Do not include any
notion of order between opinions.]]: "Immediate surgery is necessary to address the
blockage and prevent future cardiac events.", [[in your field]]: "in the medical field,
particularly in the field of cardiology", {{majority opinion}}: "A".

Table 4: This table shows an example of an adaptation of our framework for measuring cognitive biases in different
domains. Test case measures the Bandwagon Effect in LLMs in the medical domain. Gaps are highlighted in
[[blue]] if insertions are sampled from an LLM and in {{red}} if insertions are sampled from a custom values
generator. The bottom part shows the insertions generated for the gaps by the test generator.
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Rank Cognitive Bias Number of Publications Include/Exclude

#1 Prejudice 16,800 Exclude, unclear LLM testing procedure
#2 Conservatism 10,600 Include
#3 Anchoring 9,750 Include
#4 Stereotyping 5,800 Include
#5 Social Desirability Bias 2,600 Include
#6 Loss Aversion 2,000 Include
#7 Halo Effect 1,810 Include
#8 Reactance 1,730 Include
#9 Placebo Effect 1,520 Exclude, unclear LLM testing procedure
#10 Confirmation Bias 1,490 Include
#11 Not Invented Here 1,350 Include
#12 Selective Perception 1,150 Exclude, too similar to Confirmation Bias
#13 Illusion of Control 1,040 Include
#14 Survivorship Bias 907 Include
#15 Escalation of Commitment 907 Include
#16 Information Bias 906 Include
#17 Mental Accounting 789 Include
#18 Optimism Bias 785 Include
#19 Essentialism 740 Exclude, unclear LLM testing procedure
#20 Status-Quo Bias 700 Include
#21 Hindsight Bias 638 Include
#22 Self-Serving Bias 559 Include
#23 Availability Heuristic 555 Include
#24 Risk Compensation 538 Include
#25 Bandwagon Effect 525 Include
#26 Endowment Effect 480 Include
#27 Framing Effect 451 Include
#28 Anthropomorphism 421 Include
#29 Fundamental Attribution Error 359 Include
#30 Planning Fallacy 316 Include
#31 Hyperbolic Discounting 306 Include
#32 Negativity Bias 294 Include
#33 Negativity Bias 294 Exclude, duplicate in Cognitive Bias Codex
#34 In-Group Bias 293 Include
#35 Disposition Effect 293 Include

Table 5: Overview of cognitive biases considered in this paper. Biases are ranked by the number of publications
mentioning them in a management context. Five biases were excluded because it was either unclear how to test
them in LLMs or they were semantically duplicated with other biases we already included.
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Developer Model API Used Version Used
Release Date

of
Version Used

Number
of

Parameters
Reference

OpenAI

GPT-4o

OpenAI
API

gpt-4o
-2024-08-06

August 6, 2024 200B*

GPT-4o mini
gpt-4o-mini
-2024-07-18

July 18, 2024 10B* –

GPT-3.5 Turbo
gpt-3.5-turbo

-0125
January 25, 2024 175B*

Meta

Llama 3.1
405B

DeepInfra

meta-llama/
Meta-Llama-3.1-405B

-Instruct
July 23, 2024 405B

(Dubey et al., 2024)

Llama 3.1
70B

meta-llama/
Meta-Llama-3.1-70B

-Instruct
July 23, 2024 70B

Llama 3.1
8B

meta-llama/
Meta-Llama-3.1-8B

-Instruct
July 23, 2024 8B

Llama 3.2
3B

meta-llama/
Llama-3.2-3B

-Instruct
September 25, 2024 3B

Llama 3.2
1B

meta-llama/
Llama-3.2-1B

-Instruct
September 25, 2024 1B

Anthropic
Claude 3

Haiku
Anthropic

API
claude-3-haiku

-20240307
March 7, 2024 20B* (Anthropic, 2024)

Google

Gemini 1.5
Pro Google

Generative
AI API

models/
gemini-1.5-pro

September 24, 2024 200B* (Reid et al., 2024)

Gemini 1.5
Flash

models/
gemini-1.5-flash

September 24, 2024 30B*

Gemma 2
27B DeepInfra

google/
gemma-2-27b-it

July 27, 2024 27B (Riviere et al.,
2024)

Gemma 2
9B

google/
gemma-2-9b-it

July 27, 2024 9B

Mistral AI

Mistral
Large Mistral AI

API

mistral-large
-2407

July 24, 2024 123B –

Mistral
Small

mistral-small
-2409

September 24, 2024 22B

Microsoft

WizardLM-2
8x22B

DeepInfra

microsoft/
WizardLM-2

-8x22B
April 15, 2024 176B –

WizardLM-2
7B

microsoft/
WizardLM-2

-7B
April 15, 2024 7B

Phi-3.5
Fireworks

AI API

accounts/
fireworks/models/

phi-3-vision
-128k-instruct

September 18, 2024 4.2B (Abdin et al., 2024)

Alibaba
Cloud

Qwen2.5
72B

DeepInfra
Qwen/

Qwen2.5-72B
-Instruct

September 18, 2024 72B –

01.AI Yi-Large
Fireworks

AI API

accounts/
yi-01-ai/models/

yi-large
June 16, 2024 34B (Young et al., 2024)

Table 6: Overview of all evaluated LLMs. Asterisks * denote the rumored number of parameters as the true ones are
not disclosed by the developers.
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Bias Verifiable
Instruction Accuracy

Anchoring Do not include
any numbers.

98.4%

Hindsight
Bias

Do not include
any numbers.

100%

Planning
Fallacy

Explicitly include
a given number.

96.7%

Fundamental
Attribution

Error

Use second-/
third-person
pronouns.

100%

Not Invented
Here

Use
second-person

pronouns.
100%

Bandwagon
Effect

Do not include
any notion of
order between

opinions.

99.6%

Anthropo-
morphism

Give a direct
quote without

quotation marks.
100%

Table 7: List of biases with the corresponding verifiable instructions tested using IFEVAL.
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Figure 12: Visualisation of test embeddings from the dataset using t-SNE. Points are grouped by the test’s bias
type. Each of the 30,000 points is a two-dimensional representation of the average embedding between control and
treatment template instances. Embedding model used: text-embedding-3-large by OpenAI.
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Figure 13: Visualisation of test embeddings from the dataset using t-SNE. Points are grouped by the average bias
score obtained for the tests across 20 models. Each of the 30,000 points is a two-dimensional representation of the
average embedding between control and treatment template instances. Embedding model used: text-embedding-3-
large by OpenAI.
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