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Abstract
Group conversational AI, especially within dig-
ital workspaces, could potentially play a cru-
cial role in enhancing organizational commu-
nication. This paper introduces Effervesce, a
Large Language Model (LLM) powered group
conversational bot integrated into a multi-user
Slack environment. Unlike conventional con-
versational AI applications that are designed
for one-to-one interactions, our bot addresses
the challenges of facilitating multi-actor con-
versations. We first evaluated multiple open-
source LLMs on a dataset of 1.6k group con-
versation messages. We then fine-tuned the
best performing model using a Parameter Ef-
ficient Fine-Tuning technique to better align
Effervesce with multi-actor conversation set-
tings. Evaluation through workshops with 40
participants indicates positive impacts on com-
munication dynamics, although areas for fur-
ther improvement were identified. Our findings
highlight the potential of Effervesce in enhanc-
ing group communication, with future work
aimed at refining the bot’s capabilities based
on user feedback.

1 Introduction

In the era of digital workspaces, organizations are
increasingly communicating using different online
tools that facilitate interaction and collaboration
on the level of the entire organization or in teams
(Sinclaire and Vogus, 2011, e.g.,). Recent studies
have highlighted the importance of online collabo-
ration software (OCSs), particularly for teamwork,
and even more specifically, for distributed, virtual
teams (Gilson et al., 2015; Ford et al., 2017; Laiti-
nen and Valo, 2018). Organizational virtual teams
are relatively small, task-oriented groups of indi-
viduals who are often physically distributed to mul-
tiple locations nation- or worldwide, and mostly
work technology-mediated toward a common goal
(Berry, 2011; Lipnack and Stamps, 2008). When
shared physical premises are lacking, the impor-
tance of online collaboration software becomes

even more evident: It becomes the site where both
work-related and relational team processes take
place (e.g., Laitinen and Valo, 2018; Gibbs et al.,
2008; Laitinen et al., 2021). OCSs, thus, facilitate
various team processes across temporal and phys-
ical boundaries, as well as allow team members
to get to know each other by providing a shared
platform for the team to socialize on (Stoeckli et al.,
2020).

Researchers have extensively discussed how
technology integrates into organizational life: it
shapes social action of organization members and
technology itself is also shaped through people
using it (Leonardi and Barley, 2010; Orlikowski,
2007) . During the past few years, the development
of Large Language Models (LLMs) and chatbots
built using them has radically changed the type of
technologies used in organizational communica-
tion. Through the advances of communicative AI,
the role of technology develops from a tool that
affords communication to a tool that participates in
human interaction. In communication scholarship,
the term "communicative AI" has been coined to re-
fer to devices, applications, and algorithms capable
of communicating in natural language and adapting
to real-life conversational situations (Guzman and
Lewis, 2020; Jones, 2014). In computer science,
these applications have been discussed under the
term conversational AI (e.g., Kulkarni et al., 2019;
McTear, 2022). The future projections of compa-
nies such as OpenAI even suggest that nonhuman
conversational agents could soon be indistinguish-
able from humans (B., 2023).

In this study, we start from the premise that com-
municative AI applications, communication tools
that are enhanced with LLMs and Generative AI
(GenAI), could play a critical role in facilitating
effective group conversations. Traditional conversa-
tional AI applications are predominantly designed
for one-to-one interactions in the form of chat [1,2],
which also applies to the most widely used conver-

502



sational AI tools such as ChatGPT or Microsoft
Copilot also used in a professional context. To fa-
cilitate team conversation and collaboration, the
conversational AI should be able to take part in
group conversations. This generates a need for
models and applications that can support many-
to-many conversations. Such an AI application
could enter the team OCS with its own account
and join the conversation almost as a team member.
In addition, it should be able to read the flow of
conversation and adapt to the language style of the
team.

In this work, we introduce Effervesce, an LLM-
powered group conversational bot operating on
Slack designed to integrate into group conversa-
tions and engage as an AI team member in the orga-
nization’s digital workspace. To power our chatbot,
or more accurately a socialbot (Gehl and Bakard-
jieva, 2016), we evaluate various open source mod-
els that provide us with robust version control and
help address data privacy concerns. Increasingly,
alternative open source LLMs are being introduced
in multiple recent works, including Llama (Tou-
vron et al., 2023b; Grattafiori et al., 2024), Mistral-
7B (Jiang et al., 2023), and Qwen (Bai et al., 2023).
We created a group-conversational dataset from
the 1,608 messages posted on a Slack channel of
a single team. In our preliminary evaluations of
various open-sourced LLMs with our group con-
versational dataset, we observed that such models
struggled to capture the language style and struc-
ture of the conversational context. We selected
the best-performing model, a fine-tuned variant of
Mistral-7B, to power Effervesce.

We addressed the identified issues with context
understanding by fine-tuning the selected LLM. We
acknowledge that there are substantial costs and
environmental implications associated with train-
ing and fine-tuning such large machine learning
models (Jiang et al., 2024). To minimize these ef-
fects, we experimented with a Parameter-Efficient
Fine-Tuning (PEFT) technique, known as QLoRA
(Dettmers et al., 2023). This method allowed us
to update only a small fraction of the total 7+ bil-
lion parameters while maintaining the pre-trained
model’s performance. Our fine-tuned version of
the model managed to learn from the training data
while maintaining a good generalization level.

To assess the fine-tuned Effervesce, we con-
ducted a qualitative evaluation through 10 work-
shop sessions, involving 40 participants in total.

The feedback was useful to guide future improve-
ment in our approach and, among others, indi-
cated that while the bot demonstrated improved
conversation and context awareness, it responded
too quickly and provided long detailed responses.

The contributions of this work are as follows.

i. We present Effervesce as a group conversation
chatbot integrated with Slack and designed to
engage with real-time multi-actor conversa-
tions.

ii. We document the dataset construction from a
team’s digital conversation messages, posted
on Slack.

iii. We evaluate the performance of multiple pre-
trained open-source LLMs on our multi-user
conversation dataset.

iv. We employ and document an efficient
QLoRA-based fine-tuning approach for an
LLM powering our group conversational chat-
bot.

v. We conduct a human-centric evaluation of
Effervesce through workshops with diverse
groups of users. The feedback provides in-
sights for future improvements of our chatbot.

In the following section, we summarize existing
research in group conversational AI systems, tech-
nicalities and costs concerning the pre-training and
fine-tuning of LLMs. In Section 3, we discuss the
methodology of this work, presenting details on
our dataset, LLM evaluation, and the fine-tuning
approach that we employ. We describe the experi-
ment and disseminate the results in Section 4, while
in Section 5 we provide a discussion of the results
and conclude this work. Lastly, in Section 6 we
list the future work leads that emerge from this
research.

2 Background and Related Work

Communication in organizations has increasingly
shifted to online collaboration software, where
teams collaborate in shared systems. Nowadays,
human users on such systems are increasingly ac-
companied by different AI tools designed to help
their workflows, knowledge management, and com-
munication. In general, the introduction of GenAI
tools in work life is expected to shape agency and
action in knowledge work: routines, processes,
and also professional interactions (Ramaul et al.,
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2024; Retkowsky et al., 2024) Previous studies on
conversational bots in organizations show how AI
agents can mediate human interaction and facili-
tate knowledge sharing (Chiang et al., 2024; Boyd
et al., 2020; Ramjee et al., 2024). Only a few stud-
ies have focused on bots that take part in group
conversations (Laitinen et al., 2021; Meske and
Amojo, 2018), but these bots have represented pre-
GenAI era bots with quite simple communication
capabilities. However, most conversational AI sys-
tems used and studied so far have been applications
that enable one-to-one or user-assistant interactions
(Liu et al., 2023; Touvron et al., 2023a; Jiang et al.,
2023; Serban et al., 2015). Consequently, research
has focused on communication processes such as
simple question-answering or knowledge sharing,
without exploring the application of LLMs in real-
time group conversations.

More recent works analyze the value of contex-
tual understanding in group conversation settings,
particularly relevant in online digital platforms like
Community Question and Answering, Slack, and
Reddit (Boyd et al., 2020), where multiple mem-
bers can engage in conversations across different
channels, threads, and topics. Various technical
and design challenges arise when employing such
multi-user conversational AI systems. Most no-
tably, the conversation AI system should be able
to follow the structure of the conversation and take
into account that there are multiple participants in-
volved. These challenges require AI models that
keep track of dynamic conversations, recognize
multiple speakers, and follow the discussion’s con-
text. Transformer-based architectures (Vaswani
et al., 2017; Devlin et al., 2019) proved that con-
textual embeddings can capture special language
features from text giving shape to the Natural Lan-
guage Processing (NLP) research landscape. This
attribute has enabled the development of Large
Language Models (LLM), which have shown supe-
rior performance on a wide range of benchmark
tasks. Early works like Bidirectional Encoder
Representations from Transformers (BERT) (De-
vlin et al., 2019) proved the power of pre-training
deep transformer-based models on massive textual
datasets to extract improved features from writ-
ten language. BERT was followed by other mod-
els like OpenAI’s Generative Pre-trained Trans-
former (GPT) models (Radford et al., 2019; Brown
et al., 2020), which demonstrated superior few-shot
learning capabilities. More recent models such as

Google’s Language Model for Dialogue Applica-
tions (LaMDA) (Thoppilan et al., 2022), Gemini
(Team, 2024), and Deepseek-R1 (DeepSeek-AI,
2025) have become foundational models for vari-
ous products and applications, including intelligent
chatbots.

These models often contain billions or even tril-
lions of parameters, posing significant challenges
for implementation. Training and deploying such
large models requires vast amounts of computa-
tional resources and energy, making them expen-
sive and less accessible. Fine-tuning these models
for specific tasks can also be computationally in-
tensive (Jiang et al., 2024). Recent works have
introduced various parameter-efficient fine-tuning
(PEFT) techniques as solutions to address these
challenges. Methods like Low-Rank Adaption
(LoRA) (Hu et al., 2021) and Quantized LoRA
(QLoRA) (Dettmers et al., 2023) provide alterna-
tive efficient techniques to fine-tune pre-trained
LLMs for specific data and application contexts,
by enabling training only on a small fraction of the
model’s parameters.

The challenges of enabling a chatbot to adopt dif-
ferent roles in multi-user conversations have been
identified and explored also by Boyd et al., 2020,
who introduced an augmented and fine-tuned GPT-
2 model (Radford et al., 2019), which emulates the
persona of a target actor based on previous conver-
sations they engaged with. Their large-scale Red-
dit dataset of 10.3 million conversations enabled
fine-tuning without employing parameter-efficient
techniques. However, such an approach can be
expensive or not feasible, especially for smaller
organizations or limited datasets.

3 Methodology

In this section, we describe our approach to build-
ing and evaluating Effervesce, our Slack-based
group conversation bot. First, we describe how we
constructed the group conversation dataset from
real Slack messages. Next, we explain the pro-
cess of evaluating, selecting, and efficiently fine-
tuning open-source LLMs, to power our chatbot.
Finally, we describe how we evaluated the bot’s per-
formance based on the quantitative metrics and the
qualitative feedback we received from human users
who interacted with our bot in workshop settings.
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3.1 Dataset Construction

We compiled a dataset of 1,608 Slack messages,
consisting of real-world day-to-day interactions be-
tween 7 members of a research group. The data set
was filtered to include only English messages. We
used "###" as a standard annotation to define roles
or users within our training data. As such, each
message was annotated following a specific tem-
plate that consists of 3 parts: "###" + USERNAME:
+ MESSAGE. To accommodate the model learning
the language style and structure from the training
data, we formatted the data as follows.

{
"context": "###YOU: Raw data, om nom nom!\n"

"###Jukka: There is no raw data, I
mind you!\n",↪→

"target": "###YOU: Raw data is an oxymoron.
- L. Gitelman ### END"↪→

}

Listing 1: Training Data Sample

Each data point consists of the context part,
which the model uses as a seed to start generat-
ing text, and the target, which corresponds to the
desired output, which the model will attempt to
learn. This approach allows the model to learn
the many-to-many structure of real-time group con-
versations by capturing conversation flow across
multiple roles. During our fine-tuning experiment,
we kept 321 data points as testing data, and the rest
was used to fine-tune a selected LLM.

3.2 Model Selection and Fine-Tuning

To address the challenges posed by multi-actor
conversation data, we experimented with top-
performing open source LLMs that were available
at the time when our experiment was conducted.
Specifically, we evaluate the performance of four
Llama-2 models (Touvron et al., 2023b), and two
variations of the Mistral 7B model (Jiang et al.,
2023), namely Mistral-7B-v0.1 and Mistral-7B-
Instruct-v0.1. The models we tested during the eval-
uation and selection phase were all in half-precision
floating point (FP16) format, non-quantized ver-
sions.

To fine-tune the best-performing foundation
model, we employ a Parameter-Efficient Fine-
Tuning (PEFT) technique known as QLoRA
(Dettmers et al., 2023). The authors of this ap-
proach claim it facilitates fine-tuning of a quantized

4-bit model without sacrificing the performance.
First, a high-precision technique is employed to
quantize a pre-trained model to 4-bit, then a set of
Low-Rank Adapter (LoRA) weights are introduced,
based on the strategy introduced by Hu et al., 2021.

3.3 Evaluation

We evaluate Effervesce using two methods. First,
we quantitatively measure the performance of the
selected language models using BLEU scores and
perplexity. Second, we perform a qualitative analy-
sis based on feedback from user workshops to as-
sess the bot’s interaction and overall performance.

3.3.1 Metrics for Language Models

We evaluate the performance of the LLMs we em-
ploy using two metrics: Bilingual Evaluation Un-
derstudy (BLEU) (Papineni et al., 2002) and per-
plexity.

BLEU is an n-gram-based metric for the syntac-
tic similarity between the generated text and target
text, provided as ground truth. This technique is
typically applied to Machine Translation problems,
however, its popularity has increased among var-
ious applications on natural language generation
systems (Sai et al., 2023). The range of BLEU
scores can be interpreted as a percentage, where a
score of 100% indicates a perfect syntactical match
between the two texts being compared.

The second metric that we use, perplexity, is a
standard metric that measures how well a language
model predicts a sequence of words or tokens from
a given text (Meister and Cotterell, 2021). A lower
perplexity score indicates that the model is less
"perplexed", and more accurate at predicting the
next tokens of a text. High perplexity score sug-
gests that the generative model is struggling to pre-
dict the next tokens comprising a certain target text.

3.3.2 Human Feedback Analysis

To implement Effervesce as a group conversational
bot, we integrated with Slack to listen for new mes-
sages on a specified channel and generate real-time
responses based on the discussion.
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Figure 1: Effervesce workflow diagram.

The workflow diagram in Figure 1 shows how
the system is set up to handle interactions between
Effervesce and users through the Slack API, and
the LLM as the engine for response generation.
First, new messages are received from Slack us-
ing the webhooks functionality. Next, a textual
prompt is combined with the conversation history
and then forwarded to the LLM which generates
the response. The response is then posted as a re-
ply on behalf of the bot, through the Slack API. An
example of the prompt we use is as follows.

"You are Effervesce, a collaborative team bot
designed to enhance discussions and
brainstorming. Your goal is to keep
conversations focused, productive, and
creative. Provide concise, relevant responses
to encourage collaboration and new ideas while
ensuring the team stays on topic and on time.

Conversation context will follow this format:

user1: 'message'
Effervesce: 'reply'
user2: 'message'
Effervesce: 'reply'

Stick to the context, foster teamwork, and
maintain brevity in your replies."

Listing 2: Effervesce’s prompt.

The qualitative evaluation of Effervesce was car-
ried out as part of a workshop setting in which hu-
man participants were invited to test the prototype
bot. We ran 10 workshops with 40 participants in
total. The participants represented communication
professionals, IT consultants, forest industry, as we

as university students in communication/language
studies and IT management. In the workshops, the
participants were first asked to engage in a team dis-
cussion with a creative task so that the bot was tak-
ing part in the conversation. Afterward, the groups
were asked to jointly reflect on the experience and
assess how the bot worked, how it impacted the
conversation, and how would they wish to change
the bot. These group discussions were recorded and
transcribed, and the recordings were qualitatively
analyzed to map how participants assessed the bot’s
performance in a group conversation setting.

4 Experiment and Results

We present our experiments and findings on evalu-
ating a set of LLMs on group conversational data
and fine-tuning and evaluating an LLM to power
our group chatbot. First, we describe the exper-
imental setup. Then, we organize our results in
two groups: 1) evaluating different LLMs with our
group conversational data, and 2) Fine-tuning and
Qualitative Assessment of Effervesce.

4.1 Experimental Setup

For this experiment, we employ a machine
equipped with two NVIDIA Tesla V100 PCIe
16GB GPUs. We run our evaluations, fine-tuning,
and deployment using Python, and use Hugging-
Face’s transformers library to load and interact
with the selected LLMs. We use cross-entropy
loss function during the fine-tuning process with
QLoRA. Out of 7.28 billion total parameters, only
42 million (0.58%) were set to be trainable. We set
some of the key parameters to the following val-
ues: 1) LoRA: rank=16, alpha=64, dropout=0.1;
2) Fine-tuning: learning_rate=2e-4, batch_size=4,
gradient_acc=4;

During our qualitative assessment through work-
shops, we deployed Effervesce as a Flask-based
web application. A web interface was made acces-
sible to us authors, providing system information
and implementing a probability slider functionality
to adjust how frequently the bot engaged in con-
versations. By default, this parameter was set to
60%, and the chatbot would reply automatically
to 60% of new messages unless it was specifically
mentioned in a conversation as @EffervesceBot.
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4.2 Experiment Part 1: LLM Evaluation in
Group Conversation Context

We measure the performance of the six large lan-
guage models that were selected to be evaluated in
our group conversation dataset. The average per-
plexity and BLEU scores achieved from all models
are provided in Table 1.

In our experiment, both the pre-trained Llama-2
models and the pre-trained Mistral-7B-v0.1 models
achieve lower perplexity scores compared to their
corresponding fine-tuned versions. These versions
have been explicitly fine-tuned to follow instruc-
tions or answer questions in a one-to-one fashion.
While the perplexity scores are high overall, the
difference among these two groups of models is
significant.

Mistral-7B-Instruct-v0.1 model achieved the
highest BLEU score of 9.27%, indicating that the
responses generated by this model were the most
syntactically similar to the reference text. While
its perplexity score of 42.30 was worse than the
scores achieved from the pre-trained models, this
difference is argued in previous research (Meister
and Cotterell, 2021; Sai et al., 2023) which shows
that fine-tuned natural language generation models
often optimize for the language style and content
alignment over statistical prediction. In their work,
Jiang et al., 2023, highlighted that "Mistral-7B-v0.1
outperforms Llama 2 13B on multiple natural lan-
guage generation benchmarks". In our experiments,
we were able to validate this indicated performance
improvement in our data context as well.

Beyond the quantitative evaluation, we also inter-
acted with the bot directly, while powered by this
specific model. Subjectively, the responses gener-
ated by Mistral-7B-Instruct-v0.1 followed a more
natural conversation flow, were more aware of the
conversation context, and followed the directions
given through the prompt better.

4.3 Experiment Part 2: Fine-tuning and
Qualitative Assessment of Effervesce

The Mistral-7B-Instruct-v0.1 was selected as the
LLM to power our group conversational chatbot.
We fine-tuned the model using our group conver-
sation dataset to align it with the language style,
vocabulary, and multi-actor configuration.

Figure 2 shows how the model’s perplexity de-
creased during the fine-tuning epochs. Initially,
the model started with perplexity varying between
32-55, and then gradually dropped closer to 3 dur-

Figure 2: Perplexity over 100 epochs.

ing the training. The error rate decreased quickly
due to the amount of training data available, and
the relatively small amount of trainable weights
introduced by the QLoRA technique.

We measured a 7.8 average perplexity of the
fine-tuned model when evaluated on the 321 test
data points. This score is larger than the best score
achieved on the training set. However, this indi-
cates the model did not overfit with the training set,
regardless of the small amount of training data.

To evaluate the performance of Effervesce in
real-world conversations, we conducted 10 work-
shop sessions where participants interacted with
the bot in group configurations. The qualitative
feedback that we received can be grouped as fol-
lows. 1) The bot was too active and quick to
respond. During the first several workshop ses-
sions, Effervesce was set to reply to every message.
This caused it to dominate the conversations, result-
ing in causing some of the other participants to not
engage. For the following workshop sessions, we
introduced a probability-of-response slider which
was controlled through a web interface.

2) Responses were too long and too detailed.
The bot provided too many suggestions, often in
the form of bullet points, making its replies difficult
to follow.

3) The language style of the bot seemed overly
friendly and informal. The bot used too many
emojis and was overly positive, which some partic-
ipants did not find natural in a professional envi-
ronment.

4) The bot made mistakes. Effervesce occa-
sionally used the wrong names while referring to
the participants. It would either make grammatical
typos or refer to a different person in the conversa-
tion.

5) The bot failed to offer critical feedback.
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Type Model Perplexity BLEU(%)

Pre-trained
Llama-2 7B 29.48 2.96
Llama-2 13B 29.40 3.04
Mistral-7B-v0.1 29.18 3.49

Fine-tuned
Llama-2 7B-chat 62.09 5.19
Llama-2 13B-chat 55.40 6.84
Mistral-7B-Instruct-v0.1 42.30 9.27

Table 1: Perplexity (lower the better) and BLEU(%) (higher the better) on our Slack group conversation dataset.

By design, the bot was prompted to be supportive
and encouraging. Some participants did not find it
useful when having brainstorming sessions.

These findings indicate that the fine-tuned Effer-
vesce was perceived as dynamic, but also that its
participation could disrupt the natural group inter-
action.

5 Discussion and Conclusion

In this work, we explored how Effervesce, our
group conversational chatbot, integrated with Slack
and designed to engage in real-time multi-actor
conversations. We evaluated multiple open-source
LLMs, fine-tuned Mistral-7B-Instruct-v0.1 model
using the QLoRA technique, and evaluated Effer-
vesce’s performance through quantitative metrics
and qualitative user feedback.

Pre-trained models achieved lower perplexity
scores, compared to their fine-tuned counterparts,
when evaluated in our group conversational dataset.
However, these foundation models performed
worse based on BLEU scores, suggesting their
lack of alignment with the language style in the
group conversation. Fine-tuned models improved
BLEU scores consistently, but performed worse
on the perplexity metric. Given these findings, we
selected Mistral-7B-Instruct-v0.1 model for fur-
ther fine-tuning and powering Effervesce due to its
better performance in instruction-following, group
context understanding, and higher response quality
perceived by humans.

Perplexity decreased during the fine-tuning pro-
cess, indicating that the model managed to learn the
language style and patterns from our specific ap-
plication data context. We evaluated the fine-tuned
model on our test set, and it achieved an average
perplexity score of 7.8, indicating the model did
not overfit.

Through our qualitative evaluation, we received
feedback regarding Effervesce’s performance in
group conversation settings. The bot was perceived

as too active during the first interactions, disrupting
the flow of the conversation. We introduced a re-
sponse probability parameter in the system, which
helped to improve this concern for the following
workshops.

Some users found Effervesce’s responses too
long and overwhelming. We received feedback in-
dicating the bot’s language tone was found to be
too friendly, using a lot of emojis, and informal
language considering the professional context of
evaluation. Our chatbot also made mistakes when
referring to users participating in the conversation.
Mistakes were in the form of typos and complete
misses. Some users felt the bot did not provide crit-
ical feedback when asked to facilitate their brain-
storming session.

Effervesce demonstrates the potential of LLM-
powered multi-actor chatbots in digital workspaces
to enhance group communication dynamics in or-
ganizations. Fine-tuning improved its performance
and alignment with the group conversation struc-
ture and dynamics. Nevertheless, the user feed-
back pointed out further challenges that the bot
faces. Addressing the identified issues is crucial
for further investigating how to make group conver-
sational AI more effective.

Our work contributes to the growing research
field of LLM-powered multi-actor group conver-
sation chatbots through the insights we provided
regarding the LLM fine-tuning, and practical inte-
gration and deployment process.

6 Future Work

Effervesce demonstrated its potential to facilitate
group conversations. However, several areas re-
quire further investigation. Future work will focus
on improving the dataset quality and size, exploring
recent open-source LLM alternatives, and enhanc-
ing Effervesce’s behavior based on the evaluation
outcomes of this work. Our goal is to further re-
search the bot’s turn-taking functionality, enhanc-
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ing the response strategy by integrating various re-
cently introduced functionalities, like tool-calling
(Shen, 2024) and Retrieval Augmented Generation
(RAG) (Lewis et al., 2020).

Larger and more diverse training datasets could
potentially help Effervesce better generalize and
align with the structure of group conversations.
Such an improvement would have a positive im-
pact on reducing hallucinations when referring to
other users by name. Additionally, future work
could explore how fine-tuning and evaluating the
bot with data originating directly from the team it
is interacting with impacts the bot’s performance.

Numerous effective open-source LLMs have
been published recently. Our investigation can be
extended by comparing the performance in group
conversation settings of alternative models such as
Qwen (Bai et al., 2023), DeepSeek (DeepSeek-AI,
2025), and Llama 3.1 (Grattafiori et al., 2024).

Future works can explore different fine-tuning
strategies, including fine-tuning with alternative
quantization techniques, and investigate how im-
plementing other PEFT techniques could impact
the LLM’s performance.

Various strategies can be employed to improve
Effervesce’s behavior in conversations. Effervesce
currently responds to new messages based on a
hard-coded probability parameter. Future work
can focus on implementing alternative turn-taking
prediction mechanisms, so the bot knows when to
engage in a conversation and when to remain silent.
This could optimize the response length and lan-
guage style to make interactions feel more natural
and professional on the other users’ side. In future
versions of our bot, we will consider implement-
ing features and checks to ensure the bot does not
overwhelm human team members and facilitates a
balanced participation of all.

Lastly, future work can also test several features
to improve Effervesce’s utility in work or profes-
sional environments. We will implement function
or tool-calling capabilities, which will enable the
bot to interact with external tools and databases in
real-time. In addition, advanced context retrieval
techniques like RAG could be implemented to im-
prove the bot’s interaction quality.

Limitations

Our study has several limitations, listed as follows.
Training Dataset Size and Context. The fine-

tuning dataset consists of 1,608 Slack messages

from a single research group. LLMs trained with
this data result in limited generalization capabilities
for other teams and contexts.

Fine-tuning Technique. While using an effi-
cient technique like QLoRA to fine-tune our bot
costs less, it also restricts how much the model
could learn with full fine-tuning.

Evaluation Metrics. Perplexity and BLEU
scores do not consider the conversation flow and
engagement level in multi-actor conversations.

Turn-Taking. Effervesce doesn’t regulate its en-
gagement in a conversation, disrupting the natural
conversation flow, and affecting the user’s percep-
tion of the bot.
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