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Abstract

This paper demonstrates how Retrieval-
Augmented Generation (RAG) significantly
improves translation accuracy for Mid-
dle Egyptian, a historically rich but low-
resource language. We integrate a vec-
torized Coptic-Egyptian lexicon and mor-
phological database into a specialized tool
called THOTH AI. By supplying domain-
specific linguistic knowledge to Large Lan-
guage Models (LLMs) like Claude 3.5 Son-
net, our system yields translations that
are more contextually grounded and se-
mantically precise. We compare THOTH
AI against various mainstream models, in-
cluding Gemini 2.0, DeepSeek R1, and
GPT variants, evaluating performance with
BLEU, SacreBLEU, METEOR, ROUGE,
and chrF. Experimental results on the coro-
nation decree of Thutmose I (18th Dynasty)
show that THOTH AI’s RAG approach pro-
vides the most accurate translations, high-
lighting the critical value of domain knowl-
edge in natural language processing for an-
cient, specialized corpora. Furthermore, we
discuss how our method benefits e-learning,
digital humanities, and language revital-
ization efforts, bridging the gap between
purely data-driven approaches and expert-
driven resources in historical linguistics.

1 Introduction

Ancient Egyptian is an Afro-Asiatic language
dating back five millennia, encompassing mul-
tiple historical phases—Old Egyptian, Mid-
dle Egyptian, Late Egyptian, Demotic, and
Coptic—as well as a complex set of writing
systems (hieroglyphic, hieratic, demotic, and
the Greek-based Coptic script). Despite its
linguistic and cultural importance, it remains
a low-resource language for natural language
processing (NLP) tasks, primarily due to lim-
ited digitized parallel corpora and the intricate

orthographic and grammatical features of its
scripts. While large-scale neural networks and
Large Language Models (LLMs) have revolu-
tionized machine translation in high-resource
languages, these models tend to underperform
when domain-specific data are scarce.

Retrieval-Augmented Generation (RAG) is
an emerging strategy that mitigates data
scarcity by pairing LLMs with external
knowledge repositories. Rather than rely-
ing solely on the implicit knowledge encoded
in a model’s parameters, RAG injects rele-
vant external information—such as special-
ized lexicons, dictionaries, and grammatical
annotations—directly into the model’s prompt.
In this way, the model’s generative process is
“grounded” in domain knowledge it might oth-
erwise lack. Our research aims to show how
RAG-based methods can achieve substantial
improvements in translating Middle Egyptian
texts, focusing on the coronation decree of the
18th Dynasty pharaoh Thutmose I.

We developed THOTH AI, an interactive
translation system that unifies Claude 3.5 Son-
net with a vectorized lexicon curated from the
Comprehensive Coptic Lexicon (Burns et al.,
2020), produced by the Thesaurus Linguae Ae-
gyptiae project, the Coptic SCRIPTORIUM
project (Schroeder and Zeldes, 2016), and the
KELLIA project. The system leverages the
Dify platform’s default vectorizer to embed
specialized lexical data, enabling instant re-
trieval of morphological, semantic, and etymo-
logical details across Ancient Egyptian’s histor-
ical stages. THOTH AI then passes these re-
trieved entries to Claude 3.5 Sonnet for a RAG-
enhanced translation. To measure effectiveness,
we compare THOTH AI’s performance against
state-of-the-art models such as Gemini 2.0,
DeepSeek R1, and GPT variants (GPT 4o,
GPT o1 Pro, GPT o3-mini-high). Consis-
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tent improvements in BLEU, SacreBLEU, ME-
TEOR, ROUGE, and chrF scores underscore
the benefits of domain-specific retrieval.

Finally, we discuss how this RAG-based ap-
proach, when integrated with OCR tools for
handling hieratic or hieroglyphic script images,
can transform e-learning by automatically of-
fering morphological insights and dictionary
lookups to students. Moreover, we highlight
its value for digital humanities and Coptic-
language revival, showcasing a method that is
equally useful for academically trained Egyp-
tologists and broader communities seeking to
engage with Egypt’s ancient legacy.

2 Background and Related Work

2.1 Middle Egyptian as a
Low-Resource Language

Although Middle Egyptian (see Table 1)
emerged around the 21st–17th centuries BCE
and continued in use (often in administrative
or religious texts) for more than a millennium,
modern NLP research on it remains limited.
Most mainstream NLP resources focus on well-
documented languages with extensive digital
corpora. In contrast, Middle Egyptian schol-
arship frequently relies on manual philological
analysis, with only partial or inconsistent dig-
itization of core texts (Miyagawa and Kawai,
2024).

Standard neural machine translation (NMT)
systems often require large volumes of parallel
data to train robust models. Middle Egyp-
tian’s severe data shortage means few large-
scale NMT solutions exist. Also, morphological
and orthographic complexity compounds the
data challenge: for instance, many texts feature
ideograms, phonograms, and determinatives in
hieroglyphic writing. A typical approach is
to transliterate these forms into a Latin-based
system, which enables computational handling
but can obscure nuances if the transliteration
conventions differ or if morphological bound-
aries are not clearly marked.

2.2 Challenges in Ancient and Coptic
Studies

Coptic, the final stage of Ancient Egyptian,
has experienced a minor revival among certain
communities and in scholarly domains (Miya-
gawa, 2024a,b; Saeed et al., 2024). Although

it is written in a modified Greek alphabet, its
usage data is still sparse, mostly liturgical doc-
uments or specialized dictionaries (Feder et al.,
2018). Tools like Coptic SCRIPTORIUM have
emerged, providing annotated corpora, but ad-
vanced tasks such as machine translation, mor-
phological tagging, or dictionary linking still
pose significant challenges.

From a linguistic standpoint, bridging Mid-
dle Egyptian and Coptic data demands detailed
knowledge of phonological and morphological
evolution. Many forms of Coptic can be traced
back to earlier Egyptian stages, but the cor-
respondences are not always transparent. For
instance, certain hieroglyphic forms converge
into a single Coptic lemma, while other forms
diverge or disappear altogether.

2.3 Emergence of RAG for
Low-Resource Languages

Recent years have seen increased interest in
Retrieval-Augmented Generation (RAG) (Gao
et al., 2024), which addresses data scarcity by
pairing LLMs with an external vector database.
Instead of hoping an LLM has memorized a
wide range of rare or archaic lexemes, RAG
retrieves relevant dictionary entries or paral-
lel texts to supply domain knowledge explic-
itly. This approach has shown promise in vari-
ous specialized domains, from law to biomedi-
cal text. In the context of Ancient Egyptian,
RAG can fetch morphological notes, definitions,
and exemplars that strongly inform the gener-
ative process, significantly improving accuracy
and reducing hallucinations (Enis and Hopkins,
2024).

3 Methodology

3.1 Source Text Selection and
Experimental Scope

To highlight RAG’s impact on translation qual-
ity, we selected a classical text: the corona-
tion decree of Thutmose I, an 18th Dynasty
pharaoh (ca. 1504–1492 BCE). The text, found
in Sethe (1927), contains phrases that blend re-
ligious, administrative, and formulaic elements
common in official inscriptions. This text is
challenging enough to expose the limitations of
general-purpose LLMs but still comprehensible
enough to have available reference translations
(e.g., de Buck 1948; Nederhof 2023).
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Table 1: Historical Stages of the Egyptian Language (Miyagawa and Kawai, 2024, 70), based on (Kam-
merzell, 2000, 97)

Stage Period Script
Pre-Old Egyptian 32nd–27th c. BCE Early Hieroglyphs
Old Egyptian 27th–21st c. BCE, 8th c. BCE (archaic) Hieroglyphs, Hieratic
Middle Egyptian 23rd c. BCE–4th c. CE Hieroglyphs, Hieratic
Late Egyptian 14th–7th c. BCE Hieroglyphs, Hieratic
Demotic 8th c. BCE–5th c. CE Demotic
Coptic 3rd c. CE–21st c. Coptic script

All tested systems received the same portion
of transliterated Middle Egyptian text, ensur-
ing a fair comparison. We used Nederhof’s
translation as the gold-standard reference for
quantitative scoring. Our experiments focused
on how each model handles archaic vocabu-
lary, honorific epithets, morphological markers,
and elliptical constructions typical of Middle
Egyptian.

3.2 Models Evaluated
We compared eight different large language
models or variants to see how well they trans-
lated Middle Egyptian. The first model was
THOTH AI (RAG-Enhanced), our custom sys-
tem built upon Claude 3.5 Sonnet but fur-
ther enhanced by retrieving specialized lexi-
con entries. In contrast, Claude 3.5 Sonnet
(baseline) was tested in its raw state, without
domain-specific retrieval. We also included
Gemini 2.0 in two different modes (Pro and
Flash Thinking), both designed to offer ad-
vanced context reasoning. Another competitor
was DeepSeek R1, a smaller model trained with
a focus on low-resource languages, although not
explicitly engineered for Ancient Egyptian. Fi-
nally, we examined three GPT-based variants
(GPT 4o, GPT o1 Pro, and GPT o3-mini-high),
each providing different parameter scales and
pretraining data coverage. Altogether, this di-
versity of models allowed us to evaluate the
effect of specialized retrieval in contrast to a
variety of LLM architectures and capabilities.

3.3 Vectorizing the Comprehensive
Coptic Lexicon

A crucial aspect of our RAG setup is the Com-
prehensive Coptic Lexicon, including etymo-
logical information, which gathers lexical, mor-
phological, and historical data spanning ev-

ery stage of Ancient Egyptian up to Coptic.
This repository contains a wide variety of in-
formation, including etymological relationships
across Old Egyptian, Middle Egyptian, De-
motic, and Coptic, as well as morphological
fields such as nominal forms, suffix conjuga-
tions, and determinatives that highlight how
certain words evolve over time. Some entries
also document subtle semantic distinctions that
emerged or disappeared across different chrono-
logical layers of the language.

To integrate this information into our trans-
lation pipeline, we employed Dify’s default vec-
torizer to produce vector embeddings of these
lexicon entries. Each entry’s lemma forms,
glosses, and morphological details were embed-
ded into a shared semantic space. When a user
inputs a snippet of transliterated Middle Egyp-
tian, THOTH AI creates vector embeddings
for those tokens and calculates their similar-
ity to the embedded lexicon data. Once the
system identifies the top matching entries, it
appends them to the prompt before passing
it to the LLM. This way, archaic terms or un-
usual morphological constructs are tied to their
relevant definitions and historical annotations,
effectively giving the LLM a “cheat sheet” of
domain-specific knowledge.

3.4 THOTH AI Pipeline
We built THOTH AI on the open-source
Dify platform,1, which supports custom vec-
tor search modules and integrates seamlessly
with LLM APIs. In the final system, there are
several core steps in the workflow.

First, if the user has only scanned imagery
of hieroglyphic or hieratic texts, we have an op-
tional OCR module that can produce translit-

1https://github.com/langgenius/dify (accessed
on March 24, 2025)
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erated text. Although OCR for ancient scripts
is still experimental, it can provide a useful
first pass for typed text. Next, THOTH AI
takes this transliterated text and divides it into
smaller segments if it is particularly lengthy.
For each segment, the system calculates vector
embeddings and conducts a similarity search in
the Comprehensive Coptic Lexicon database.
It retrieves the top few entries that match or
partially match the user’s input, focusing on
lexical, morphological, or historical data rele-
vant to those segments.

These retrieved items are then concatenated
directly with the user’s input so that Claude 3.5
Sonnet is not generating a translation in iso-
lation. Instead, the model receives explicit
domain knowledge that clarifies archaic or poly-
semous words. Finally, the model’s translation
and short morphological notes are displayed
on the THOTH AI interface (see Figure 3).
This interface clearly labels the user’s input,
the final translation, and a list of dictionary
or lexicon entries that inform the translation
process.

Figure 1: User interface of THOTH AI

4 Evaluation and Results

4.1 Quantitative Metrics
We measured translation quality in multiple
ways to capture both exact n-gram overlaps
and broader semantic fidelity. We used the
BLEU (Papineni et al., 2002) and SacreBLEU
(Post, 2018) metrics to compare n-gram over-
laps against a reference translation, thus assess-
ing how well each model captured the literal
content of the Middle Egyptian text. Beyond n-
gram precision, we relied on METEOR (Baner-
jee and Lavie, 2005), which considers synonyms
and stems, and ROUGE (Lin, 2004), often uti-
lized in text summarization but valuable here
for evaluating recall of key phrases. Finally,
we employed chrF (Popović, 2017, 2015), a
character-level F-score metric especially suit-
able for languages that exhibit frequent and
subtle morphological changes. All these met-
rics used Nederhof (2023)’s English rendition
as the reference.

4.2 Test Data and Reference
For consistency, every system translated the
same portion of Thutmose I’s coronation decree,
specifically No. 30 in Sethe (1927), taking its
Latin transliteration from de Buck (1948). The
text is dense with formal epithets, references to
gods, and references to the pharaoh’s lineage.
Because these expressions can be formulaic,
they serve as an ideal stress test for LLM-based
translators. If an LLM has never seen specific
epithets or morphological forms, it may guess
incorrectly or omit them, thereby reducing its
overall accuracy.

4.3 Overall Scores
Table 2 summarizes our main findings. As
shown, THOTH AI, the RAG-based system,
yields the highest BLEU score (0.354) among
all tested models. It also leads in metrics
like ROUGE and METEOR, underlining that
RAG fosters not only literal fidelity (as re-
flected in BLEU) but also coverage of key-
words and morphological consistency (as in-
dicated by ROUGE and chrF). Claude 3.5 Son-
net, used as a standalone baseline, achieves the
second-best BLEU (0.325), which is close but
still notably behind THOTH AI. Gemini 2.0
Pro ranks third (0.288 BLEU), showing some
promise but lacking the specialized retrieval
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that helped THOTH AI excel. Other systems
such as DeepSeek R1 and the GPT-based vari-
ants (GPT 4o, GPT o1 Pro, GPT o3-mini-high)
produce more modest scores, presumably be-
cause they do not incorporate domain-specific
references during generation.

4.4 Qualitative Observations
The quantitative results in Table 2 align with
our qualitative observations during a manual
review of the translations shown in Table 3.
First, we found that RAG helps particularly
with rare or archaic lexemes: for example, cer-
tain Middle Egyptian expressions that refer to
the king’s divine roles or that mention obscure
place names. Without retrieval, some models
simply substitute placeholders or produce in-
complete translations. THOTH AI consistently
retrieved the correct glosses.

We also observed a higher morphological
accuracy when the RAG-based approach pro-
vided relevant dictionary entries detailing suffix
pronouns or determinatives. In non-RAG mod-
els, these morphological items often caused con-
fusion, with the result that entire clauses might
be mistranslated. Finally, using the vectorized
lexicon to unify synonyms under a single lemma
also yielded more consistent renderings of key
epithets across the text. In contrast, non-RAG
models sometimes varied their translations of
the same term from line to line.

5 Discussion

5.1 Practical Benefits of RAG in
Ancient Egyptian Studies

RAG-based methods like THOTH AI can be
transformative for students and researchers in
several different ways. They simplify dictionary
lookups, reducing the manual labor typically
required for analyzing each new inscription or
papyrus fragment. By presenting morphologi-
cal notes automatically, they also help novices
see how suffix pronouns attach to verbs or
how determinatives function, providing instant
educational feedback. Moreover, large-scale
text processing for Digital Humanities becomes
more approachable: scholars can upload entire
corpora, obtain rough translations, and refine
them using specialized knowledge. Over time,
these incremental enhancements further enrich
the vector database, improving overall coverage

and accuracy.

5.2 Coptic Revitalization Efforts
Because the Comprehensive Coptic Lexicon
includes references extending beyond Middle
Egyptian into Coptic, THOTH AI can help
illustrate the linguistic connections between
earlier Egyptian forms and their Coptic de-
scendants (Wannaz and Miyagawa, 2024). Its
base, namely the Claude 3.5 Sonnet, is state-of-
the-art in the translation ability of Coptic into
English (Wannaz and Miyagawa, 2024; Saeed
et al., 2024). Scholars and community members
interested in promoting Coptic usage can use
THOTH AI to generate bilingual texts, bridg-
ing older and contemporary liturgical contexts.
This is vital for language revitalization, which
typically benefits from robust digital tools and
accessible learning platforms.

As it is a RAG on comprehensive Coptic–
Ancient Egyptian etymological data, THOTH
AI is good with answering etymological ques-
tions such as Coptic personal names such as
Papnoute (Figure 2).

Figure 2: Asing THOTH.AI for the etymology of
Papnoute a Coptic personal name

THOTH AI is also useful for composing Cop-
tic texts. For example,there are good cases of
using THOTH AI to craft lyrics for a new Cop-
tic song with music composition by SUNO AI,
a song/music generation application. With its
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Table 2: Middle Egyptian (Latin Transliteration) → English MT: Evaluation Scores on the Thutmose I
Decree

Model BLEU SacreBLEU ROUGE-1 ROUGE-L chrF METEOR
Nederhof (Ref) 1.000 100.000 1.000 1.000 100.000 1.000
THOTH AI (RAG) 0.354 35.431 0.730 0.680 61.052 0.650
Claude 3.5 Sonnet 0.325 32.457 0.717 0.652 58.064 0.640
Gemini 2.0 Pro 0.288 28.772 0.714 0.681 59.937 0.581
Gemini 2.0 Flash 0.256 25.590 0.697 0.664 59.298 0.571
DeepSeek R1 0.222 22.163 0.675 0.587 53.735 0.510
GPT o1 Pro 0.216 21.598 0.625 0.534 53.167 0.509
GPT 4o 0.196 19.615 0.581 0.484 51.109 0.417
GPT o3-mini-high 0.034 3.413 0.375 0.233 35.148 0.249

intuitive user interface and no fee for general
users, this application can be a good tool for
learning and revitalizing the Coptic language.

5.3 Limitations
Despite the strong performance of THOTH AI,
there are notable limitations. One limitation
is lexicon coverage. Even with a substantial re-
source like the Comprehensive Coptic Lexicon,
the base of Coptic Dictionary Online (Feder
et al., 2018), certain specialized religious texts
or local dialect variants may remain undoc-
umented, causing RAG to miss crucial defi-
nitions. Another challenge is OCR accuracy
for hieratic or cursive hieroglyphics, as these
scripts are visually complex and often damaged.
Although our OCR module helps with initial
transliteration, human oversight is still essen-
tial. Finally, contextualized cultural knowledge
cannot be fully encoded in dictionary entries.
Some references to minor deities or ephemeral
socio-historical events require domain experts
to interpret. Hence, while RAG grounds trans-
lations in lexical facts, it does not replace the
deeper cultural or historical perspective pro-
vided by Egyptologists.

6 Conclusion
Adding a retrieval layer to mainstream Large
Language Models has significantly boosted the
quality of Middle Egyptian translations. Our
system, THOTH AI, pairs Claude 3.5 Sonnet
with a vectorized Coptic-Egyptian lexicon and
morphological database. On a classical text
from the reign of Thutmose I, THOTH AI’s
translations consistently outperformed stan-
dard LLM approaches, as demonstrated by

higher BLEU, METEOR, ROUGE, and chrF
scores. These improvements highlight how cru-
cial domain-specific knowledge is for decipher-
ing the archaic vocabulary and grammatical
forms inherent to Ancient Egyptian.

The broader implications of this research ex-
tend to digital humanities, where scholars face
extensive corpora of under-digitized ancient
texts, as well as to e-learning, where students
can benefit from automatic dictionary lookups
and morphological guidance. In addition, the
approach offers insights into Coptic revitaliza-
tion, illustrating how bridging different his-
torical stages of the same language can inform
modern usage. Overall, our study suggests that
the synergy between RAG and domain-specific
lexical databases can substantially advance the
machine translation of ancient, low-resource
languages, transforming them from challenging
realms of manual scholarship to more accessible
domains of AI-assisted study.
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Translit. THOTH AI Claude 3.5 Sonnet Gemini 2.0 Pro  GPT o1 pro mode 
nsw-bjtj ꜥꜣ-
ḫpr-kꜣ-rꜥ sꜣ-rꜥ 
ḏḥwtj-msjw ḏj 
ꜥnḫ ḏt 

The King of Upper and 
Lower Egypt, 
Aakheperkare, Son of Re, 
Thutmose, given life 
forever. 

The King of Upper and 
Lower Egypt, 
Aaḫeperkare, Son of Ra, 
Thutmose, given life 
forever 

The King of Upper and 
Lower Egypt, Aakheperkare, 
the Son of Ra, Thutmose, 
given life forever. 

The King of Upper and 
Lower Egypt, Aa-kheper-ka-
Ra, the son of Re, Thutmose, 
given life forever. 

dwꜣ-nṯr sp 4 
jꜥḥ-msjw ꜥnḫ.tj 

Praise god 4 times, 
Iahmose, may he live! 

Give praise four times to 
Iahmose, may he live 

Adoring the god, four times, 
Iahmes, may you live! 

Praising the god four times, 
(by) Iahmes, (who is) alive. 

nfrt-jrj ꜥnḫ.tj 
wḏꜣ.tj snb.tj 

Neferteri, may she live, 
prosper and be healthy! 

Neferiri, may she live, 
prosper, and be healthy 

Nefertiiry, may you live, 
prosper, and be healthy! 

The one who does good, 
(who is) living, whole, and 
healthy. 

wḏ-nsw n sꜣ-
nsw jmj-rꜣ 
ḫꜣswt rswt twrj 

A royal decree to the 
king's son, overseer of the 
southern foreign lands, 
Tori: 

Royal decree to the King's 
son, Overseer of the 
Southern Foreign Lands, 
Turi 

Royal decree to the king's 
son, overseer of the southern 
foreign lands, Turi. 

Royal decree to the King’s 
Son, the overseer of the 
southern foreign lands, Ture. 

mk jn.tw n=k 
wḏ pn n nsw r 
rḏjt rḫ=k ntt 
ḥm=j ꜥ.w.s. 
ḫꜥ(.w) m nsw-
bjtj ḥr st-ḥr nt 
ꜥnḫw 

Behold, this royal decree is 
brought to you to let you 
know that My Majesty 
(l.p.h.) has appeared as 
King of Upper and Lower 
Egypt upon the throne of 
Horus of the living ones. 

Behold, this royal decree is 
brought to you to let you 
know that My Majesty 
(l.p.h.) has appeared as 
King of Upper and Lower 
Egypt upon the Throne of 
Horus of the Living 

Behold, this decree of the 
king is brought to you to let 
you know that my majesty 
(l.p.h.) has appeared as King 
of Upper and Lower Egypt 
upon the Horus-throne of the 
living, 

Behold, one brings to you 
this decree of the King to let 
you know that My Majesty 
has appeared as King of 
Upper and Lower Egypt 
upon the Living Horus-
Throne. 

nn wḥm.tj=fj 
ḏt jr nḫbt=j m 

It shall never be repeated 
again. As for my titulary: 

Which shall not be 
repeated forever. As for 
my titulary: 

without its being repeated 
forever, my being 
established in 

It shall never be undone 
forever, for my Nekhbet is 
with me. 

ḥr kꜣ-nḫt mrj-
mꜣꜥt nbtj ḫꜥj-
m-nsrt ꜥꜣ-pḥtj 
ḥr-nbw nfr-
rnpwt sꜥnḫ-
jbw nsw-bjtj ꜥꜣ-
ḫpr-kꜣ-rꜥ sꜣ-rꜥ 
ḏḥwtj-msjw 

Horus: Mighty Bull, 
Beloved of Maat. Two 
Ladies: Appearing in the 
Divine Flame, Great of 
Strength. Golden Horus: 
Perfect of Years, Who 
Makes Hearts Live. King 
of Upper and Lower 
Egypt: Aakheperkare. Son 
of Re: Thutmose. 

Horus: Mighty Bull, 
Beloved of Maat; Two 
Ladies: Appearing in the 
Uraeus, Great of Strength; 
Golden Horus: Perfect of 
Years, Who Vivifies 
Hearts; King of Upper and 
Lower Egypt: 
Aaḫeperkare; Son of Ra: 
Thutmose 

Horus, the Strong Bull, 
Beloved of Maat; the Two 
Ladies, Who Appears in the 
Uraeus, Great of Strength; 
the Golden Horus, Perfect of 
Years, Who Makes Hearts 
Live; the King of Upper and 
Lower Egypt, Aakheperkare, 
the Son of Ra, Thutmose, 

The Horus “Strong Bull, 
Beloved of Maʿat,” the Two 
Ladies “He who appears in 
fire, Great of Power,” the 
Golden Horus “Perfect of 
Years, who gives life to 
hearts,” (he is) the King of 
Upper and Lower Egypt, 
Aa-kheper-ka-Ra, the son of 
Re, Thutmose. 

ꜥnḫ(.w) ḏt r 
nḥḥ 

Living forever and ever. Living forever and ever may he live forever and 
eternally. 

Alive for all eternity, 
forever. 

jḫ ḏd=k ḏj.tw 
mꜣꜥ ḥtp-nṯr n 
nṯrw tpj šmꜥw 
ꜣbw m jrt 
ḥsswt ḥr-tp 
ꜥ.w.s. nsw-bjtj 

Now you shall cause that 
divine offerings be given 
correctly to the gods of the 
first (nome) of Upper 
Egypt at Abu 
(Elephantine), making 
praises on behalf of (l.p.h.) 
the King of Upper and 
Lower Egypt, 

Then you shall cause the 
divine offerings to be 
presented to the gods who 
are upon Upper Egypt and 
Elephantine in making 
praises on behalf of (l.p.h.) 
the King of Upper and 
Lower Egypt 

Now you shall cause to 
make true the divine 
offerings of the gods who 
are in Upper Egypt (and) 
Elephantine, through the 
performance of the favors of 
the foremost (l.p.h), the 
King of Upper and Lower 
Egypt, 

Then you shall say: “A true 
offering and a divine 
offering is given to the gods, 
the Primeval Ones of Upper 
Egypt and Elephantine, 
(taken) from the produce of 
foreign lands, upon His 
Majesty’s throne, the King 
of Upper and Lower Egypt.” 

ꜥꜣ-ḫpr-kꜣ-rꜥ ḏj 
ꜥnḫ jḫ ḏd=k 
ḏj.tw mn ꜥnḫ 
m rn n ḥm=j 
ꜥ.w.s. ms.n 
mwt-nsw sn=j-
snb 

Aakheperkare, given life. 
Now you shall cause that 
life remains established in 
the name of My Majesty 
(l.p.h.), born of the King's 
Mother Senseneb. 

Aaḫeperkare, given life. 
Then you shall cause life 
to remain established in 
the name of My Majesty 
(l.p.h.), born of the King's 
Mother Seniseneb 

Aakheperkare, given life. 
Now you shall cause 'life' to 
remain in the name of my 
majesty (l.p.h), born of the 
King's Mother, Seniseneb, 

Aa-kheper-ka-Ra, given life. 
Then you shall say: “Lasting 
life is given in the name of 
My Majesty, (who was) born 
of the King’s Mother Sen(j)-
seneb.” 

snb.tj hꜣb pw r 
rḏjt rḫ=k st ntt 
pr-nsw ꜥḏ(.w) 
wḏꜣ(.w) 

May you be healthy! This 
is a message to let you 
know that the Royal House 
is safe and prosperous. 

May you be healthy. This 
is a dispatch to let you 
know that the Royal House 
is safe and prosperous 

may she be healthy. It is a 
communication to let you 
know about them, because 
the palace is whole and 
prosperous. 

May you live. This festival 
is to let you know that the 
King’s House is flourishing 
and intact. 

spẖr sj m rnpt-
sp 1 ꜣbd 3 prt 
sw 21 hrw n 
ḥb n ḫꜥw 

Written in regnal year 1, 
third month of Peret, day 
21, the day of the Festival 
of Appearance. 

Copied in Year 1, Month 3 
of Winter, Day 21, the day 
of the Festival of 
Appearance 

Copied in Year 1, third 
month of Peret 
(Emergence/Winter), day 21, 
the day of the festival of the 
coronation. 

It came to pass in Year 1, the 
third month of Peret 
(Winter), day 21, (on) the 
day of the Festival of 
Appearance (ḫꜥw). 

Table 3: The comparison of translations by THOTH AI, Claude 3.5 Sonnet, Gemini 2.0 Pro, and GPT o1
pro mode
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