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Abstract

Intertextuality, the connection between texts, is
a critical literary concept for analyzing classi-
cal Latin works. Given the emergence of AI
in digital humanities, this paper presents Inter-
text.AI, a novel interface that leverages Latin
BERT (Bamman and Burns, 2020), a BERT
model trained on classical Latin texts, and con-
textually rich visualizations to help classicists
find potential intertextual connections. Inter-
text.AI identified over 80% of attested allusions
from excerpts of Lucan’s Pharsalia, demon-
strating the system’s technical efficacy. Our
findings from a user study with 19 participants
also suggest that Intertext.AI fosters intertex-
tual discovery and interpretation more easily
than other tools. While participants did not
identify significantly different types or quan-
tities of connections when using Intertext.AI
or other tools, they overall found finding and
justifying potential intertextuality easier with
Intertext.AI, reported higher confidence in their
observations from Intertext.AI, and preferred
having access to it during the search process.

1 Introduction

Intertextuality, or the connections and references
between texts that impact their meaning and inter-
pretation, is a critical literary concept for the analy-
sis of Latin texts from classical antiquity. Clas-
sicists gain new perspectives on ancient works
through close reading and searching for allusions: a
reference to a previous text as a potential source of
inspiration for stylistic choices, semantic concepts,
and contextual meaning. These literary connections
can be direct, such as verbatim or near-identical
quotations, or indirect, through grammatical, met-
rical, or semantic similarity (Bamman and Crane,
2008; Wills, 1996).

Within the millennia-long tradition of classical
Latin scholarship, powerful digital humanities tools
for linguistic and literary tasks have emerged in the

last few decades such as morphological and syn-
tactic parsers, digitized manuscript editions, and
extensive online dictionaries (Appendix A). Some
platforms such as Ingenium (Zhou et al., 2016)
are designed to help beginner Latin students grasp
foundational grammatical concepts, while others
such as the Thesaurus Linguae Latinae (1900-) aid
experts with comprehensive citations of word us-
ages in Latin.

Still, the higher-order processes of literary analy-
sis and intertextual discovery are primarily analog,
aided by commentaries and secondary scholarship,
with only a few interfaces such as the Tesserae
Project (Coffee et al., 2012) directly proposing
digital solutions (Appendix A). Finding allusions
between texts and determining whether they are
convincing are challenging and subjective inquiries.
While some platforms offer advanced searches by
similar phrases, poetic meters, and other textual
features (Nelis et al., 2017), they do not enable
comparisons of the search results in their broader
contexts, which can provide macro-level insights
that short excerpts do not reveal.

However, developments in transformer models
have enabled great strides in automating Latin lin-
guistic tasks. Despite the small extant corpus, mod-
els fine-tuned on Latin such as Latin BERT (Bam-
man and Burns, 2020) and SPhilBERTa (Riemen-
schneider and Frank, 2023) perform well on tasks
like part-of-speech tagging, word sense disam-
biguation, and semantic similarity retrieval—which
can suggest potential intertextuality (Bamman and
Crane, 2008). As a result, a range of opportunities,
unexplored in existing interfaces, has opened up
for analyzing literary connections and augmenting
close reading in the Latin language.

Leveraging these advancements in AI for the
field of classical studies, we present Intertext.AI, a
novel web interface using Latin BERT (Bamman
and Burns, 2020) and design choices from popular
Latin reading platforms. The interface combines
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side-by-side text views with a nearest neighbor
query search; users query Latin BERT with an ex-
cerpt and target word, for which the model will
output the most similar tokens based on the cosine
similarity of the model’s word-level contextual em-
beddings. Users can then view those nearest neigh-
bors in the context of the broader text, starting an
inquiry into why the excerpts may be connected.
The visual interface is designed to help students
quickly develop a sense of which texts may refer-
ence each other and contextualize why an AI might
register certain sentences as similar.

To evaluate the system’s efficacy in detecting in-
tertextuality, we tested how many allusions attested
in classical scholarship Intertext.AI found in select
excerpts from Lucan’s Pharsalia, a Roman epic
poem from the first century CE. We also conducted
a user study comparing the efficacy of existing dig-
ital tools to Intertext.AI in uncovering potential
allusions between texts. We report on the results
of both evaluations, which support the ability of
Intertext.AI to facilitate intertextual discovery and
interpretation by fostering literary comparison.

2 System Design and Feature Usage

Based on formative needfinding conversations (Ap-
pendix B), we created Intertext.AI with the follow-
ing design goal: to enable classicists to identify
potential intertextual correspondences and par-
allel constructions across Latin texts to aid com-
parisons of semantic concepts, themes, and literary
features. The interface was implemented using
Next.js, Flask, word-level contextual embeddings
from Latin BERT (Bamman and Burns, 2020), and
a Pinecone vector database, which is queried via
a semantic search by cosine similarity. A video
demo is available here.1

The main feature of Intertext.AI is the ability to
query for contextual nearest neighbors, supported
by Latin BERT (Bamman and Burns, 2020, 7-8).
Given an excerpt and a target word within it, Latin
BERT computes the target word’s contextual em-
bedding and returns the most similar tokens to that
word and their context from the corpus, ranked by
cosine similarity score (Figure 1). The excerpt is
used to identify the sentence in which the target
word appears—and thus its use in context. Option-
ally, the user can use a filter which displays nearest

1The platform is also available for use at https://
www.ai-latin-close-reading.online/. The code reposi-
tory is open source at https://github.com/ashley-gong/
intertext.ai-public.

neighbors only from the selected texts (it does not
recompute embeddings or recalculate scores with
a narrower search space). We use an encoder-only
model to encourage readers to make their own in-
terpretations of AI-detected similarities. Although
more complex LLMs and encoder-decoder models
may have the potential to further refine or explain
textual correspondences, they introduce the risk of
hallucinating false text that can lead readers astray.

After submitting a query, the user can view the
sentences that contain the most similar contextual-
ized tokens to the target word and expand the result
to read the broader passage in which it is contained
(Figure 2). Since the results appear directly next
to the original text from which the user inputs a
query—and the interface highlights the query in
this passage2—a user can compare a result horizon-
tally with the original passage to determine whether
the similarity is compelling or vertically with other
results to infer a pattern between the AI outputs.
The target word is highlighted in yellow to contrast
with the blue highlight of the query context, and
the result tokens are highlighted either in the same
yellow if the result found an instance of the same
lemma (root word), or in red if the result token is
from a different lemma. Further, within the result’s
broader passage, lemmas in common with lemmas
from the query excerpt are rendered in orange to
emphasize how shared words may communicate
contextual similarity (Appendix D). The accentua-
tion of common words between passages is inspired
by the similar visualization on the Tesserae Project
interface (Okuda et al., 2022). Intertext.AI uses the
Latin lemmatizer from the Stanza library to identify
these lemmas (Qi et al., 2020).

Beyond viewing the query and results within
their broader contexts, users can also read any pas-
sage adjacent to another in a dual text view, en-
abling them to make aligned comparisons across
the original form of the text. Further, an English
translation from the Perseus Digital Library (Crane,
2023) accompanies each text in a movable pop-up
or a side-by-side scrolling view. Finally, each query
returns a histogram that visualizes the distribution
of the top 100 cosine similarity scores between the
query’s target word and other tokens from the cor-
pus on which Latin BERT is trained. Summary
statistics such as the mean, maximum, minimum,
and standard deviation, are also included to help

2After a user submits a query, the query’s highlight within
the original passage is visible in the single/query view, dual
view, and the full text/translation view.
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Figure 1: Latin BERT returns excerpts based on the cosine similarity with the query’s target word that may indicate
similar word usages, semantic meaning, or stylistic structure. The query at Aeneid 5.724-5, nate, mihi uita quondam,
dum uita manebat, / care magis, nate Iliacis exercite fatis (Son, once dearer to me than life, while life was still
remaining for me, son, vexed by Trojan fates), targets the word nate ("son"), and the tool returns similar occurrences
of nate in dialogues and its double usage in adjacent lines (last result).

Figure 2: Expanding a result reveals context beyond
the immediate phrase, allowing comparison with the
highlighted query on the left. The word nate (“son") is
similarly used twice in adjacent lines, demonstrating the
urgency of the address towards the son in question. The
added context around the highlighted lines distinguishes
who the son is and shows other nuances in each passage.

contextualize how much more similar the top k re-
sults are to the query target than other words in the
corpus. See Appendix D for additional figures.

3 Detection of Attested Intertexts

To create a “ground truth" dataset of attested inter-
textual correspondences found in the first book of
Lucan’s Pharsalia, we compiled references to other
Roman texts from two well-known commentaries
on the text: Roche (2009) and Getty (1940). The
analysis focuses on references within lines 1.8-32

and 1.67-97, which note 109 distinct connections
across both commentaries.

A reference was considered successfully found
if it appeared in the top 30 most similar results3

when querying the Lucan excerpt in which it ap-
pears in a commentary, using any of the words in
the Lucan phrase as the target word, and with or
without a text filter used for the non-Lucan refer-
enced text. Using these criteria, Intertext.AI found
89 of the 109 connections from both commentaries,
or 81.65% (Appendix D), offering a convincing
case for the success with which Latin BERT and
the contextual nearest neighbor search engine can
find attested allusions when queried.

4 User Study Methodology

We conducted a within-subjects user study with 19
participants with at least an intermediate level of
classical Latin study (a mean of over 7.42 years,4

SD=2.32) to understand how Intertext.AI may help
students identify intertextual allusions. All partici-
pants were undergraduates except for P2 (Classics
PhD candidate), P12 (law student), and P16 (Clas-

3Thirty is the maximum number of results a user can view
in detail on Intertext.AI before the latency is noticeably slow.

4P16 reported their experience as “over 10 years" as they
did not recall an exact number, so we calculated the average
using 10 as their number of years of experience.
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sics professor), and none had used AI to explore
intertextuality before this study.

Participants completed two reading tasks in two
conditions, with semi-structured interviews after
each stage (more details on study procedure in
Appendix C). For 10 minutes, participants were
asked to find intertextual connections between two
pairs of Latin poems, recording any phrase pair-
ings that could be a convincing allusion due to
word-level, grammatical, semantic, or stylistic sim-
ilarities (based on Bamman and Crane, 2008).

In the control condition, participants were al-
lowed to use any online tool designed for Latin.
Links to suggested resources were provided, such
as the study’s designated texts (and translations) in
the Loeb Classical Library (Henderson and Loeb,
2024) or the Latin Library (Carey, 2021) and Lo-
geion (Goldenberg and Shanahan, 2024), a digi-
tized Latin dictionary. For the treatment condition,
participants completed the same reading task by
querying Intertext.AI. Other tools were still avail-
able for participants throughout the task, as classi-
cists would likely use many resources during their
real research processes. Condition order was coun-
terbalanced such that 10 participants began with
the baseline condition while the rest started with
the treatment condition; the pairs of texts used for
each task were also randomly assigned.

After each task, participants completed a short
survey with Likert scale questions (on a 5-point
scale) about their task experience with and without
Intertext.AI, their confidence in the textual connec-
tions they noted, and their evaluation of the useful-
ness of each Intertext.AI feature. We also asked
a few open-ended questions during which partic-
ipants could verbally provide feedback and notes
on their subjective user experience (Appendix C).

5 Results

Besides the intertextual connections participants
recorded, we collected both quantitative metrics
and qualitative observations about participants’ per-
formance, cognitive load, and confidence during
their intertextual inquiries. Connections that par-
ticipants proposed with texts outside of the desig-
nated pairs were excluded. We used the Wilcoxon
Signed-Rank test (with α=0.05) to evaluate statisti-
cal significance, as the data was within-subjects and
could not be assumed to be normally distributed.

Since Intertext.AI aims to aid the discovery of
intertexts, it remains the reader’s task to discern

a meaningful correspondence from a more mun-
dane or accidental similarity using the visual aids
and context provided on the interface. For this rea-
son, we do not evaluate the supposed “quality" of
each intertextual connection along a benchmark of
cogency, as the goal is that each participant finds
Intertext.AI useful for finding textual parallels they
themselves regard as notable.

5.1 Participants’ Task Output
All participants found at least one potential textual
connection in both tasks. Participants recorded
an average of 2.42 connections in the control
task (SD=1.57) and 2.16 in the treatment task
(SD=1.17). The median for both conditions is 2.
The difference in the number of connections found
between the control and treatment conditions is not
statistically significant.

We also classified the observed potential con-
nections in terms of thematic, lexical, syntacti-
cal, or stylistic similarities.5 Table 1 displays the
mean number of parallels found of each type. Fur-
ther, many participants stated that they approached
searching for intertextual correspondences differ-
ently in the two conditions. P1, P14, and P19 men-
tioned that in the control condition, they primarily
searched for correspondences using English transla-
tions from the Loeb Classical Library, which led to
the discovery of more thematic similarities, rather
than linguistic connections grounded in the Latin.
When using Intertext.AI, however, most partici-
pants prioritized comparing the Latin texts them-
selves. Four participants found Intertext.AI more
useful for finding words that are close in meaning
but not identical. P6 found “particularly similar
forms" of words with Intertext.AI, and P15 was
“impressed" that a query picked up results with the
target word itself and with different words but in
“similar contexts," demonstrating both lexical and
thematic correspondences.

5.2 Confidence, Ease of Use, and Preference
Participants reported higher ease of finding inter-
textual connections, higher ease of justifying con-
nections, and higher confidence in connections in
the treatment condition (Table 2). The difference
in scores was statistically significant for ease of
detection (W=15, p=0.002) and ease of justifica-
tion (W=11, p=0.045) but not for connection con-
fidence (W=16, p=0.058).

5See Appendix D for example connections and the distri-
bution found for each type.
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Connection Type Control Mean Treatment Mean

Lexical 1.37 (SD=1.74) 1.58 (SD=1.66)
Syntactic 0.11 (SD=0.11) 0.05 (SD=0.06)
Thematic 0.89 (SD=0.89) 0.47 (SD=0.45)
Stylistic 0.05 (SD=0.06) 0.05 (SD=0.06)

Total 2.42 (SD=1.57) 2.16 (SD=1.17)

Table 1: The mean number of lexical, syntactic, the-
matic, and stylistic connections participants found in
each condition.

Control Treatment

Ease of Finding Connections* 2.58 (SD=1.22) 4.16 (SD=0.83)
Ease of Justifying Connections* 3.58 (SD=1.12) 4.11 (SD=0.99)
Confidence in Connections 3.37 (SD=1.26) 3.84 (SD=0.96)

Table 2: The means of participants’ self-reported Likert
scores about the ease of experience (cognitive load) and
confidence in task output. Asterisks indicates questions
with a statistically significant difference in scores.

Most participants (n=11) expressed that their fa-
miliarity with the texts used in the study—or lack
thereof—impacted their ability to observe and ex-
plain many potential intertextual correspondences.
P17 noted that the task of finding connections
“was tougher because of less familiarity with the
text," while P2 mentioned that they “benefited from
knowing one of these texts incredibly well."

Ultimately, nearly all participants strongly
agreed (n=15) or agreed (n=2) that they would use
Intertext.AI again in their future endeavors in clas-
sical research (M=4.53, SD=0.90). Despite the
lower average connections found in the treatment
condition, five participants stated that searching for
intertextuality with Intertext.AI felt more efficient.
For example, Intertext.AI enabled P4 to find tex-
tual connections when they “hadn’t even read one
of [the texts]," thus making the exploration more
efficient by circumventing the need “to have read
everything, ever, to be able to find intertexts." Most
participants (n=17) also stated that they would pre-
fer to have access to Intertext.AI than not when con-
ducting intertextual searches (M=4.36, SD=1.16).

5.3 Engagement with Interface Features
Many participants commended the usability of the
interface and feedback on features they wished In-
tertext.AI offered. Four participants (P8, P10, P12,
P15) found the ability to read texts directly adjacent
to each other in the dual text display very useful,
and four participants (P4, P8, P14, P15) praised
the additional context provided in the full search
results of the nearest neighbor queries. Table 3 lists

the number of participants who used each feature
along with the mean Likert score given for each
feature. When asked about interface improvements,
seven participants suggested including line num-
bers in the English translations on Intertext.AI for
easier coordination with the Latin texts, and three
participants (P11, P12, P19) proposed a feature to
gloss individual words in the text.

Mean Score for Efficacy

% Who Close Intertextual
Feature Used Reading Discovery

Dual Text View 84.21% 4.25 (SD=0.94) 3.94 (SD=1.30)
Full Translation View 26.32% 4.40 (SD=1.07) 3.89 (SD=1.27)
Pop-up Translation 63.16% 3.92 (SD=1.16) 3.82 (SD=1.17)
Full Query Results 100% – 4.37 (SD=0.76)
Aligned Query Results 57.89% – 4.18 (SD=1.40)
Similarity Score 31.58% – 3.83 (SD=1.60)
Distribution

Table 3: The means of Likert scores about the efficacy
of various Intertext.AI features for close reading and
intertextual exploration, along with the percentage of
participants who used each feature (out of 19).

6 Discussion and Future Work

Our findings suggest that Intertext.AI successfully
helped participants find intertextual connections
they were confident about, supporting the initial
design goal. Although the average number of con-
nections was lower for the treatment condition than
the control, participants’ greater confidence in the
parallels they found and higher ease of finding them
with Intertext.AI suggested that the interface can
lead readers to more easily make more fruitful lit-
erary comparisons. Since many felt that familiarity
with the texts influenced the ease of the search, In-
tertext.AI would likely be most useful to those who
already have some previous experience conducting
intertextual inquiries and know what words could
appear across different texts. Limitations in the
model interpretability of Latin BERT, the scope
of the ground truth evaluation, and the user study
sample population’s size and variability necessitate
more extensive evaluations of the system. Future
work could enhance Intertext.AI and research in
this AI-Classics intersection by incorporating mul-
tilingual—particularly ancient Greek—classical ca-
pabilities, fine-tuning the model with attested allu-
sions, improving phrase-level search, and investi-
gating whether generative LLMs, after mitigating
the possible hallucinations of false Latin text or jus-
tifications, could help automate more convincing
explanations and proposals of potential allusions.
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English text generated by large language models
(LLMs) and a novel algorithm that determines sim-
ilarities in tokens’ contextual positions and seman-
tic content. When LLMs stochastically produce
varying outputs to the same prompts, aligned visu-
alizations help users understand and evaluate the
quality of model responses. WordSeer (Muralid-
haran et al., 2013) also takes a visual approach to
sensemaking through the lens of distant reading
(Jänicke et al., 2015) by allowing users to view
texts in slices—in a tree form or filtered by syntac-
tic quality—and statistical metadata about a corpus
such as word frequencies and grammatical con-
structions. The interface introduced in this paper,
rather than facilitating multiple stages of the sense-
making process, focuses on the initial exploration
of intertextuality a Latin student may undertake by
keeping the text as unaltered as possible during the
comparison of phrases in context.

A.2 Digital Tools for Reading Classical Latin
There are abundant tools online for Classics stu-
dents and scholars to facilitate Latin reading, many
of which have digitized reliable editions of canon-
ical Latin works. The Perseus Digital Library
(Crane, 2023) offers one of the most comprehensive
online collections of classical texts and allows users
to click on any Latin word in its reading interface to
display its morphological parsing and definition via
the Word Study Tool. More recently, Perseus has
released the Scaife Viewer (Scaife Viewer|Home), a
reading environment with the same word-level pars-
ing, and now a side-by-side display of works and
their translations. Other databases include the Latin
Library (Carey, 2021) and the Loeb Classical Li-
brary (Henderson and Loeb, 2024), a collection of
digitized critical editions with adjacent translations.
Intertext.AI builds on top of these foundational dig-
ital features, particularly the side-by-side display,
by integrating AI to suggest potential instances of
intertextuality.

Online dictionaries and Latin learning assistants
beyond digital editions also help classicists read
and learn Latin. The Thesaurus Linguae Latinae
(1900-) is an international project to define and cite
all usages of every lemma in the Latin corpus, and
other platforms such as Logeion (Goldenberg and
Shanahan, 2024) and philolog.us (March, 2024)
have digitized reputable Latin dictionaries and sup-
port queries by lemma. Finally, Ingenium (Zhou
et al., 2016) helps beginner Latin students develop
grammatical understanding through a block-based

interface; blocks contain inflected Latin words that
snap into place when a clause is grammatically
sound. The AI-enhanced system offered by Inter-
text.AI targets students more advanced than those
who are still learning Latin grammar to encour-
age the first steps of higher-order literary analysis
through textual allusions.

A.3 Digital Intertextual Discovery in Classical
Languages

Nelis et al. (2017) provide a survey of existing
digital tools classicists use to assist their search
for intertextuality. The Musique Deoque (Manca
et al., 2011) provides a more advanced search for
word sequences and their variants in Latin poetry to
stimulate comparisons of diction and meter. Pede-
certo (Colombi et al., 2011) similarly enables po-
etry searches by metrical pattern, word forms, and
other more advanced features. The tool that re-
sembles the interface in this paper the most is the
Tesserae Project (Coffee et al., 2012), which can
return a ranked list of potential parallels between
two texts through word-level n-gram matching. In-
tertext.AI, in contrast, searches for intertextuality
using a transformer model, Latin BERT (Bamman
and Burns, 2020), and enables users to view po-
tential references in the context of the entire text,
rather than in isolated snippets.

Beyond Latin BERT, Riemenschneider and
Frank (2023) trained SPhilBERTa, a multilingual
sentence BERT model that can detect cross-lingual
similarities—many of which are known to scholars
as allusions—across English, Latin, and Ancient
Greek. Furthermore, Burns et al. (2021) trained
static embeddings on Latin, rather than contextual
BERT embeddings, to detect synonyms and stylis-
tic similarities within a small corpus with around
87 percent accuracy, leveraging a dataset of scholar-
supported intertextual parallels from Latin epic po-
etry. This paper introduces the novel integration
of a Latin transformer model with a user interface
designed for intermediate to advanced students as
well as domain experts.

B Needfinding

Conversations with four students with experience
reading Latin and one faculty instructor of beginner
to intermediate Latin informed the need thesis for
this system by reinforcing current gaps in digital
tools for Latin. Students noted that they most of-
ten explore intertextuality between two passages
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known to contain references; they reason about the
exact connections after this starting point. A flexi-
ble side-by-side display of any two texts that can
highlight potentially similar matches could thus
effectively support these comparisons. With an
interface that identifies similar sentences from var-
ious texts and visualizes them in parallel with the
original, students can more quickly develop a sense
of what phrases may be alluding to each other.

Two students also commented on the usefulness
and comprehensive scope of the Thesaurae Lin-
guae Latinae (Thesaurus Linguae Latinae, 1900-)
for finding word usages in various works but noted
usability challenges due to the definitions being
in Latin and an overwhelming amount of data to
sift through. The organization of online dictio-
naries (Goldenberg and Shanahan, 2024; March,
2024) by lemma also makes it difficult to search
for a contextualized word in a certain passage or
for inflected variants of words in context. Many
intertextual references go beyond a single word to
incorporate a phrase-level match or similar seman-
tic concepts, so enabling a multi-word query within
which a user can pinpoint a word captures this vari-
ation in allusion and contextualizes word searches
more effectively.

Ultimately, these discussions identified chal-
lenges in conducting contextualized inquiries about
intertextual allusions without having to filter an
excessive list of results. Intertext.AI aims to ad-
dress this gap by facilitating comparisons with in-
teractive side-by-side displays and AI-augmented,
context-driven searches for similar usages of Latin
vocabulary.

C Additional Procedure Details and
Interview Questions

This study received IRB approval under Harvard
University’s IRB25-0130. Participants were re-
cruited primarily within the Harvard Classics de-
partment through emails to the department’s mail-
ing list, undergraduate student mailing lists, indi-
vidual students who expressed interest, and faculty
who agreed to share the opportunity with their stu-
dents. The eligibility requirements consisted of
being fluent in English, over 18 years of age, and
having a reading level sufficiently proficient for
upper-level Latin language courses in the Harvard
Classics curriculum, or approximately 4 years of
study (though having over 4 years of formal Latin
study was not required). Before the study, partici-

pants indicated their informed consent via written
or electronic signature and completed a survey to
explain their background and experience reading
classical Latin, as well as their familiarity with the
texts used in the study. If a participant indicated a
familiarity level of less than 2 out of 5 on a Likert
scale (1=unknown text, 5=very familiar), they were
offered the option to read short synopses for each
text prior to starting the tasks to learn an overview
of the narrative. Further, participants received a
short tutorial on how to use each feature of Inter-
text.AI and interpret the results of the contextual
nearest neighbor query engine at a basic level be-
fore the start of the treatment condition.

The pairs of texts chosen for these tasks were
Ovid’s Heroides 7 with Vergil’s Aeneid Book 4 and
Ovid’s Heroides 10 with Catullus 64. The Hero-
ides, a collection of fictional letters written from
the perspectives of scorned mythological heroines
to their lovers, were selected for their compara-
ble reading difficulty, genre, content, and docu-
mented intertextual influences from preceding Ro-
man texts (Barchiesi, 1993, 2001). According to
self-reported Likert scores on a scale from 1 to 5
about their familiarity with the tasks’ texts, partic-
ipants, though varying widely, were on the whole
more familiar with the Aeneid and the Catullus,
which are often taught in school as central texts in
the classical Latin canon, than the Heroides, which
are read relatively less frequently.

C.1 Pre-study Background Survey Questions
To help me understand how Intertext.AI could be
used by people at different stages of their Latin
learning, please describe your background/comfort
level in reading classical Latin (more specifically,
works/language generally between 100 BCE and
200 CE).

1. How many years have you studied classical
Latin?

2. What Latin courses (if any) have you taken at
Harvard?6

3. Rank your familiarity with the following text
on a scale of 1-5 (1=unknown, 5=very famil-
iar): Ovid Heroides 7.

4. Rank your familiarity with the following text
on a scale of 1-5 (1=unknown, 5=very famil-
iar): Virgil Aeneid (Book 4).

6This question was asked because the study population
was sampled from Harvard.
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5. Rank your familiarity with the following text
on a scale of 1-5 (1=unknown, 5=very famil-
iar): Ovid Heroides 10.

6. Rank your familiarity with the following text
on a scale of 1-5 (1=unknown, 5=very famil-
iar): Catullus 64.

7. Any additional context that would be useful
to know about your background in studying
Latin?

C.2 Post-task Interview Questions: Control
The following Likert-scale questions were asked in
a short survey following the reading task (described
in Chapter 4.1) in the control condition, during
which they were provided links to the Loeb Clas-
sical Library (Henderson and Loeb, 2024) and Lo-
geion (Goldenberg and Shanahan, 2024)—though
other resources were permitted for use as well.

1. On a scale of 1 to 5 (0=not used, 1=strongly
disagree, 3=neutral, 5=strongly agree), I
found the Loeb Classical Library texts easy to
use and helpful for close reading the texts.

2. On a scale of 1 to 5 (0=not used), the Logeion
online dictionary assisted me with close read-
ing the texts.

3. I found the Loeb Classical Library texts usable
and helpful for discovering potential instances
of intertextuality.

4. The Logeion online dictionary assisted me
with discovering potential instances of inter-
textuality.

5. It was easy to find potential instances of inter-
textuality.

6. It felt natural to explain or justify the connec-
tions I listed.

7. I feel confident about the strength of the con-
nections I listed.

Participants also answered the following open-
ended questions verbally:

1. Please explain your experience using the tools
you did.

2. If there was anything you wish the tools you
used could do to facilitate this process, what
would that be?

3. Any other thoughts, feedback, opinions, etc.?

C.3 Post-task Interview Questions: Treatment
The following Likert-scale questions were asked in
a short survey following the reading task (described
in Chapter 4.1) in the treatment condition, during
which they were instructed to use Intertext.AI.

1. On a scale of 1 to 5 (1=strongly disagree,
3=neutral, 5=strongly agree), I found Inter-
text.AI easy to use.

2. On a scale of 1 to 5, the dual text view of
Intertext.AI was useful for close reading the
texts. (0 = not used)

3. On a scale of 1 to 5, the dual text view of
Intertext.AI was useful for finding potential
instances of intertextuality. (0 = not used)

4. The inclusion of side-by-side translations on
Intertext.AI was useful for close reading the
texts. (0 = not used)

5. The inclusion of side-by-side translations on
Intertext.AI was useful for finding potential
instances of intertextuality. (0 = not used)

6. The inclusion of movable and collapsible
translations on Intertext.AI was useful for
close reading the texts. (0 = not used)

7. The inclusion of movable and collapsible
translations on Intertext.AI was useful for find-
ing potential instances of intertextuality. (0 =
not used)

8. The full query results were informative and
helpful for determining potential intertextual
allusions.

9. The aligned query results were informative
and helpful for determining potential intertex-
tual allusions. (0 = not used)

10. The distribution of similarity scores were in-
formative and helpful for understanding the
degree of similarity of each query results. (0
= not used)

11. It was easy to find potential instances of inter-
textuality using Intertext.AI.

12. It felt natural to explain or justify the connec-
tions I listed.

13. I feel confident about the strength of the con-
nections I listed.
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14. I would use this interface again in my Clas-
sics/Latin research endeavors.

15. I prefer having access to and using this inter-
face to only using a dictionary or commentary
to find intertextual connections.

Similar to the control condition, participants re-
ceived the following open-ended questions ver-
bally:

1. Please explain your experience using Inter-
text.AI.

2. If there was anything you wish Intertext.AI
could have done to facilitate the task, what
would that be?

3. Any other thoughts, feedback, opinions, etc.?

D Additional Tables and Figures

Figure 3: A user can compare particular results to each other vertically and to the original passage vertically, which
follows the screen cursor as the user scrolls. The result is from Catullus 64.215-6, gnate mihi longa iucundior unice
uita, / gnate, ego quem in dubios cogor dimittere casus (“My only son, sweeter to me than my long life, son, I am
forced to send you into doubtful circumstances"). The user can take note of the similar placement of the target
words at the front of the lines and the common lemmas mihi and vita, bolded in orange, indicating similar semantic
and lexical material. The red highlight on gnate, despite being the same root word as nate, highlights the usage of a
different (and archaic) form of nate.
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Figure 4: A comparison between two distributions of the top 100 results’ similarity scores for two nearest neighbor
queries. On the left, the result with the highest score stands out in the histogram, indicating a potential outlier to
explore further, while on the right, the top results are all clustered around the same values.

Figure 5: A user can view results aligned by the most similar tokens returned by the model to facilitate visual
comparison. All result tokens have an “-nd-" infix, indicating a gerundive form, and ad (“for the sake of") precedes
them, demonstrating the identical grammatical construction.
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Figure 6: A user can open a small, movable window containing a translation of the current passage.

Figure 7: A user can read a Latin text in full with an adjacent translation.
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Type Connected Phrases (Found in Control) Explanation of Connection

Lexical tibi litore mitto / unde tuam sine me vela tulere ratem “Litore, litoribus, lots of ocean and wave
(Ov. Her. 10.5-6) language, setting out from the shores" (P8)
“I send this [letter] to you from the shore where your (“shore")
sails carried off your ship without me"

tempore Theseus / egressus curvis e litoribus Piraei
(Cat. 64.73-4)
“At that time, Theseus, having left the winding shores
of Piraeus"

Syntactic Thesea prensuras semisupina manus: “Parallelism in both" (P17), nullus erat and o...
nullus erat. referoque manus iterumque retempto repetition
perque torum moveo bracchia: nullus erat. (“there was no one", “O...")
(Ov. Her. 10.12-4)
“Half-laying down, I [moved] my hands to lay hold of
Theseus: there was no one. And I move my arms all
over the bed: there was no one."

o nimis optato saeclorum tempore nati
heroes, salvete deum genus! o bona matrum (Cat. 64.22-3)
“O heroes, born at the most desired time of the ages,
hail, offspring of the gods! O good [children] of mothers"

Thematic uror, ut inducto ceratae sulpure taedae (Ov. Her. 7.23) “Theme of fire, burning with love" (P13)
“I am inflamed [with love], as torches covered with wax
that are dipped in sulfur"

at regina gravi iamdudum saucia cura
vulnus alit venis et caeco carpitur igni. (Virg. Aen. 4.2)
“But the queen, long since wounded by a heavy love
feeds her wound with her veins and is seized by a hidden fire."

Stylistic scelerate revertere Theseu! (Ov. Her. 35) “[scelerate/scelero] rarely used in Catullus,
“Return, wicked Theseus!" epithet in Ovid" (P5)

divos scelerare Penates (Cat. 64.19-21) (“wicked"/“defile")
“to defile the divine household gods"

Table 4: An example of each connection type found during participants’ control conditions. The query is listed in
the row above the result, and the words of interest are bolded in the Latin excerpts.
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Type Connected Phrases (Found in Treatment) Explanation of Connection

Lexical ut rate felici pacata per aequora labar, Collocation of the sea “with rate/rostro,
temperet ut ventos Aeolus; exul ero. (Ov. Her. 10.67-8) ventosum/ventos" (P16)
“Even if I glide through calm seas on a lucky boat (“boat"/“ship’s beak", “windy"/“winds")
and Aeolus tempers the winds; I will still be an exile."

quae simul ac rostro uentosum / proscidit aequor
(Cat. 64.12-3)
“As soon as she split the windy sea with the ship’s beak"

Syntactic nec nova Karthago, nec te crescentia tangunt “Similar form between crescentia/surgentia,
moenia nec sceptro tradita summa tuo? (Ov. Her. 7.11-2) similar meaning as well though in different
“Do new Carthage, her rising walls, and supreme contexts (rising walls vs. rising wars)" (P6)
power handed to your scepter not touch you?" (“rising/rising")

quid bella Tyro surgentia dicam / germanique minas?
(Virg. Aen. 4.43-4)
“Why should I speak of the wars rising from Tyre
and the threats of your brother?"

Thematic mitius inveni quam te genus omne ferarum; “Stock form of curse" (P15), insulting the target
credita non ulli quam tibi peius eram. (Ov. Her. 10.3-4) as a beast or wild animal
“I have found every species of beast milder than you;
I had been entrusted to no one more wicked than you."

quaenam te genuit sola sub rupe leaena,
quod mare conceptum spumantibus exspuit undis (Cat. 64.154-5)
“What lioness gave birth to you under a lone rock,
what sea spit you out, conceived by the foaming waves?"

Stylistic tum denique flevi; / torpuerant molles ante dolore genae. “Epic use of starting a line [or new sentence]
(Ov. Her. 45-6) with tum" (P7)
“Then at last I wept; my soft cheeks had grown stiff from my
grief before this."

tum Thetidis Peleus incensus fertur amore,
tum Thetis humanos non despexit hymenaeos,
tum Thetidi pater ipse iugandum Pelea sensit. (Cat. 64.19-21)
“Then it is said that Peleus was inflamed with love for Thetis,
then Thetis did not look down upon human nuptials,
then the Father himself felt that Peleus must be joined to Thetis."

Table 5: An example of each connection type found during participants’ treatment tasks. The query is listed in the
row above the result, and the target words are bolded in the Latin excerpts.
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Figure 8: The distribution of lexical, syntactic, thematic, and stylistic connections participants found in each
condition. The box plot indicates the median, interquartile ranges, and outliers, while the dashed purple line is the
mean count of each type.
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