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Abstract

Digitised historical newspaper collections are
becoming increasingly accessible, yet their
scale and diverse content still present chal-
lenges for researchers interested in specific ar-
ticle types or topics. In a step towards devel-
oping models to address these challenges, we
have created a dataset of articles from New
Zealand’s Papers Past open data annotated with
multiple genre and topic labels and annotator
confidence scores. Our annotation framework
aligns with the perspectivist approach to ma-
chine learning, acknowledging the subjective
nature of the task and embracing the hybridity
and uncertainty of genres. In this paper, we
describe our sampling and annotation methods
and the resulting dataset of 7,036 articles from
106 New Zealand newspapers spanning the pe-
riod 1839-1903. This dataset will be used to
develop interpretable classification models that
enable fine-grained exploration and discovery
of articles in Papers Past newspapers based on
common aspects of form, function, and topic.
The complete dataset, including un-aggregated
annotations and supporting documentation, will
eventually be openly released to facilitate fur-
ther research.

1 Introduction

Just over 100 years ago, in an article titled “The
Natural History of the Newspaper”, Robert Park
wrote, “The newspaper, like the modern city, is not
wholly a rational product.” (Park, 1923, 273). He
was describing the development of the press from
newsletter to political and commercial institution,
but his sense of an evolving organism, something
familiar yet difficult to specifically define, applies
as much to the types of articles inside as it does
to the newspaper as a whole. These types, or cat-
egories, of newspaper articles can be referred to
as genres, although an agreed upon definition of
this term is as difficult to pin down as the gen-
res themselves (Chandler, 1997; Ljung, 2000; Lee,

2001; Liddle, 2015; Underwood, 2019). For our
purposes in constructing a dataset of digitised his-
torical newspaper articles annotated with genre and
topic labels, we consider genre to be the type of
document (or newspaper article in this case) and
topic to be what the document is about (Ruthven
and Pennington, 2018). We do not attempt to estab-
lish a definitive list of the types of articles found
in historical newspapers but instead aim to iden-
tify articles that share characteristics of form and
function along with the topics within those articles,
such as “football” or “politics”. We call the arti-
cle categories genres and label them with common
terms such as “editorial”, “letter”, or “review”.

Today, we have desktop access to millions of
digitised newspapers and researchers are investing
significant effort in developing datasets, design-
ing interfaces, and training state-of-the-art mod-
els to enhance these collections and extract new
insights (for example Bunout et al., 2023; Dell
et al., 2023; Doucet et al., 2020; Düring et al., 2024;
Ehrmann et al., 2020; Lee et al., 2020). The text
of many digitised newspaper collections has been
made searchable through the use of Optical Char-
acter Recognition (OCR) software which, along
with related technologies and post-OCR correction
methods, has improved significantly in recent years
(Chen and Ströbel, 2024; Reul et al., 2024; Kim
et al., 2025). However, the fact remains that many
historical newspaper collections contain a signifi-
cant number of errors which affect the reliability
of keyword search and have implications for re-
searchers in terms of source criticism, reproducibil-
ity, and claims of representativeness (Burchardt,
2023; Cordell, 2017; Hiltunen, 2024; Hitchcock,
2013). OCR errors, misspellings, and diachronic
language change also present challenges when it
comes to the robust application of new methods
such as Retrieval Augmented Generation (RAG)
to historical text collections (Piryani et al., 2024;
Thorne et al., 2024; Tran et al., 2024).

377



Several studies have explored the use of features
such as page layout data, text statistics, TF-IDF
metrics, and parts-of-speech frequencies, some-
times in addition to bag-of-words or word embed-
ding representations, to classify news articles by
genre (for example Bilgin et al., 2018; Kilner and
Fitch, 2017; Langlais, 2022; Petrenz and Webber,
2011). These approaches offer alternative ways to
identify and retrieve different types of texts, and
work at a level of abstraction from the individual
characters, which can provide resilience to OCR
errors and unusual word forms. When used with in-
terpretable machine learning methods and in trans-
parent pipelines they can provide valuable insights
into the characteristics of different genres and the
ways in which these genres change and evolve (Bil-
gin et al., 2018; Broersma and Harbers, 2018). Mis-
classifications can also be informative by revealing
where and how genres overlap or surfacing unusual
examples that would otherwise be difficult to dis-
cover (Bamman et al., 2024; Blankenship, 2024;
Langlais, 2022).

The subjectivity and hybridity of genre and its
fluidity across time make genre classification a
challenging and interesting problem (Blankenship
and Cordell, 2024; Crowston and Kwasnik, 2004;
Langlais, 2022; Underwood et al., 2013). The ex-
ample shown in Figure 1, a humorous poem that
contains aspects of a recipe and advice, illustrates
these challenges. This text might be labeled in dif-
ferent ways depending on the perspective of the
annotator, and classification using traditional su-
pervised machine learning methods trained on a
single hard label per article could lose valuable in-
formation. Soft labels and confidence scores from
multiple annotators provide a way to better reflect
the human perspective of genre by capturing its
subjectivity and hybridity (Collins et al., 2022; de
Vries and Thierens, 2024). This approach follows
the perspectivist paradigm described by Cabitza
et al. (2023), which builds on previous work en-
couraging consideration of human label variation
in machine learning model training and evaluation
(Aroyo and Welty, 2015; Basile, 2020; Fornaciari
et al., 2021; Plank, 2022; Uma et al., 2021).1 In
making room for disagreement, perspective, and
subjectivity, such an approach has been argued
to improve model calibration, representation, and
evaluation (Basile et al., 2021; Fleisig et al., 2024).

In this paper, we describe the construction and

1See also: The Perspectivist Data Manifesto.

Figure 1: A humorous poem that could also be labeled
as a recipe and advice. North Otago Times, Volume
XXVI, Issue 1877, 2 May 1878, Page 4.

features of a genre and topic annotated dataset
of digitised historical newspaper articles sampled
from the National Library of New Zealand’s Papers
Past open data (National Library of New Zealand
Te Puna Mātauranga o Aotearoa, 2024). The re-
sulting dataset includes soft genre labels, annota-
tor confidence scores, and topic labels and covers
106 New Zealand newspaper titles from the period
1839-1903. The final dataset will be made publicly
available and, as far as we are aware, will be the
first openly released dataset of digitised historical
newspaper articles annotated in this way. It is a
key part of an ongoing project focused on devel-
oping interpretable genre classification models to
enhance the discovery and analysis of articles in
Papers Past newspapers.

The key contributions of this work are: (1) a
large dataset of more than 7,000 historical news-
paper articles with un-aggregated soft genre labels,
annotator confidence scores, and topic labels, (2) a
detailed description of the sampling and annotation
process and results including the genre and topic
labels and inter-annotator agreement, and (3) a dis-
cussion of the challenges and limitations associated
with the development of the dataset.
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2 Methods

2.1 Data

Our dataset is a sample of the Papers Past open
data, a collection of historical New Zealand news-
papers released in METS/ALTO XML format by
the National Library of New Zealand (National
Library of New Zealand Te Puna Mātauranga o
Aotearoa, 2024).2 As at February 2025, the Pa-
pers Past open data includes 108 newspaper titles
from the period 1839-1903. The open data was pro-
cessed to extract newspaper and article titles, dates,
article codes, and a list of text blocks for items with
the attribute TYPE="ARTICLE" using an approach
based on code released by Wilson Black (2023).3

“Articles” that were not associated with any text
blocks (such as the titles of illustrations) were re-
moved, along with two newspaper titles: the Vic-
toria Times, which was only published once on 15
September 1841, was handwritten (lithographed)
and contained only four “articles”, and Bratska
Sloga which published four issues in May and June
1899, mainly in Croatian. Our final sampling frame
contained 10,811,624 articles from 106 newspa-
pers.

2.2 Genres

From our previous (unpublished) work on identify-
ing newspaper article genres in Papers Past, we had
an initial list of genre terms and an understanding
of which genres appear frequently in the dataset
(for example, notices and reports) and which are rel-
atively rare (such as speeches). We supplemented
this knowledge by collating an inventory of article
categories used in other online historical newspaper
collections, published research on newspaper gen-
res, the International Press Telecommunications
Council’s (IPTC) NewsCodes controlled vocabu-
lary,4 and genres identified by participants in a
survey of Papers Past users (n = 200).

In some cases, the title of the article can indicate
the genre, for example, “Original Poetry”, “Corre-
spondence”, or the presence of the word “Chapter”
in the title of fiction. We reviewed the titles of
articles associated with known genres in our previ-
ous work and examined high frequency titles of the

2See What is METS/ALTO? for information about this
format.

3The Papers Past newspapers data currently includes ba-
sic genre tags in the form of ARTICLE, ADVERTISEMENT, or
ILLUSTRATION, which are automatically identified during the
digitisation process.

4https://cv.iptc.org/newscodes/genre/

Normalised title Number of articles
untitled 408,415
commercial 157,149
shipping 107,181
death 100,003
sporting 98,826
mail notices 80,520
birth 77,572
cricket 67,381
australian 59,274
telegrams 56,117
marriage 50,302
football 42,247
mail notice 40,220
local and general 37,256
shipping intelligence 36,912
correspondence 35,965
shipping telegrams 35,798
telegraphic 35,362
interprovincial 34,730
australian news 34,091

Table 1: The twenty most frequent article titles in our
sampling frame of articles from the Papers Past open
data (1839-1903) after normalisation.

articles in our sampling frame, and used this infor-
mation to identify candidate articles for each genre
in our inventory. Table 1 shows the twenty most
frequent article titles after normalisation by lower-
casing, removing punctuation, and making “births”,
“deaths”, and “marriages” singular. Lists of titles
considered likely to be associated with each of our
final set of 22 genres were used to apply “rough”
labels to almost 28% of the articles in our sampling
frame, as shown in Table 2.

2.3 Sampling

A multi-stage stratified sampling approach was im-
plemented to extract a dataset for annotation across
newspaper titles and time periods. Hierarchical
quota samples were used to obtain minimum num-
bers of articles both within and across time periods
from those identified as genre candidates and from
individual newspaper titles. While quota samples
can introduce bias by oversampling certain sub-
strata (Lohr, 2021), our priority was to obtain a
balanced dataset across the parameters of interest
(genres, newspaper titles, and time periods) for the
purpose of training and testing classification mod-
els, rather than to collect a proportionally represen-
tative sample of the population (Biber, 1993). This
is similar to the approach taken by Hiltunen (2021),
who aimed to create a balanced corpus across time
periods and text types in the British Library News-
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Genre Number of articles
News 1,131,170
Report 808,641
Notice 554,778
List 135,476
Editorial 94,063
Letter 56,121
Review 31,585
Advertisement 27,860
Fiction 24,097
Obituary 22,529
Opinion 21,682
Squib 19,043
Feature 16,980
Poetry or verse 9,727
Table or chart 8,448
Social column 4,504
Narrative humour 2,805
Advice 2,494
Speech 1,989
Recipe 1,746
Joke, riddle, puzzle 1,605
Narrative non-fiction 677
Total 2,978,020

Table 2: The number of articles in the sampling frame
that were identified as candidates for each genre using
article titles.

papers database.5 Our target was 200 examples
of each genre in the final dataset, based on the
findings of Figueroa et al. (2012) who tested the
performance of classification models with different
size annotated training sets and found error rates
decreased significantly for training sets between 80
and 200 instances but beyond 200 the error rates
plateaued (Figueroa et al., 2012). To allow for in-
stances in our sample where the candidate articles
were not actual examples of the genre or were il-
legible, we set a sampling quota of 220 candidate
articles per genre.

Six time periods were defined with the purpose
of obtaining enough data in the early years where
fewer newspapers are available and aligning with
significant dates in the history of New Zealand’s
newspaper industry such as the introduction of the
telegraph in 1861-1862, the establishment of the
New Zealand Press Agency, the New Zealand Press
Association, and the United Press Association in
the 1870s, and the rapid growth in the transmis-
sion of press telegrams in the 1880s (Byrne, 1999;
Grant, 2018; Hannis, 2008). The time periods
used are: 1839-1861, 1862-1871, 1872-1881, 1882-
1891, 1892-1901, and 1902-1903.

The multi-stage sampling approach to meet tar-

5See British Library Newspapers. The text types used were
“Arts and entertainment”, “Birth, death, marriage notices”,
“Business”, “Classified ads’, “Editorial”, “News”, “Sports”.

get sample quotas was implemented as follows:

1. Get the candidate articles for each genre and
newspaper in each time period.

2. Take a random sample of 6 articles per news-
paper per time period. If fewer than 6 arti-
cles are available, take all the articles for that
newspaper (there were no cases where this
was necessary).

3. Using the remaining articles labeled as genre
candidates, take a random sample in the time
period to meet a minimum of 33 articles per
genre per time period. If fewer than the
minimum are available for a genre in the time
period, take all candidate examples for that
genre.

4. Take more random samples to meet a mini-
mum of 1,100 articles in total for the time
period.

5. Following the completion of steps 1-4 for each
time period, check that a minimum total of
30 articles per newspaper has been met, if
not, sample more from newspapers where the
condition has not been met to fulfill the quota.

6. Check if a minimum total of 220 candidate
articles per genre has been met, if not, sam-
ple more from the candidate articles to fulfill
the genre quotas.

This process resulted in a sample of 7,885 arti-
cles, of which 7,791 could be matched to an article
on the Papers Past website, a necessary require-
ment in order to display the article for annotation.

3 Annotation

3.1 Annotation interface

The annotation process is time-consuming and crit-
ical to the development of a quality dataset, which
makes the choice of annotation tool a significant
decision (Colucci Cante et al., 2024; Krušic, 2024;
Neves and Ševa, 2021). For this project we re-
quired the ability to display a scrollable image of
the article, support for multiple annotations per
item (genres and topics), and the ability to capture
confidence scores and indicate if the article was
legible and if it was a single article or if it con-
sisted of multiple items due to errors in the article
segmentation process.
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After reviewing the documentation for several
open source tools and considering the fit with our
requirements, we ultimately decided to design our
own annotation system and interface using Google
Colab, with data stored in Google Cloud Storage
(GCS) buckets. The interface was developed using
the ipywidgets package and could be viewed full-
screen from within Colab. This enabled flexible
customisation and the cloud-based system meant
the lead researcher could efficiently segment and
monitor the data for each annotator using unique
Google accounts. The annotation guidelines were
provided as a Google Doc, which was accessible
via a link on the interface. Annotations were saved
to a CSV file in a GCS bucket on each click of
the Next button in the interface. A screenshot and
descriptions of key elements of the interface are
provided in Appendix A.

3.2 Annotators

Six annotators (identified as Annotator 0-5) took
part in the annotation process. The lead researcher,
a doctoral student in data science, was Annotator 0.
Three of the other annotators were recommended
via word-of-mouth and two were already contacts
of the lead researcher. Two of the annotators had
recently completed PhDs in history, one focused on
the American abolitionist movement and the other
on New Zealand and the British Empire during
World War I. These annotators had used digitised
historical newspaper collections extensively in their
research. The other annotators, a doctoral student
in sociology and creative practice, a masters stu-
dent in linguistics, and the manager of a humani-
ties research lab, had either used online historical
newspaper collections only for casual or personal
research or had not used these types of collections
at all. All are native English speakers. Four of
the annotators (excluding the lead researcher and
the research lab manager) were employed on re-
search assistant contracts for 20 hours and paid at
the intermediate level of our university’s research
assistant pay scale. The annotators ranged in age
from early twenties to early fifties and three identi-
fied as women, two as men, and one as non-binary.

3.3 Annotation process

An iterative approach to dataset development,
where feedback is incorporated and the process is
adapted based on learnings early in the annotation
process is advocated in much of the literature (for
example Hutchinson et al., 2021; Alex et al., 2010;

Pustejovsky and Stubbs, 2013; Monarch, 2021;
Klie et al., 2024). Our annotation took place in
a series of stages similar to the general process
described in Krušic (2024), however, a key differ-
ence of our project was that all of the annotators,
with the exception of Annotator 5, worked in the
same location in blocks of four hours across five
days.6 Across this week, approximately 17 hours
were dedicated to annotation and three to training,
discussion, and feedback.

On the first day, the annotators were introduced
to the project and there was time to read through
and discuss the annotation guidelines and test the
interface. The annotators all received the same set
of articles to annotate on the first day. This set
had been curated by the lead researcher to include
examples of each of the 22 genres based on the
“rough” genre labels, however, these “rough” labels
were used for sampling only and were not shown
to the annotators in the interface. Working together
on the same set of articles fostered a shared sense
of the task and the annotators were able to question
and discuss the application of the guidelines to
specific examples.

The first annotation requirement was to indicate
if an article was legible. If it wasn’t, either due
to it being a poor quality scan or an illustration
that had been incorrectly tagged as an article at
the digitisation stage, the annotator could move
immediately to the next example. For the genre
labels, annotators were instructed to select a pri-
mary genre, “Genre 1”, that they felt was the best
fit for the article from a dropdown list, along with
a corresponding confidence score in the form of a
percentage, also selected from a dropdown list that
incremented in ten percent intervals.

Annotators were advised that they could use up
to three additional labels and associated confidence
scores to indicate the mix or ambiguity of genre in
an article. The confidence scores were not intended
to necessarily represent the proportion of a genre in
the text and, as in Collins et al. (2022), we did not
require that they sum to 100. In practice, however,
it sometimes felt natural to approximate the pro-
portion of genres using the confidence scores, such
as in the case of an article that was 50% a list and
50% a table or chart. On the other hand, it could be
equally appropriate for some articles to be assigned

6Due to other commitments Annotator 5 joined the group
only for the first day and part of the second day, completing
annotation of all of the first day’s sample independently over
the course of the week.
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a confidence of 100% for more than one genre,
for example, if a letter to the editor was written
in verse and the annotator felt that it was strongly
representative of both genres. This annotation ap-
proach enabled a more natural representation of
the human perspectives of the texts, which can be
explored in different ways when it comes to using
the information to train genre classification mod-
els. In cases where it was too difficult to identify
a genre, annotators could leave the genre fields
blank and complete the topic labels only, if pos-
sible. Free text fields were provided for entering
topic terms and annotators were asked to use their
judgement to select up to four representative words
from the article text or title, or use a general topic
word if more appropriate (for example, “politics”
or “education”). The instructions indicated that
only a single, lowercase word should be entered in
each field without punctuation, although this was
not enforced in the interface or emphasised during
training as data cleaning and normalisation steps
could be applied later.

The annotators completed between 64 and 137
articles in three hours on the first day of annota-
tion, at an average rate of 30 articles per hour. At
the start of the second day the annotation team dis-
cussed areas of disagreement and difficult cases.
Minor clarifications were made to the annotation
guidelines as a result, including the instruction that
the label “various” could be entered to indicate ar-
ticles where there were more topics than could be
easily identified. The annotations from day one
were retained in the dataset following review by
the lead researcher. On day two, two groups of an-
notators each worked on a common set of articles
and the results were again reviewed by the lead
researcher and discussed as a team. By this point,
the annotators were familiar and comfortable with
the task and further feedback was minimal. The
annotators completed between 102 and 140 articles
in three hours on day two, at an average rate of 38
articles per hour. On subsequent days, each anno-
tator was given a different set of articles. The lead
researcher annotated every article in the sampled
dataset, which took an additional 138 hours at an
average rate of 52 articles per hour.

4 Annotation results

Of the 7,791 articles annotated, 652 marked as
“Illegible” and 103 that were not labeled with a pri-
mary genre were removed from the dataset. The

No. annotators No. articles Dataset %
1 4,811 68%
2 1,876 27%
3 254 4%
4 25 <1%
5 6 <1%
6 64 1%

Total 7,036 100%

Table 3: The number and percentage of articles in the
dataset by number of annotators (rounded to the nearest
whole percent).

remaining dataset contained 7,036 articles anno-
tated with a primary genre label, with 2,225 (32%)
articles at least double-annotated. Table 3 shows
the frequency of articles by the number of annota-
tors.

4.1 Genre annotations

Of the 2,225 articles with at least two annotators
there are 1,473 articles where the primary genre
selection (“Genre 1” in the annotation interface)
is the same for all annotators (a percentage agree-
ment of 66.2%). To assess the quality of the overall
annotated dataset we used the Krippendorff’s α
inter-annotator agreement metric (Hayes and Krip-
pendorff, 2007; Krippendorff, 2019), which is rec-
ommended for its versatility and ability to handle
missing data and more than two annotations per
observation (Klie et al., 2024; Marzi et al., 2024;
Monarch, 2021). An α value of 1 indicates perfect
agreement, 0 is agreement similar to what could
be expected from random annotation, and negative
values indicate systematic disagreement (Artstein,
2017; Marzi et al., 2024).7

Krippendorff’s α scores were computed for the
first and second days’ annotations, and for the full
annotated dataset (see Table 4). Two different ap-
proaches were used to select a single genre label for
each annotator and article combination. The first
approach was to simply calculate α for the genre
label selected by each annotator in the “Genre 1”
position, which we called the primary genre. Our
second approach was more complex and involved
selecting a single label for each annotator based
on consensus across all annotations for the article,
with a position based tie-breaker. This is simi-
lar to the “tie-breaking plurality rules” (TBP rules)
found in the domain of social choice theory (Saitoh,

7The metric was calculated using both the K-Alpha Cal-
culator developed by Marzi et al. (2024) and a Python script
based on method “C” in Krippendorff (2011). The Python
script was developed with assistance from Claude 3.5 Sonnet.
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2022). The most common genre label across all
annotators in any of the four genre positions was se-
lected, with position only relevant for tie-breaking.
In breaking ties, genres that were selected more
frequently in earlier positions across all of the an-
notators were prioritised, as illustrated in Figure 2.
If there were no shared genre labels, the annotator’s
primary genre selection was used. The consensus
genre approach serves to normalise the effect of
individual annotator preferences where the choice
of primary genre can be arbitrary, for example a
“Notice” that is equally an “Advertisement”, or our
example from Figure 1, which might reasonably
be labeled with “Recipe”, “Advice”, or “Poetry or
verse” in the primary genre position.

Annotated
dataset

Primary
genre α

Consensus
genre α

Day 1 0.70 0.88
Day 2 0.60 0.77
Full 0.66 0.86

Table 4: Krippendorff’s α scores for the annotations
completed on day 1 and 2, and the full dataset, using
either the primary genre or the consensus genre label for
each annotator. As Annotator 0 designed the annotation
scheme and conducted the training, their annotations
are excluded from the day 1 and 2 metrics.

Figure 2: An illustration of the consensus approach with
position based tie-breaking used to select a single genre
label per annotator for each article.

Two of the α scores shown in Table 4 are slightly
outside the range (0.67-0.79) considered “moder-
ate agreement” (Marzi et al., 2024), however, we
were pleased with the results given the subjective
nature of the task and data. The agreement is
also relatively consistent between day one and the
full dataset, as is the improvement in the α score
for the consensus genre compared to the primary

genre. As noted by Klie et al. (2024) and Amidei
et al. (2019), the interpretation of agreement re-
sults and thresholds depends on the task. We are
not aware of any directly comparable datasets of
genre annotated historical newspaper articles to
benchmark against, however, the α scores we have
achieved are higher than those reported for many
other datasets of human annotated text (Klie et al.,
2024). Asheghi et al. (2014) designed and evalu-
ated a genre annotated corpus of web pages, with
one of their motivations being the low agreement
for existing genre-labeled corpora (Krippendorff’s
α scores of 0.56 and 0.55 are reported for two of the
cited collections). Asheghi et al. (2014) achieved
a Fleiss’s kappa score (Fleiss, 1971) of 0.874 for
their full dataset annotated with 15 web genres by
42 annotators.

Following Asheghi et al. (2014), we also com-
puted per-genre agreement scores to provide insight
into the genres with high and low consensus. In
this case, agreement is measured with a binary ap-
proach, where the presence of the target genre in
an annotator’s selections for an article is coded “1”
and its absence is coded “0” (or “NA” where an
annotator didn’t label an article). The results are
shown in the first column of Table 5. Interestingly,
like Asheghi et al. (2014), “Recipe” achieved the
highest agreement, with α of 0.93. The lowest
agreement was for “Opinion” with α of 0.36.

The accuracy of the “rough” labels used to iden-
tify genre candidates based on article titles can also
be seen in Table 5. The “Genre candidates” column
shows the number of candidate articles for each
genre in the final annotated dataset and “Primary
genre matches” counts articles where an annotated
primary genre selection matched the “rough” label.
“Total support primary genre” shows the number
of articles where a genre is selected as the primary
label with at least 90% confidence by at least one
annotator. Based on this, we can see that the mini-
mum target of 200 high quality examples was not
met for several of the genres. The distribution of
genre labels across the dataset will be explored fur-
ther and shortfalls will be addressed with additional
sampling and annotation prior to open release of
the dataset.

4.2 Genre confidence scores
The distributions of annotator confidence scores for
the genre labels, shown in Figure 3, are interesting
to consider in relation to the per-genre agreement
scores (Table 5). “Notice” has the highest possi-
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Genre α
Genre candidates

(support)
Primary genre

matches (support)
Genre candidate

accuracy (%)

Total support
primary genre
≥ 90% conf.

Recipe 0.93 210 169 80.48 171
Letter 0.86 218 194 88.99 453
Fiction 0.84 205 166 80.98 202
Poetry or verse 0.83 211 197 93.36 251
Table or chart 0.81 201 166 82.59 235
Advertisement 0.78 183 27 14.75 146
Obituary 0.76 214 96 44.86 102
Joke, riddle or puzzle 0.74 206 184 89.32 227
Review 0.67 206 146 70.87 193
List 0.65 185 126 68.11 367
Narrative humour 0.64 203 112 55.17 175
Squib 0.63 208 143 68.75 163
Speech 0.63 200 58 29.00 70
Editorial 0.62 178 149 83.71 386
Social column 0.61 203 173 85.22 199
Advice 0.60 197 56 28.43 114
News 0.57 361 227 62.88 689
Narrative non-fiction 0.57 168 117 69.64 183
Notice 0.55 248 195 78.63 810
Report 0.53 281 195 69.40 831
Feature 0.52 210 71 33.81 179
Opinion 0.36 200 90 45.00 286
Total 7,036 3,057 64.73 (mean) 6,432

Table 5: Metrics for each genre in the annotated dataset including per-genre Krippendorff’s α, support for genre
candidates identified using article titles and matches with an annotated primary genre label, along with corresponding
accuracy, and total support for each genre based on primary genre selections with a confidence of 90% or greater.

ble median confidence score of 1.0, yet one of the
lowest α scores (0.55). There are several possi-
ble reasons for this, including its high frequency
and potential for overlap with genres such as “Ad-
vertisement”, “Table or chart”, and “List”. The
bimodal distributions and high agreement scores
for “Advertisement” and “Table or chart” suggest
they appear as distinctive elements but are often
less representative of an article as a whole. The
long tails for most genres reflect the hybridity of
historical newspaper articles and the effect of inac-
curate article segmentation, with the extent of each
to be explored in future work. “Speech” shows a
flat distribution and has the lowest median confi-
dence score of 0.7. Empirically, a possible reason
for this is the fact that speeches are often reported
in the third person, making it more difficult for an-
notators to be confident about the selection of the
genre. In addition, speeches are often not quoted
in full, but form snippets of a larger context within
other genres such as “Report” or “News”.

4.3 Topic annotations
The free text topic annotations provide an addi-
tional perspective of the data from the same anno-
tators, which can be useful for exploratory analysis
and modeling. Although the free text format re-
sults in a large and sparse set of labels, it provides

Figure 3: The distribution of annotator confidence
scores and the number of annotations for each genre.
The plots are sorted by median confidence score fol-
lowed by the number of annotations.

flexibility for use with a variety of methods such as
topic modeling and clustering, and the terms can be
mapped to a reduced set using word embeddings.
Following normalisation, there are 4,583 unique
topic terms from 24,687 total topic annotations in
the full dataset.8 The portion of the dataset that was

8Normalisation involved transliterating special characters,
lowercasing, removing punctuation, concatenating multi-word
annotations, and lemmatizing using WordNet.
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at least double-annotated (2,225 articles, 32%) con-
tains 2,923 unique terms, with 1,070 (37%) used
by more than one annotator.

The top 20 topics according to the number of ar-
ticles where two or more annotators agreed on the
topic term are shown in Figure 4. The significance
of the “various” label is evident, it was applied to
1,314 articles, nearly three times as many as the
next most frequent term in the dataset, “politics”.
Figure 4 also shows the number of unique annota-
tors who applied each topic term at least once, and
the total number of articles for each term.

Figure 4: The top 20 topic terms (after normalisation)
by the number of articles where two or more annotators
agreed on the term. The numbers in parentheses show
how many annotators used each topic term overall. The
width of the bars shows the total number of articles
where each topic term was applied.

5 Discussion

In this study, we adopted a perspectivist approach
to annotating a dataset of historical newspaper arti-
cles with soft genre and topic labels and annotator
confidence scores. The approach allowed us to
capture the inherent subjectivity and hybridity of
genre and the resulting dataset contains a wealth
of information that can be used in the development
and testing of genre classification models for his-
torical newspaper texts. While we have reported
Krippendorff’s α using two approaches to identi-
fying a primary genre label, there is much to be
learnt from further analysis of agreement across
the genre and topic labels and between annotators.
The dataset lends itself to the exploration of new

methods for evaluating data quality with multiple
soft labels, an active area of research (Fleisig et al.,
2024; Rizzi et al., 2024).

In ongoing work the annotated dataset will be
used to develop interpretable classification models
that enable a more fine-grained exploration of arti-
cles in Papers Past newspapers based on common
aspects of form, function, and topic. Our focus
on interpretable methods is motivated by several
factors including improved transparency and repro-
ducibility of results and the value to researchers of
being able to understand and interrogate the com-
binations of features that contribute to an article’s
classification.

As emphasised by Broersma and Harbers (2018),
transparent machine learning methods can support
rather than replace qualitative historical research.
They can be used to test hypotheses at scale and
across different dimensions such as time periods,
regions, or newspapers, or reveal patterns worthy of
closer investigation (Broersma and Harbers, 2018).
Our annotation approach enhances the exploratory
potential of subsequent models by enabling more
of the complexity of genre and topic to be reflected
in the training data.

6 Conclusion

The sampling and annotation process described in
this paper, and the resulting dataset of more than
7,000 articles from New Zealand newspapers span-
ning the period 1839-1903, will be of interest to re-
searchers in digital humanities and computational
linguistics, as well as those interested in explor-
ing perspectivist approaches to machine learning.
When publicly released, the final dataset will in-
clude full un-aggregated annotations and will be
supported with detailed documentation that follows
the recommendations of Alkemade et al. (2023),
and more recently Luthra and Eskevich (2024), and
includes information on the sampling and annota-
tion process, the distribution of genres and topics,
ethical considerations, metrics, and potential use
cases. In ongoing work, we will use the dataset to
develop interpretable classification models to fur-
ther explore aspects of genre and topic in Papers
Past newspapers.

Limitations

There are several limitations to the dataset de-
scribed here, some of which will be addressed in
future work and others that are inherent to the data.
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The dataset is not yet balanced across genres and
some newspapers are over-represented for certain
genres. There are also duplicates in the dataset due
to items such as advertisements being reprinted in
multiple newspaper issues and titles. Some of these
problems are related to the identification of genre
candidates based on article titles, and these issues
will be explored in ongoing work. De-duplication
will be carried out using methods such as simple
string matching and Jaccard similarity, with recog-
nition that duplicates may have slightly different
OCR text even when the original article is identi-
cal. Additional articles will be sampled to boost
the number of the lower frequency genres such as
“Speech” and “Obituary” in order to create a more
balanced and versatile dataset for experiments with
different subsets and combinations of genres, top-
ics, time periods, newspaper titles, annotators, and
confidence scores.

Decisions about genre and topic labels are inher-
ently subjective and while our use of soft labels
and confidence scores removed a certain pressure
on annotators to select the “right” label, the an-
notators reported concerns about how consistent
they were in their application of labels and scores.
The selection of topics was particularly challeng-
ing, and annotators described having to balance
spending enough time reading the text to select an
appropriately representative label with the need to
efficiently complete the task. A lack of context for
certain genres, for example “Fiction” which might
be a single chapter from a serialised work, further
complicated this task. Some of the annotators said
they would have found a predefined list of topics
helpful, although others felt that the need to choose
their own labels encouraged an engagement with
the text that was also beneficial for making deci-
sions about the genre. Related to the difficulty of
the task is the issue of annotator fatigue and the
potential for reduced focus and accuracy. While we
tried to manage this by working in blocks of a max-
imum of four hours and creating a supportive and
engaging environment, the annotation task required
significant concentration and the annotators agreed
that four hours was about the maximum that they
could work effectively in a day. All of these issues
could impact the quality and consistency of the an-
notations in the final dataset. Where we selected a
single label for each annotator based on the consen-
sus approach, we have not evaluated the impact of
using confidence scores as weights or thresholds,
and this is also something to be explored in future

work.
As noted by Krušic (2024), working in the con-

text of historical language increases the difficulty
of annotation tasks, even when there is a level of
familiarity with the sources. We were sometimes
surprised by the difficulty of interpreting the intent
of certain articles, for example deciding if a text
was intended as serious advice or humour. We also
often had difficulty finding the humour in items that
we knew from other cues were obviously intended
as jokes.9 Annotators with different backgrounds
and experience may have interpreted these articles
differently, which is a limitation of this type of
human annotated dataset.

Ethical considerations

The dataset described in this paper is sourced from
digitised historical newspaper articles in the Na-
tional Library of New Zealand’s Papers Past open
data collection. The articles were published in
New Zealand between 1839 and 1903 and have no
known copyright. The annotators were recruited as
research assistants and were employed and paid for
their work using established employment contracts
and pay scales.

Early New Zealand newspapers predominately
represent the perspective and concerns of the colo-
nial settlers and this, in the context of the social
and political conditions of the time, will be con-
sidered and documented when sharing the dataset
described here. The articles in our dataset contain
references to events, legislation, and attitudes that
today we disagree with or consider to be outdated,
harmful, or in various ways culturally sensitive. As
described in this paper, the dataset will be used in
our ongoing work to develop interpretable classi-
fication models that enable transparent discovery
of articles in Papers Past newspapers. This focus
on interpretability and transparency extends to the
respectful treatment of culturally significant and
sensitive material in the dataset. The frameworks
proposed by Alkemade et al. (2023) and Luthra and
Eskevich (2024) will be used to document cultural
considerations and acknowledgements.
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A Annotation Interface

Key elements of the annotation interface and sum-
mary instructions for annotators are shown in Fig-
ure 5 and described below.

1. Previous button: Go back to a previously
annotated article to review it or make changes.

2. Document links: In the left-hand panel of the
interface you will find a link to the annotation
guidelines and to a Google Doc that you can
use as a scratchpad to take notes during the
annotation process. For example, you might
want to record the details of an article that was
difficult to categorise or note an interesting
example of a multi-genre article such as a
letter to the editor written in verse.

3. Article details: This section shows the article
title, the newspaper title, and a code consist-
ing of the newspaper title, date, and article

number. There is also a link to view the arti-
cle on the Papers Past website, although this
shouldn’t be necessary.

4. Article image: This area shows the scanned
image of the original article and can be
scrolled both vertically and horizontally.

5. Next button: Once you have completed the
annotation fields (6, 7, 8, 9), click “Next” to
save the annotations and move to the next
article.

6. Is the article legible?: Some articles may
be difficult or impossible to read due to the
quality of the scan, or they may be illustrations
or photographs that have been mislabeled at
the digitisation stage. If the article is illegible,
indicate the reason and click “Next” to move
to the next example.

7. Single article or multiple items?: Some-
times an “article” in Papers Past actually con-
sists of multiple unrelated items that haven’t
been separated during the page segmentation
process. The decision here is: is this a sin-
gle item or a column of items that are dis-
tinct examples of a single primary genre (for
example, a squib, letters, or news) OR are
they obviously different and distinct items of
different genres? If they are obviously dif-
ferent items/articles please select “Multiple”
here. Single articles that are a hybrid of gen-
res should be marked as “Single” with the
hybridity or uncertainty indicated using mul-
tiple genre labels and associated confidence
scores.

8. Genre labels: Select one of the 22 genres
listed in the “Genre 1” dropdown as the pri-
mary genre and use the “Confidence” score
to indicate your confidence in the fit of this
genre label. In some cases, more than one
genre might be applicable to the text. In these
situations, use the additional genre labels and
confidence scores to indicate the mix or am-
biguity of genre for the text. The confidence
scores do not necessarily represent the propor-
tion of the genre in the text and do not need
to sum to 100. If it’s not possible to identify a
genre for the article, you can leave these fields
blank and complete the topic labels only.
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9. Topics: Select up to four topic words that best
represent the most obvious topics in the article.
Use your judgement to select representative
words from the article text or title, or use a
more general topic word if appropriate (for ex-
ample, “politics” or “education”). Try to enter
only a single word in each box. If the article
contains too many topics to easily identify,
you can enter “various” as one of the words
to indicate this. For the example shown, the
topic words might be Topic 1: commercial,
Topic 2: cattle, Topic 3: flour, Topic 4: re-
tail. Enter the words in lowercase and without
punctuation.
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Figure 5: A screenshot of the annotation interface implemented using Google Colab.
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