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Abstract

This paper describes the solution of the UAM-
CSI team to the shared task on Multilingual
Grammatical Error Correction (MultiGEC-
2025), which is part of the workshop on
Natural Language Processing for Computer-
Assisted Language Learning (NLP4CALL).
The shared task covers 12 languages: Czech,
English, Estonian, German, Greek, Icelandic,
Italian, Latvian, Russian, Slovene, Swedish
and Ukrainian. The aim of the task is to cor-
rect errors in the provided texts. Our system is
a google/gemma-2-9b-it model with 2 QLoRA
adapters, one for the minimal-edit track and
another for the fluency-edit track. Our solution
achieves the best performance on the test sets
on GLEU and F0.5 metrics for all languages
and the best performance on the Scribendi
Score metric except for the Greek language in
the minimal-edit track.

1 Introduction

Grammatical Error Correction (GEC) is an NLP
task that covers the detection and correction of all
errors occurring in the given text. There are two
main directions in the GEC field: the minimal-edit
error correction and the fluency-edit error correc-
tion.

The first direction for English language is
mostly concerned around second language learn-
ers in their learning process, which was carried
out in published datasets, for example FCE (Yan-
nakoudakis et al., 2011) and previous shared tasks:
CoNLL-2014 (Ng et al., 2014) and BEA-2019
(Bryant et al., 2019). The most common measure
of the effectiveness of the minimal-edit error cor-
rection systems is the F0.5 score, which puts the
higher weight for precision than recall.

This work is licensed under a Creative Commons
Attribution 4.0 International Licence. Licence details:
http://creativecommons.org/licenses/by/4.0/.

The second direction for the English language
focuses not only on correcting errors in texts but
also on improving the fluency of the texts (Sak-
aguchi et al., 2016). There is only one dataset
for English that was designed for the fluency-
edit approach, the JFLEG dataset (Napoles et al.,
2017). The primary metric for the JFLEG dataset
is GLEU (Napoles et al., 2015), which is a modi-
fied version of BLEU (Papineni et al., 2002) that
better fits the text correction task.

One of the main problems in GEC research is
that most of the work is done only for the English
language. There is ongoing research for other
languages, mostly Chinese and Arabic, but there
is an urgent need to address the lack of research
on lesser-used languages. The biggest problem
is mostly related to limited high-quality datasets,
which are needed to create and evaluate GEC sys-
tems.

MultiGEC-2025 (Masciolini et al., 2025a) is
the first shared task that covers many languages.
It comes with the training, development and test
datasets for each language. The task has two
tracks: the minimal-edit track and the fluency-
edit track. The novel feature of this shared task
is that the texts are not divided on the sentence
level, which was common practice in previous
datasets. Systems are evaluated using three eval-
uation metrics: F0.5, GLEU and Scribendi Score
(Islam and Magnani, 2021). The Scribendi Score
is a reference-free metric that uses a language
model perplexity score to evaluate predictions.
Using three metrics provides different perspec-
tives on the quality of the submitted systems. It
also enables the opportunity to analyze how dif-
ferent metrics behave across all datasets for solu-
tions in the shared task, which will contribute to
the research on the GEC evaluation.

In this paper, we describe two systems for the
shared task, each for a different track. The or-
ganizers encouraged developing systems that are
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Lang Subcorpus Learners # Train # Dev # Test # Total # References
cs NatWebInf L1 3620 1291 1256 6167 2
cs Romani L1 3247 179 173 3599 2
cs SecLearn L2 2057 173 177 2407 2
cs NatForm L1 227 88 76 391 2
en Write & Improve L2 4040 506 504 5050 1
et EIC L2 206 26 26 258 3
et EKIL2 L2 1202 150 151 1503 2
de Merlin L2 827 103 103 1033 1
el GLCII L2 1031 129 129 1289 1
is IceEC L1 140 18 18 176 1
is IceL2EC L2 155 19 19 193 1
it Merlin L2 651 81 81 813 1
lv LaVA L2 813 101 101 1015 1
ru RULEC-GEC mixed 2539 1969 1535 6043 3
sl Solar-Eval L1 10 50 49 109 1
sv SweLL gold L2 402 50 50 502 1
uk UA-GEC mixed 1706 87 79 1872 4

Table 1: Overview of the subcorpora of the MultiGEC-2025 shared task with their sizes measured by the number
of essays.

able to process all languages using a single model,
which was done in our systems. We use the
same architecture for both tracks: google/gemma-
2-9b-it model (later denoted as Gemma 2) with
QLoRA adapters, one for each track. The dif-
ference between systems is that the minimal-edit
track system was fine-tuned only on one reference
text for each dataset, whereas for the fluency-edit
track, the system was fine-tuned on all reference
texts. Our intuition behind this approach is that
the model should produce more fluent output if it
sees many ways to correct given text.

2 Related work

In recent years, there were a few research stud-
ies that covered Grammatical Error Correction for
many languages. Rothe et al. (2021) describes two
things that are needed to produce state-of-the-art
multilingual GEC models. The first one focuses
on generating synthetic datasets. The other one is
to use multilingual language models that already
possess the ability to use different languages. The
important takeaway from this work is that larger
models are needed to perform effectively on many
languages.

One of the most recent works (Luhtaru et al.,
2024) shows that leveraging decoder-only large
language models (LLMs) as both synthetic data
generators and correctors leads to state-of-the-art

results for German, Estonian and Ukrainian lan-
guages.

Coyne et al. (2023) shows that instruction-tuned
LLMs without task-specific fine-tuning are able
to correct text better than fine-tuned models for
the task when evaluating on the fluency-edit GEC
dataset. If we think of the grammatical error cor-
rection as the task of making the text more prob-
able, it could mean that the GEC task is directly
related to the language modeling task. In the
minimal-edit task we want to make more prob-
able text in the parts that are clearly considered
as erroneous, when for the fluency-edit task we
can think more widely of making the text more
probable. Then, the fine-tuning process should be
mostly responsible for adjusting the way of cor-
recting a given text, which is always subjective to
the annotator.

These studies show that in order to create a
promising single-model system capable of correct-
ing text in many languages, it is necessary to use
a pre-trained, large, multilingual language model
that is fine-tuned to learn how to effectively cor-
rect errors in different languages.

3 Dataset overview

The dataset used in the MultiGEC-2025 shared
task is a multilingual Grammatical Error Correc-
tion corpus (Masciolini et al., 2025b). It covers
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Hyperparameter name Value
learning rate 5e-5

batch size 4
gradient accumulation steps 4

warmup steps 40
lr scheduler linear

epochs 2
optimizer AdamW8bit

weight decay 0.01
threshold (max tokens) 300

LoRA rank 128
LoRA alpha 64

Table 2: Hyperparameter values used during fine-
tuning.

12 European languages: Czech, English, Estonian,
German, Greek, Icelandic, Italian, Latvian, Rus-
sian, Slovene, Swedish and Ukrainian. The dataset
is divided into 17 subcorpora. The detailed statis-
tics about the dataset can be found in Table 1.

It is worth noting that the size of the subcor-
pora is measured by the number of essays, whereas
most existing datasets are divided and measured at
the sentence level. It enables to take into consid-
eration context of the whole text, which should be
beneficial during the correction process. Czech,
Estonian, Russian and Ukrainian datasets contain
more than one correct reference. The texts in al-
most every dataset are written by either L1 or L2
learners. Only the RULEC-GEC and the UA-GEC
corpora contain mixed types of text authors. This
makes the task even more challenging because dif-
ferent types of learners make different errors.

4 System description

Due to the need to use a multilingual LLM and
limited resources (a single Nvidia RTX 4090
card), we decided to go for the Gemma 2 model as
it is one of the best performing multilingual mod-
els in its size. Its effectiveness could be related to
the large vocabulary of 256k tokens and the fine-
tuning process, which involves learning the en-
tire probability distribution from the larger model
rather than just predicting the next token in the
sentence (Gemma Team et al., 2024). To be able
to use a relatively large context, for which more
VRAM is needed, we decided to use the 4-bit
model quantization, 2 QLoRA adapters (Dettmers
et al., 2024), one for each track, and the Unsloth
framework (Daniel Han, 2023).

Some essays in the MultiGEC-2025 dataset are
too long to load them into the model, thus the
proper essay splitting algorithm is needed to ful-
fill two conditions:

1. Do not extend the maximum input length
threshold (later denoted as threshold).

2. Use more than a single sentence as the input
for the model, to make sure that the larger
context than a single sentence is being used.

Our essay splitting algorithm is defined as follows:

1. If the number of essay tokens in both the
source and target texts is below the threshold,
add the text pair to the dataset. Otherwise, go
to point 2.

2. Split the essay by newlines to get para-
graphs. For each paragraph, if the number of
essay tokens in both source and target texts is
below the threshold append it to the dataset.
Otherwise, go to point 3.

3. Split the paragraph on the sentence level us-
ing SaT model (Frohmann et al., 2024) to get
sentences. Then, sentences are sequentially
joined together until the source text or the tar-
get text created from sentences exceeds the
threshold. After exceeding the threshold, the
text pair is added to the dataset and the pro-
cess is repeated for the remaining sentences.

The above algorithm for the development and
test datasets are applied only for the source text
part. The information for the paragraphs and sen-
tences splits is saved to properly align the predic-
tions from the model.

Both QLoRA adapters were fine-tuned using
the same hyperparameters, described in Table 2.
The adapters were fine-tuned only for 2 epochs,
because fine-tuning for more epochs did not im-
prove the results on all development subcorpora.
Fine-tuning for a single epoch takes about 3 hours.

As mentioned in the Introduction, the only dif-
ference between adapters is that the adapter for the
minimal-edit track was fine-tuned on the single,
first reference from the dataset. The fluency-edit
track QLoRA adapter was fine-tuned on all refer-
ences. During fine-tuning, the datasets were com-
bined and shuffled, so the adapters were fine-tuned
on all languages at once.
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Lang Subcorpus Track P R F0.5 GLEU Scribendi
cs NatWebInf Minimal 69.81 63.95 68.55 69.89 0.79

Fluency 71.05 64.28 69.58 70.04 0.79
cs Romani Minimal 59.94 50.13 57.68 60.07 0.92

Fluency 59.23 50.18 57.17 60.23 0.91
cs SecLearn Minimal 62.58 47.23 58.76 55.81 0.98

Fluency 62.21 46.50 58.27 55.16 0.99
cs NatForm Minimal 68.32 46.94 62.62 81.44 0.99

Fluency 68.71 46.82 62.83 81.07 0.95
en Write & Improve Minimal 62.24 50.78 59.55 81.5 0.98

Fluency 62.57 48.67 59.19 80.67 0.98
et EIC Minimal 54.39 36.23 49.44 55.76 1.0

Fluency 56.79 38.6 51.9 57.89 1.0
et EKIL2 Minimal 58.82 41.28 54.21 66.85 1.0

Fluency 56.66 42.86 53.23 68.23 1.0
de Merlin Minimal 68.17 66.43 67.81 81.13 1.0

Fluency 67.42 66.28 67.19 81.23 0.96
el GLCII Minimal 53.79 45.11 51.8 56.84 0.88

Fluency 53.62 44.12 51.4 55.96 0.9
is IceEC Minimal 57.28 8.45 26.58 84.98 1.0

Fluency 61.76 9.03 28.48 85.09 0.72
is IceL2EC Minimal 38.68 4.62 15.62 43.6 0.63

Fluency 41.18 4.13 14.73 43.62 0.74
it Merlin Minimal 69.04 59.54 66.91 81.89 0.98

Fluency 67.45 56.67 64.98 79.97 1.0
lv LaVA Minimal 80.77 78.32 80.27 84.5 1.0

Fluency 79.76 78.54 79.51 84.65 1.0
ru RULEC-GEC Minimal 61.09 33.01 52.21 83.11 0.46

Fluency 62.3 30.94 51.8 82.65 0.43
sl Solar-Eval Minimal 53.89 30.4 46.68 66.46 1.0

Fluency 54.14 29.77 46.52 66.32 1.0
sv SweLL gold Minimal 54.54 45.88 52.56 69.29 1.0

Fluency 55.29 46.69 53.32 69.62 1.0
uk UA-GEC Minimal 74.31 54.11 69.15 79.55 0.89

Fluency 74.65 55.02 69.68 79.82 0.8

Table 3: Results for the test sets for all MultiGEC-2025 shared task subcorpora.
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5 Results

Table 3 shows our results for the test datasets
for the minimal-edit track and the fluency-edit
track. The systems for both tracks perform sim-
ilarly across the datasets, although there are a few
subcorpora with notable differences between the
metric values.

For the F0.5 score metric there are two subcor-
pora for which the differences are much larger
compared to other datasets: the et/EIC dataset for
the fluency-edit model and the it/Merlin dataset
for the minimal-edit model. The et/EIC is one
of the smallest datasets, so providing additional
pairs for this subcorpus could be the reason for
the improved results. On the other hand, for the
it/Merlin dataset, adding more references for other
languages might have caused worse results for
other datasets, because adjusting model weights
for one language could affect performance for the
other languages. Although for most of the datasets
the difference is much smaller.

The differences for the GLEU metric are sim-
ilar to the F0.5 score metric, which is expected
since both metrics are reference-based metrics.
Although, when looking at the results of the other
participants1 the results with low F0.5 score metric
have a relatively high GLEU metric value, because
the unchanged text does not have a 0 value for the
GLEU metric. This makes it more difficult to in-
terpret the metric value compared to the F0.5 score
metric.

The results for the Scribendi Score metric are
very high or perfect for almost all datasets, even if
the F0.5 score values are around 50%. The metric
gives a discrete score of -1, 0, or 1 for each text,
so minimal improvements in the text lead to the
positive score, even if many errors in the text are
not corrected. The metric should work better in
the sentence-level GEC, because instead of a sin-
gle score for the long text, there would be many
scores for each sentence that could be averaged.
It reveals the drawbacks of the metric and shows
that there is a need for research in the reference-
less GEC evaluation, especially for long texts.

6 Conclusions

This work shows that a single LLM can effectively
correct text in many languages. Despite limited
resources, our systems were able to achieve the

1https://spraakbanken.github.io/multi
gec-2025/shared_task.html#results

highest scores for each track and for each metric
across all datasets except for the Scribendi Score
for the fluency-edit track for the GLCII dataset.
Our essay splitting algorithm provides an efficient
way to make use of longer parts of texts. The use
of three metrics for the task revealed that F0.5 still
remains a useful and practical metric and that the
Scribendi Score metric could be modified to better
fit the long-text GEC.

The MultiGEC-2025 Shared Task makes a valu-
able contribution to multilingual grammatical er-
ror correction research and opens new paths for
GEC researchers.

7 Limitations

Our system requires a modern graphics card to ef-
fectively run the model inference, which could be
a problem for users who want to run the model on
their devices. We only tested the models perfor-
mance on the datasets provided in the shared task,
so we do not know how effectively it corrects er-
rors in other languages. We also did not test other
language models due to the shared task deadlines.
Our work does not include human evaluation or
analysis of different types of errors, which could
provide more insight into the performance of the
system.
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Dustin Herbison, Elisa Bandy, Emma Wang, Eric
Noland, Erica Moreira, Evan Senter, Evgenii El-
tyshev, Francesco Visin, Gabriel Rasskin, Gary
Wei, Glenn Cameron, Gus Martins, Hadi Hashemi,
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Ilze Auzina, Roberts Darg̀is, Elena Drakonaki,
Jennifer-Carmen Frey, Isidora Glišić, Pinelopi
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A Prompt used during fine-tuning

Both adapters were fine-tuned using the same
prompt. The following prompt was used:

Correct the following text, making only mini-
mal changes where necessary.

### Text to correct:
(text to correct)
### Corrected text:
(corrected text)

B Requirements needed to run the model

The model requires 8.8GB of VRAM to be loaded
into the graphics card. Additional VRAM is also
required for the inference, so a graphics card with
12 GB of VRAM is the minimum requirement
that is needed to run the inference, although more
VRAM allows the batch size to be increased and
the cache to be used.
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