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Abstract

This paper reports on MultiGEC-2025, the
first shared task in text-level Multilingual
Grammatical Error Correction. The shared
task features twelve European languages
(Czech, English, Estonian, German, Greek,
Icelandic, Italian, Latvian, Russian, Slovene,
Swedish and Ukrainian) and is organized into
two tracks, one for systems producing mini-
mally corrected texts, thus preserving as much
as possible of the original language use, and
one dedicated to systems that prioritize flu-
ency and idiomaticity. We introduce the task
setup, data, evaluation metrics and baseline;
present results obtained by the submitted sys-
tems and discuss key takeaways and ideas for
future work.

1 Introduction

Following the successful 2023 shared task on Mul-
tilingual Grammatical Error Detection (Volodina
et al., 2023), the Computational Second Language
Acquisition (CompSLA) working group1 presents
MultiGEC-2025, a shared task in Multilingual
Grammatical Error Correction.2

In the same vein as the previous task, the
main objective of MultiGEC-2025 is to raise in-
terest in NLP for lower-resourced languages. The
task features no less than twelve European lan-
guages – namely Czech, English, Estonian, Ger-
man, Greek, Icelandic, Italian, Latvian, Russian,
Slovene, Swedish and Ukrainian.

This work is licensed under a Creative Commons
Attribution 4.0 International Licence. Licence details:
http://creativecommons.org/licenses/by/4.0/.

1spraakbanken.gu.se/en/compsla
2spraakbanken.gu.se/en/compsla/multig

ec-2025

Contrary to traditional GEC resources, the Multi-
GEC dataset employed for the shared task (Mas-
ciolini et al., 2025a,b) consists of full texts. This
is intended as an incentive for the development of
systems able to take into account contexts larger
than individual sentences.

Moreover, we distinguish a “minimal edits” and
a “fluency edits” track. Minimal corrections are
meant to result in texts that conform to the norms
of the target language whilst preserving not only
the intended meaning of the original text, but also
as much as possible of its original grammar, lexis
and writing style (Rudebeck and Sundberg, 2021).
Fluency edits, on the other hand, may also in-
clude more extensive rephrasings aimed at produc-
ing more idiomatic language.

Evaluation is one of the biggest challenges in
the organization of a shared task. The presence of
the two distinct tracks mentioned above calls for
using a mixture of reference-based and reference-
free metrics. In addition, all automatic evaluation
metrics need to be cross-lingually applicable and
to work at the text level. In this paper, we propose
three such evaluation metrics that were adapted for
the shared task, as well as a one-shot multilingual
LLM-based baseline.

An ulterior challenge is encouraging active par-
ticipation, both within the short time frame of the
competitive phase and beyond it, by making the
dataset compiled for the shared task easily avail-
able in the long term.3 All in all, we gathered sys-
tem submissions from four different teams during
the competitive phase, three of which worked with
all twelve MultiGEC languages. At the time of
writing, we also have received about fifty applica-

3The MultiGEC data is available for download at lt3.
ugent.be/resources/multigec-dataset.
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Original
Hello Cristina! I am sorry to hear about you. How are you now? You got relief
from your pain and how many weeks are you in the bed? I wish you will well soon.

Minimally corrected reference Fluency-edited reference
Hello Cristina! I am sorry to hear about you.
How are you now? You got relief from your
pain, and how many weeks are you in bed? I
hope you will be well soon.

Hello Cristina! I was sorry to hear about your
illness. How are you now? Did you get any
relief from your pain, and how many weeks
have you been in bed? I hope you will get
better soon.

Figure 1: Excerpt of a text from the Write & Improve corpus alongside a minimal correction and a fluency-
edited version. Note that the latter was produced as an example for this paper and is not part of the subcorpus
itself.

tions for data access (over ten of which after the
end of the competition), which clearly indicates
a broader interest in multilingual data and on the
task of GEC.

The remainder of this paper is structured as fol-
lows. Section 2 starts with a more detailed de-
scription of the task and its two tracks, followed
by an overview of the MultiGEC dataset (Section
2.1), an in-depth discussion of the three evaluation
metrics selected for the task and their adaptation to
our highly multilingual scenario (Section 2.2), as
well as a description of our baseline system (Sec-
tion 2.3). In Section 3, we briefly introduce the
submitted systems and present the results they on-
tained in the competition. We reserve Section 4
for a discussion of the main takeaways from or-
ganizing and running this second shared task. Our
conclusions, alongside some ideas for future work,
are summarized in Section 5.

2 Task Setup

In modern NLP, GEC is a sequence-to-sequence
task where the input is a possibly ungrammatical
text, typically written by a learner, and the output
a normalized or corrected version of the same text.
As mentioned in the introduction, the MultiGEC-
2025 shared task is organized into two tracks, each
corresponding to a particular approach to correc-
tion (cf. Figure 1 for an example text corrected in
both styles).

For Track 1, the goal is to rewrite texts to make
them grammatically correct, i.e. adhering to the
norms of the target language without altering the
writing style of the original unless strictly neces-
sary, thus following a “minimal edits” principle.

Track 2, on the other hand, welcomes systems pro-
ducing fluency-edited texts, i.e. corrections that
are both grammatical and idiomatic.

Both tracks frame GEC as a text-level task. This
was done in an attempt to stimulate the develop-
ment of systems able to take into account con-
texts larger than traditional sentences, following a
recent trend set by the widespread use of LLMs
(e.g. Coyne et al. (2023); Loem et al. (2023);
Fang et al. (2023); Davis et al. (2024)), which
have much larger context windows than the previ-
ously dominant translation-based models for GEC
(e.g. Brockett et al. (2006); Junczys-Dowmunt and
Grundkiewicz (2014); Yuan et al. (2016)).

2.1 Data
We provide training, development and test data
for twelve European languages (Czech, English,
Estonian, German, Greek, Icelandic, Italian, Lat-
vian, Russian, Slovene, Swedish and Ukrainian)
ranging from very high- to low-resourced. The
data is organized into seventeen different sub-
corpora, all derived from pre-existing resources
and compiled together into the MultiGEC dataset
(Masciolini et al., 2025a,b). Table 1 provides an
overview of the datasets in terms of target lan-
guages, source corpora, authorship, split sizes,
amount of available correction hypothesis sets and
correction styles.

As can be inferred from the table, texts come
from a variety of sources. For most datasets,
the authors of the texts are second language (L2)
learners of the target language. This is a di-
rect consequence of the main area of interest of
the Computational SLA working group. There
are, however, numerous exceptions: some of the
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Language Subcorpus Source Learners # essays # essays # essays Ref. Minimal Fluency
code name corpus (train) (dev) (test) sets

cs

NatWebInf

Náplava et al. (2022)

L1 3620 1291 1256 2 ✓
Romani L1 3247 179 173 2 ✓
SecLearn L2 2057 173 177 2 ✓
NatForm L1 227 88 76 2 ✓

en Write & Improve Nicholls et al. (2024) L2 4040 506 504 1 ✓

et
EIC elle.tlu.ee L2 206 26 26 3 ✓ ✓

EKIL2
github.com/
tlu-dt-nlp/
EstGEC-L2-Corpus

L2 1202 150 151 2 ✓

de Merlin
Wisniewski et al. (2013),
Boyd et al. (2014)

L2 827 103 103 1 ✓

el GLCII Tantos et al. (2023) L2 1031 129 129 1 ✓

is
IceEC Ingason et al. (2021) L1 140 18 18 1 ✓
IceL2EC Ingason et al. (2022) L2 155 19 19 1 ✓

it Merlin
Wisniewski et al. (2013),
Boyd et al. (2014)

L2 651 81 81 1 ✓

lv LaVA
Dar ‘gis et al. (2020),
Dar ‘gis et al. (2022)

L2 813 101 101 1 ✓

ru RULEC-GEC Rozovskaya and Roth (2019) mixed 2539 1969 1535 3 ✓ ✓
sl Solar-Eval Gantar et al. (2023) L1 10 50 49 1 ✓

sv SweLL_gold
Volodina et al. (2019),
Volodina et al. (2022)

L2 402 50 50 1 ✓

uk UA-GEC Syvokon et al. (2023) mixed 1706 87 79 4 ✓ ✓

Table 1: Overview of the MultiGEC-2025 dataset.

Czech, Icelandic and Slovene subcorpora exclu-
sively consist of native speaker (L1) productions
– the authors being often, but not always, school
children; the Russian corpus comprises essays
written by both L2 and heritage speakers and the
Ukrainian portion of the dataset is crowdsourced,
with no information about the language back-
ground of the authors available. Additionally, pro-
ficiency levels, text genres, text lengths and sub-
corpus sizes vary widely across languages. On
the one hand, the heterogeneity of the data means
that results are not always directly comparable be-
tween different languages and subcorpora. This
diversity, however, also makes it possible to com-
pare performance between different domains and
learner types.

Although most of the source corpora are error-
coded, annotation is not consistent across lan-
guages. Since contemporary GEC only requires
parallel texts – the original and corrected versions,
often referred to as a references – this problem
was solved by omitting all original error codes and
converting all subcorpora to a simple Markdown-
based format consisting of plain-text files in which
alignments are indicated through essay identi-
fiers. Notably, multiple alternative correction hy-
potheses are available for some of the languages
(namely Czech, Estonian, Russian and Ukrainian).
Corpora with multiple references are especially

valuable because the reliability of reference-based
metrics increases when more correction hypothe-
ses are available (see Section 2.2).

The MultiGEC-2025 dataset is now available
as a separate resource to enable future work on
GEC for all languages included in the task (Mas-
ciolini et al., 2025b).4 Alongside the data, we pro-
vide scripts to validate, parse and generate files in
this format, as well as all of the evaluation scripts
used in the shared task.5 It must be noted that the
current dataset release does not include gold cor-
rections for the test splits. Evaluation of system
hypotheses for test data, however, can be carried
out on CodaLab6 using one of the three evaluation
metrics employed in the shared task – the GLEU
score (see below).

2.2 Evaluation Metrics

As with other text generation tasks, the evalua-
tion of GEC may be approached with reference-
based or reference-free methods (Bryant et al.,
2023). Reference-based evaluation metrics com-
pare correction hypotheses to a gold standard ob-
tained from human experts. Reference-free met-

4Download page: lt3.ugent.be/resources/mul
tigec-dataset.

5github.com/spraakbanken/multigec-202
5/tree/main/scripts

6codalab.lisn.upsaclay.fr/competition
s/20500
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rics, on the other hand, are important because they
enable the evaluation of model output without re-
lying on a single (or, at best, a few) gold-standard
correction. This flexibility has become essential
with the increasing popularity of LLMs in GEC, as
these models are able to generate more varied but
still valid corrections that may not align with hu-
man references (Östling et al., 2024). Reference-
free evaluation methods were thus recently pro-
posed as a way to estimate the quality of system
output without relying on gold-standard annota-
tions (cf. Napoles et al. (2016b); Asano et al.
(2017); Choshen and Abend (2018); Yoshimura
et al. (2020); Islam and Magnani (2021); Maeda
et al. (2022)).

For the MultiGEC-2025 shared task, we have
opted for three of the most widely used GEC
evaluation metrics, each of which offers a dif-
ferent perspective on the quality of the proposed
corrections. We use two reference-based met-
rics – ERRANT (Bryant et al., 2017) and GLEU
(Napoles et al., 2015, 2016a) – and one reference-
free metric: the Scribendi score (Islam and Mag-
nani, 2021).

For both tracks, all system submissions were
scored with these three metrics, but for each track
one primary metric was chosen to obtain the final
ranking. For Track 1 (minimal edits), we opted for
the ERRANT-based F0.5 score, a reference-based
metric that weighs recall lower than precision, thus
penalizing over-correction. For Track 2, which
welcomes extensive rephrasings, we adopted the
reference-free Scribendi score. We see GLEU as a
useful additional metric as it is somewhere in be-
tween ERRANT and Scribendi in terms of strict-
ness: it was designed to reward fluency rather than
counting edit operations, but still relies on gold-
standard corrections.

A major challenge is the need for cross-
language applicability, i.e., the requirement for our
scoring algorithms to be able to consistently score
system output for all languages in the task. Below,
we describe the evaluation metrics and steps taken
to ensure that each metric can handle the twelve
MultiGEC languages.

2.2.1 Reference-based metrics
The ERRANT scorer The ERRor ANnotation
Toolkit (ERRANT) enables reference-based eval-
uation of GEC, adopting an information retrieval
approach and outputting precision, recall and F0.5

scores to represent the quality of hypothesized

corrections compared to references (Bryant et al.,
2017). For instance, if a system proposes four in-
sertions of a definite article and three of them are
in the correct place, then precision is 0.75; if two
gold-standard insertions were missed then recall is
3
5 = 0.6. F0.5 is used instead of F1 so that preci-
sion is weighted twice as much as recall in the cal-
culation of the F-measure, based on the reasoning
that proposing incorrect corrections to learners in
downstream applications is more problematic than
failing to correct errors.

ERRANT was designed for English and the
original implementation is publicly available.7 It
can be adapted to other languages, but in order
to take advantage of its error typing and granu-
lar scoring functionality, new classification rules
should be written to identify different error types
(e.g. subject-verb agreement errors, word order
errors, etc). Although such work has been car-
ried out for three of the MultiGEC-2025 languages
– Czech (Náplava et al., 2022), German (Boyd,
2018) and Greek (Korre et al., 2021), we had nei-
ther time nor resources to carry out this exercise
for the rest of the languages and wanted to evalu-
ate the various MultiGEC datasets in a consistent
fashion. As a stop-gap measure, we added multi-
lingual support in a rudimentary fashion for the au-
tomatic alignment of original and corrected texts,
upon which holistic scoring depends. It remains
to be seen in future work what impact improved
adaptation of ERRANT to other languages would
have on evaluation scores.

ERRANT uses spaCy8 for part-of-speech tag-
ging and lemmatization, which are both necessary
for the alignment step. Whenever possible, fast,
offline UDPipe 1 models (Straka and Straková,
2017), available through spacy-udpipe9 were ap-
plied. In the case of Icelandic, where no such
model is available, the UDPipe 2 API (Straka,
2018) was used instead.

GLEU The Generalized Language Evaluation
Understanding score (GLEU) (Napoles et al.,
2015, 2016a) is a reference-based metric adapted
from the Bilingual Language Evaluation Under-
standing score (BLEU) used in MT (Papineni
et al., 2002). The intuition behind GLEU is that
it rewards n-grams in the model outputs that ap-
pear in the reference text but not in the original in-

7github.com/chrisjbryant/errant
8spacy.io
9github.com/TakeLab/spacy-udpipe
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Original
Hello Cristina! I am sorry to hear about you. How are you now? You got relief
from your pain and how many weeks are you in the bed? I wish you will well soon.

Gold reference System hypothesis
Hello Cristina! I am sorry to hear about you.
How are you now? You got relief from your
pain, and how many weeks are you in bed? I
hope you will be well soon.

Hello Cristina! I am sorry to hear about you.
How are you now? You got some relief from
your pain and how many weeks are you in
bed? I wish you will be well soon.

Scribendi Scoring ERRANT Scoring
Original perplexity (PPLorig) = 33.0 true positives (TP ) = 2
Hypothesis perplexity (PPLhypo) = 25.75 false positives (FP ) = 1
Token Sort Ratio (TSR) = 0.96 false negatives (FN ) = 2
Levenshtein Distance Ratio (LDR) = 0.9625

max(TSR,LDR) = 0.9625 > 0.8 Precision (P ) = TP/(TP + FP ) = 2/3 = 0.6̇
PPLhypo = 25.75 < PPLorig = 33.0 Recall (R) = TP/(TP + FN) = 2/4 = 0.5

∴ Scribendi = 1 F0.5 = (1+β2) · P · R
(β2· P )+R

= 2.25 · 0.3̇2 = 0.16̇

Figure 2: Worked example of ERRANT and Scribendi scoring – using the same original (top) and minimally
corrected reference text (left) as in Figure 1. On the right is a created minimal correction hypothesis, in which
some but not all of the reference edits have been made (note the failure to insert a comma after pain and to
replace hope with wish). In addition, a correction is proposed which is not in the reference (insertion of some).

put and penalizes n-grams that are present in both
the original and corrected texts but not in the ref-
erence(s). Although the GLEU score was initially
proposed in Napoles et al. (2015), its implementa-
tion is presented in Napoles et al. (2016a), which
offers a revised formulation that leads to a more re-
liable score, regardless of the number of available
references. In the MultiGEC-2025 shared task,
we use a later implementation by Shota Koyama,
which corrects the calculation of precision.10

2.2.2 Reference-free metrics

Scribendi The Scribendi score (Islam and Mag-
nani, 2021) is a reference-free metric that evalu-
ates the quality of the corrections through a pre-
trained language model. The core idea is to use
perplexity as a proxy for assessing both the fluency
and grammaticality of the output of a GEC sys-
tem. In language modeling, perplexity measures
how well a model predicts a sequence of words
in a given text, with lower perplexity scores in-
dicating that the text aligns closely with the lan-
guage model’s predictions. Thus, low perplex-
ity suggests that the target text closely matches
the typical language usage captured by the model.

10github.com/shotakoyama/gleu/

Scribendi uses this alignment as an indirect mea-
sure of linguistic accuracy.

However, the perplexity score alone does not
guarantee quality GEC output as perplexity does
not indicate whether the intended meaning in the
original text is preserved or not. As such, a GEC
model that outputs only a short well-formed sen-
tence in the target language would consistently
achieve a perplexity score lower than the origi-
nal text’s. In order to overcome this limitation,
Scribendi employs a filtering mechanism based on
token ratio and Levenshtein distance and discards
any corrections that orthographically deviate too
significantly from the original text.

Another advantage of Scribendi is that, as long
as it relies on a multilingual model, it is eas-
ily applicable to new languages, enabling cross-
lingually consistent evaluation across languages
which was necessary for the shared task at hand.
In our preliminary experiments, we evaluated a
wide range of multilingual models, with sizes
ranging from 1.7 billion to 9 billion parameters, on
synthetically corrupted texts across five languages.
We ultimately selected Gemma 2 9B11, which we
found to be the most consistent model.

11huggingface.co/google/gemma-2-9b-it
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Scribendi assigns a score of 1, 0, or -1 to each
text12, which indicates whether the corrections
lower the perplexity of the original sentence, retain
or increase it. Additionally, to ensure that the hy-
pothesis does not deviate too much from the orig-
inal text, Scribendi employs orthographic similar-
ity metrics, the Token Sort Ratio and the Leven-
shtein Distance Ratio13. If either metric falls be-
low a threshold of 0.8, a score of -1 is assigned, in-
dicating that the correction is too dissimilar from
the original text. The overall score is calculated
by adding these values across all texts. That is, a
higher score indicates a greater proportion of suc-
cessful corrections, with 1 meaning all corrections
improve perplexity, 0 meaning none does and a
negative score indicates, overall, more corrections
increased the perplexity. However, as a reference-
free metric, Scribendi is incapable of assessing the
accuracy and quality the corrections – only their
fluency and overall grammaticality. A system can
achieve a perfect score even by making each sen-
tence slightly more fluent without actually fixing
all the grammatical errors.

For calculating our three chosen metrics, we con-
vert all texts to a plain text format with one essay
per line. In addition, we segment all texts with
the language-agnostic syntok package14 to en-
sure that pre-tokenized and unprocessed datasets
are treated in the same way. In Figure 2 we show
how evaluation works for the primary metric in
each track – ERRANT for minimal correction, and
Scribendi for fluency correction – using the En-
glish example from Figure 1 and an artificial ‘sys-
tem hypothesis’ for the minimal correction track.

2.3 Baseline

The idea behind our baseline is prompting an LLM
with one-shot in-context learning. As demon-
strated in Davis et al. (2024), prompting LLMs is
a simple but effective way to bootstrap GEC sys-
tems. However, building a single baseline for the
MultiGEC dataset comes with two additional chal-
lenges. On the one hand, just as for evaluation
metrics, the heterogeneity of the dataset calls for a
highly multilingual model. Furthermore, both the
need for reproducibility and the licensing condi-

12The unit of analysis can be adjusted to any level, e.g.
sentence, paragraph etc., but is set to full texts in our evalua-
tion.

13See Islam and Magnani (2021) for details.
14github.com/fnl/syntok

tions for some of the datasets impose the use of an
offline, open source model.

Based on these requirements, our model of
choice is the eight billion parameter, instruction-
tuned version of Llama 3.115 (Grattafiori et al.,
2024). Although prompting is only officially
supported for a subset of the MultiGEC lan-
guages (English, German and Italian), this model
has likely been exposed to most if not all of
them during training on the continuously updated
web-scraped Common Crawl dataset16. The lat-
ter has been shown to comprise over 170 lan-
guages, though about one third represents English
data (Ortiz Suárez et al., 2019).

We use a prompt based on Davis et al. (2024),
albeit with some modifications whose aim is to
clearly specify the target language, distinguish be-
tween the two aforementioned correction styles,
and try to prevent generation of extra text such as
faux explanations:

You are a grammatical error correction tool. Your task is

to correct the grammaticality and spelling of the input es-

say written by a learner of TARGET LANGUAGE. TASK

DESCRIPTION. Return only the corrected text and noth-

ing more.

Here, TARGET LANGUAGE is the language of
the essay at hand, while TASK DESCRIPTION
varies based on the chosen correction style:

Minimal edits Fluency edits
Make the smallest possible
change in order to make
the essay grammatically cor-
rect. Change as few words
as possible. Do not rephrase
parts of the essay that are al-
ready grammatical. Do not
change the meaning of the
essay by adding or remov-
ing information. If the es-
say is already grammatically
correct, you should output
the original essay without
changing anything.

You may rephrase parts of
the essay to improve flu-
ency. Do not change the
meaning of the essay by
adding or removing infor-
mation. If the essay is
already grammatically cor-
rect and fluent, you should
output the original essay
without changing anything.

To further mitigate format issues in the system
output, we also include a single artificial input-
output pair in English, thus resulting in a one-shot-
baseline.

In addition to this LLM-based system, part of
the evaluation also makes use of a “dummy” zero-
edit baseline. This is only relevant for establishing
a lower bound for GLEU-based scoring (cf. Fig-

15huggingface.co/meta-llama/Llama-3.1-8
B-Instruct

16commoncrawl.org
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(a) F0.5 scores (primary metric) for Track 1 submissions
compared with our Llama-based baseline.

(b) Scribendi scores (primary metric) for Track 2 submis-
sions compared with our Llama-based baseline.

(c) GLEU scores for Track 1 submissions compared with our
Llama-based baseline, as well as with a zero-edit baseline.

(d) GLEU scores for Track 2 submissions compared with our
Llama-based baseline, as well as with a zero-edit baseline.

Figure 3: Overview of the language-wise cross-subcorpus average scores obtained by the submitted systems for
different tracks and evaluation metrics. These plots are also available in full size as part of Appendix A.

ures 3c and 3d), since F0.5 and Scribendi scores
would by definition always be equal to 0.

3 Teams, Approaches and Results

The competitive phase of the shared task ended
with four submitting teams. When it comes to
the “minimal edits” track (Track 1), three of them
– Lattice, Rum-Cull and UAM-CSI – submitted
multilingual systems addressing the GEC task for
all twelve MultiGEC languages. In addition, a
fourth team, Grammaticks, submitted a monolin-
gual system for Ukrainian. Contrary to our ex-
pectations, the fluency track (Track 2) was less
popular among participants and only received two
submissions. Team Rum-Cull submitted the same
system output to both tracks, whereas UAM-CSI
used two different variants of the same systems for
the two tracks.

For both tracks, the winning team is UAM-CSI.
Their system, described in Staruch (2025), is the
result of fine-tuning the open source LLM Gemma
2. Interestingly – but not decisively in terms of
the final ranking, cf. Section 3.2 – this is the same
model we selected for the Scribendi-based evalu-
ation. The difference between the two version of
this model submitted to the two tracks lies in the
amount of data used for fine-tuning: for minimal
edits (Track 1), only one reference file per dataset
was used, whereas fluency-edited texts (Track 2)
were obtained with a system fine-tuned on all
available references.

Another team, Lattice, followed a similar
approach for the vast majority of the lan-
guages, fine-tuning a LlaMA 3 model on
MultiGEC data. The team, however, also
developed an XLM-RoBERTa-based detection-
correction pipeline, which they used for Slovene
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given LlaMA’s low performance on texts in this
particular language. Both systems are described
in Seminck et al. (2025).

At the time of writing, implementation details
for the remaining submissions are not known to
the organizers.

3.1 Automatic evaluation

As can be seen in Figure 3, team UAM-CSI is the
undisputed winner of the shared task across tracks,
languages and evaluation metrics, with only a
handful of subcorpus-metric combinations where
it is slightly outperformed by the baseline in the
fluency track (cf. Appendix C).17

In general, our Llama-based one-shot baseline
proved hard to beat. When it comes to Track 1,
the winning model is the only one consistently
outperforming the baseline, with the second-best
system beating the latter for ten out of twelve lan-
guages in terms of GLEU scores (cf. Figure 3c)
and only seven when it comes to F0.5, the win-
ning metric (cf. Figure 3a). As for Track 2, the
UAM-CSI system scores highest in the vast ma-
jority of cases, closely followed and occasionally
surpassed by the baseline (cf. Figures 3b and 3d).

Some languages appear to be especially chal-
lenging for all of the systems. In particular, all
scores are exceptionally low for Icelandic, with
only the winning system outperforming a zero-edit
baseline in terms of GLEU (cf. Figures 3c-3d) and
even a negative Scribendi score (cf. Figure 3b). At
the time of writing, we did not have the opportu-
nity to manually assess the quality of any system
output for this particular language. However, we
can speculate that the small size of the Icelandic
subcorpora, especially when it comes to their de-
velopment and test splits, results in lower scores.
Furthermore, the fact that Icelandic is the only
language for which only fluency edits are avail-
able might also affect the results. Finally, at least
for LLM-based systems, poorer performance on
this language might be due to limited exposure to
the language during pre-training18. Russian might
also suffer from the latter problem, while the sur-
prisingly low scores that the second-best team,

17Tables with the complete evaluation results for the two
tracks can be found in Appendices B and C. In addition, we
provide development-set results as of January 2025 (cf. Ap-
pendices D-E).

18Details on the exact composition of pre-training data for
LLMs on a per-language basis are rarely available, including
for the LLMs referred to in this paper.

Lattice, obtained on German are to be attributed
to the submitted system output being incomplete.

3.2 Preliminary manual evaluation

To provide more insight into the results, we per-
formed a preliminary manual evaluation. This was
done systematically on five languages, namely
English, German, Italian, Russian and Swedish.
While the choice of languages was mostly based
on the language skills of the authors of this pa-
per, we argue that it is also representative in a va-
riety of senses. First of all, this selection covers all
three language families represented in the dataset,
Germanic (English, German and Swedish), Ro-
mance (Italian) and Slavic (Russian). Moreover,
it includes a language for which several systems
scored relatively high (English) one of the more
challenging ones (Russian) as well as one for
which we observe significant differences between
teams (Italian). For each language, we selected
one “challenging” case, i.e. a text whose orig-
inal version greatly differs from the gold refer-
ence(s).19

Upon manual evaluation, both submissions by
the winning team, UAM-CSI, perform generally
well, especially for the three Germanic languages
considered. In the vast majority of cases, the
minimal correction system proposes appropriate
changes, but it has a slight tendency towards
under-correction. The fluency-oriented system
works better overall, but sometimes leads to over-
correction (e.g. for Italian). Yet, some of the
more challenging issues, such as those regarding
idiomatic expressions and word choice, are occa-
sionally missed, and the system’s interpretation of
ambiguous or otherwise unclear sentences some-
times differs from that of the human annotators.

Team Lattice only submitted for the minimal
track, where it ranked second. To the eyes of
the human evaluators, the corrections proposed are
reasonable on the whole, although the system oc-
casionally introduces unnecessary or incorrect ed-
its, such as changing plural forms to singular in
Swedish and German. Furthermore, despite be-
ing submitted to the minimal track, the system

19The manual evaluation is based on six texts with the
following essay identifiers: essay_254e63323678f4d1
(English), 1325_9000532 (Italian), 1023_0101844
and 1031_0003156 (German; in this case,
two different essays were used because of the
limited submission texts from team Lattice),
FL_IM_authorID-5_essayID-339_test-167
(Russian) and G34GT1 (Swedish).
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sometimes applies fluency edits (this is the case,
for instance, in Italian). For Russian, on the other
hand, the main issue is under-correction: the sys-
tem misses over 80% of the errors that were cor-
rected in the human reference text, mostly con-
cerning gender and number agreement in nouns,
prepositional phrases and idiomatic expressions.

Team Rum-Cull submitted the same correction
hypotheses to both tracks. Across all checked lan-
guages, their system consistently applied very few
changes, consisting solely of single-word replace-
ments that often fit into the immediate context, but
disregard the broader context or alter the mean-
ing of the text. While some of the edits, espe-
cially those dealing with spelling and inflection
errors, are valid, many introduce drastic semantic
changes or lead to further grammaticality issues.
As such, the system is currently too unreliable for
end-user applications.

Overall, manual inspection confirms the viabil-
ity of the evaluation metrics discussed in Section
2.2, including those that required adaptation to
the highly multilingual scope of the shared task.
Given the very small scale of this preliminary
evaluation, it is not possible to say whether the
scores are cross-lingually consistent: some of the
Scribendi scores, for instance, appear suspiciously
high. However, the impression we get after exam-
ining this sample of the system output is that sub-
missions were ranked fairly. Moreover, the overall
low scores for Russian correlate with our empiri-
cal observations.

Finally, in an attempt to at least partly explain
the low scores registered for all systems on Ice-
landic data, we glanced at the relevant submis-
sions. Without going into the merits of individ-
ual corrections, which would require more exper-
tise in Icelandic, we notice some general trends.
First of all, the top-ranking systems, i.e. the UAM-
CSI submissions for the two tracks, apply very few
corrections. This, however, may simply due to
the fact that the texts do not require much edit-
ing, which is not unlikely given that one of the
two Icelandic subcorpora consists of texts writ-
ten by native speakers and the other one includes
full Master’s-level theses, presumably written by
highly proficient L2 speakers of the language.
Team Rum-Cull’s submission, on the other hand,
contains many single-word edits, probably over-
correcting the texts. This would explain the neg-
ative Scribendi score the team obtained for Ice-

landic. Finally, team Lattice’s submission leaves
original texts completely unchanged, thus explain-
ing the F0.5 score of 0.

4 Reflections and Takeaways

As mentioned, four teams submitted during the
competitive phase of the shared task. Although
this number was sufficient to create some com-
petition, it was a pity that several other groups
who expressed interest in participating in the task
during the development phase did not eventually
make any submissions on the test data. In par-
ticular, the contrast between the number of sub-
missions and the amount of requests to access the
MultiGEC dataset (approximately forty during the
competitive phase of the task, increasing to fifty
at the time of writing) and CodaLab registrations
(twenty during the competitive phase of the task)
is striking.

These numbers are evidence as to the rather
strong interest in multilingual GEC, whereas the
attenuation in active participation is arguably a
symptom of the many demands on researchers’
time and of the difficulty in developing systems
for shared tasks with strict time constraints. More-
over, the task guidelines explicitly prohibited en-
tering the data into commercial LLMs which
might also have had an influence. In the follow-
ing, we reflect on the issues we encountered in our
role as shared task organizers and suggest ways to
address them in future initiatives.

Timeline The most obvious concern is the time-
line. We published our first call for participation
in June 2024, a second one in September, and
then released the training and development data
on 21 October. This gave just over three weeks
for system development and tuning until the test
phase opened on 13 November. The test phase ran
through to 29 November, giving participants just
over a fortnight for preparing final submissions.
This was an evidently tight timeline, and may have
led to some teams failing to make it in time for the
test phase. For comparison, the BEA 2019 shared
task on GEC (Bryant et al., 2019) involved a de-
velopment phase of approximately two months,
followed by a test phase of just four days. Sim-
ilarly, MultiGED-2023 (Volodina et al., 2023) had
a 1.5-month development phase and one-week test
phase. Future competitions should perhaps follow
a similar approach.

Proceedings of the 14th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2025)

9



Evaluation Metrics Evaluating GEC systems is
not a straightforward task, with many different ex-
isting metrics and implementations to choose from
(Bryant et al., 2023). It was desirable that our eval-
uation method should be well-grounded in the lit-
erature and previous shared tasks while being spe-
cific and suited to the datasets and languages at
hand. In the case of the present shared task, we had
two separate tracks calling for different evaluation
strategies, data from twelve different languages,
and the novelty of dealing with full texts. This in-
troduced an array of additional constraints, which
we attempted to satisfy by providing a first adapta-
tion of three existing evaluation metrics, discussed
in Section 2.2. This, however, was a time con-
suming process that resulted in us only disclosing
the details of the evaluation procedure upon open-
ing the competitive phase. All in all, our effort
can be seen as a first step towards a cross-lingual
GEC evaluation framework supporting system that
work at the text level.

Benchmarking Platforms An additional layer
of complexity comes from the need to fully auto-
mate the evaluation process. While this is highly
desirable during the competitive phase of a shared
task, where any delays affect participants, it be-
comes essential in cases where the competition is
followed by an open phase in which system de-
velopers can participate in the task for an indefi-
nite amount of time. Our platform of choice for
this shared task, CodaLab, only fulfills this re-
quirement for one of the metric, GLEU. On such
platform, it was not possible to set up ERRANT-
based or Scribendi scoring due to, respectively, in-
stallation issues and resource constraints. More
generally, LLM-based evaluation poses particular
challenges due to the computational resources in-
volved. In view of future initiatives, but also to en-
sure that the MultiGEC dataset remains usable, we
plan to investigate the available alternatives and
potentially migrate the open phase of the shared
task to a new platform. Furthermore, we strongly
advise organizers of similar events to carefully
consider the trade-off between more advanced au-
tomatic evaluation metrics and practical viability.

Baseline Since our expectation was for submit-
ted systems to be predominantly LLM-based due
to the presence of a fluency track, it was our in-
tention to provide a strong baseline. However,
our Llama-based one-shot system proved hard to

beat for most of the shared task participants, and
it might be the case that this has discouraged sub-
missions of MT-based and other supervised sys-
tems, even though it is not necessarily the case
that LLM-based systems will outperform super-
vised ones (Davis et al., 2024).

Data Access One of the main advantages of the
dataset compiled for MultiGEC-2025 is that it
contains data for all twelve languages in a simple
uniform format. Due to licensing issues, however,
data access is not entirely straightforward: while
most of the training and development data can be
obtained from a single repository upon agreeing to
the Terms of Use, the English and Russian subcor-
pora require an additional sign-up and a separate
download. Even more importantly, participants do
not have direct access to correction hypotheses for
the test splits. The reason for this is that some of
the data holders of subcorpora that are not in the
public domain wish to keep them private. This is
a valid standpoint, as having unrestricted access
to test data gives system developers the possibility
to optimize for it. Moreover, by making test set
references public, it can no longer be guaranteed
that LLMs have not been exposed to them during
pre-training. However, this does pose a problem,
especially in conjunction with the evaluation is-
sues mentioned above: participants cannot inde-
pendently compute reference-based metrics on the
test set and there is currently no platform able to
fully automate the process. For this reason, we fol-
low a convention emerged from previous shared
tasks where data was subject to similar constraints
(cf. Bryant et al. (2019)), i.e. to also report results
on development data (see Appendices D and E).

5 Conclusions & Future Work

In this paper, we have provided an overview of
the MultiGEC-2025 shared task. To the best of
our knowledge, this is the first ever shared task
on multilingual text-level GEC. We worked with
twelve European languages, represented by sev-
enteen subcorpora of texts from a variety of do-
mains, from L2 essays to web news. These were
compiled into a single dataset, MultiGEC, which
provides all data in an easy-to-use uniform format.
The shared task offered two tracks so that partici-
pants could choose between two different correc-
tion styles: minimal editing, the aim of which is to
address grammaticality issues, or fluency editing,
where the additional aim is improved idiomaticity.
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Having to evaluate submissions in both styles,
we opted to use three different evaluation met-
rics (GLEU, ERRANT scoring, and the Scribendi
score) which would either reward faithfulness to
the reference corrections or fluency according to a
language model. Evaluation was one of the major
challenges in the organization of the shared task
as these metrics required adaptations to be used in
this new, highly multilingual scenario. Our pre-
liminary manual evaluation of a small sample of
the results, however, suggests that our solution led
to a fair ranking of the submitted systems.

Moreover, we had to deal with the technical
limitations of our platform of choice, CodaLab,
in terms of automation. Competitors submitted
via CodaLab, but only got immediate feedback
in the form of GLEU score, while the rest of the
evaluation was carried out offline by the organiz-
ers. Participants in the ongoing open-phase of the
shared task may still submit their corrections to
CodaLab to obtain GLEU scores. In addition, we
provide a program for automatic GLEU and ER-
RANT scoring, as well as instructions for setting
up Scribendi-based evaluation locally.

Four teams participated in the official compet-
itive phase of the shared task, and the clear win-
ner was the UAM-CSI team with a fine-tuned
Gemma 2 model for both tracks. For the most
part, this model significantly outperformed our
baseline. Our system proved otherwise hard to
beat, especially in the ‘fluency edits’ track (Track
2). Moreover, scores for Icelandic and Russian
were generally lower than for the other languages,
which may be due to lack of exposure to these lan-
guages for LLMs during pre-training, as well as to
the peculiarities of the relevant subcorpora.

We dedicated Section 4 to some reflections on
the organization of this shared task. These offer
insights which can be relevant for planning simi-
lar initiatives in future. The high attrition rate in
participation that we observed, for instance, could
be mitigated by a different timeline, increased data
accessibility and further automation of the evalua-
tion routines. While changes to the timeline are in
principle easy to implement, the ease of access to
the data is, in cases like ours, strongly dependent
on the licensing conditions of each source cor-
pus, something to take into account when decid-
ing whether to prioritize the number of languages
covered or the usability of the resulting resources.
The technicalities of evaluation constitute an even

more complex problem, calling for both further
work on benchmarking platforms and in terms of
development of more lightweight cross-lingually
applicable metrics.

Besides these practical aspects, evaluation can
be further refined. Language-specific adaptations
of ERRANT would enable analysis of system
performance by error type and comparisons with
state-of-the-art systems could help assess where
the multilingual models submitted to MultiGEC-
2025 stand with respect to their language-specific
counterparts. Moreover, more extensive human
evaluation – which we plan to carry out for all
twelve languages – would allow us to more pro-
foundly analyze and understand the differences
between systems and their continuing weaknesses,
and proceed to identify ways to make further im-
provements to multilingual GEC.

Finally, data-wise, possible directions for future
work include collecting additional data and anno-
tations for the current MultiGEC languages so as
to make the corpus more balanced and improve
the robustness of reference-based evaluation, but
also incorporating additional subcorpora into the
MultiGEC dataset. New subcorpora could relate
to L1 or L2 speakers, different age groups and
a variety of genres. We would especially wel-
come data for languages other than the ones featur-
ing in MultiGEC-2025, including non-European
languages, and therefore would welcome contact
from those with access to such datasets or plan-
ning to collect them.

All in all, despite a limited number of submis-
sions, the shared task resulted in a new highly
multilingual resource – the MultiGEC dataset, a
promising novel evaluation framework for two
variants of the task of GEC and at least one sys-
tem with a consistently good performance across
languages. The amount of requests for data ac-
cess – about fifty at the time of writing – and Co-
daLab registrations – twenty during the competi-
tive phase – suggest that interest in the topic is not
limited to the shared task itself and encourages us
to expand and improve the dataset and continue
our work on automatic and manual evaluation.
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A Overview of the official evaluation results

A.1 Track 1 (minimal edits)

Figure A.1: Language-wise cross-subcorpus average F0.5 scores (primary metric) for Track 1 submissions com-
pared with our Llama-based baseline.

Figure A.2: Language-wise cross-subcorpus average GLEU scores for Track 1 submissions compared with our
Llama-based baseline, as well as with a zero-edit baseline.

Proceedings of the 14th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2025)

16



A.2 Track 2 (fluency edits)

Figure A.3: Language-wise cross-subcorpus average Scribendi scores (primary metric) for Track 2 submissions
compared with our Llama-based baseline.

Figure A.4: Language-wise cross-subcorpus average GLEU scores for Track 2 submissions compared with our
Llama-based baseline, as well as with a zero-edit baseline.
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B Complete official evaluation results for Track 1 (minimal edits)

For this track, systems are ranked based on the ERRANT-based F0.5 score.

B.1 Czech
B.1.1 NatWebInf

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 69.89 69.81 63.95 68.55 0.79
2 Lattice 65.06 56.48 55.29 56.24 0.29
3 baseline 53.91 32.89 33.06 32.93 0.74
4 Rum-Cull 40.47 3.92 1.29 2.78 0.18

B.1.2 Romani

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 60.07 59.94 50.13 57.68 0.92
2 Lattice 53.7 48.52 38.06 45.99 0.84
3 baseline 48.35 38.52 34.52 37.65 0.82
4 Rum-Cull 26.49 6.92 1.34 3.78 0.24

B.1.3 SecLearn

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 55.81 62.58 47.23 58.76 0.98
2 Lattice 49.95 51.69 39.26 48.61 0.94
3 baseline 45.77 50.56 34.28 46.18 0.97
4 Rum-Cull 21.92 11.17 2.77 6.96 0.34

B.1.4 NatForm

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 81.44 68.32 46.94 62.62 0.99
2 baseline 76.08 40.41 29.0 37.46 0.92
3 Lattice 71.45 32.43 30.34 31.99 0.55
4 Rum-Cull 67.18 1.82 1.16 1.63 -0.46

B.1.5 Cross-subcorpus average

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 66.8 65.16 52.06 61.9 0.92
2 Lattice 60.04 47.28 40.74 45.71 0.65
3 baseline 56.03 40.59 32.72 38.55 0.86
4 Rum-Cull 39.02 5.96 1.64 3.79 0.07
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B.2 English
B.2.1 Write & Improve 2024

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 81.5 62.24 50.78 59.55 0.98
2 Lattice 77.9 58.05 41.6 53.79 0.95
3 baseline 75.15 41.59 41.55 41.58 0.98
4 Rum-Cull 60.2 9.63 3.8 7.37 0.34

B.3 Estonian
B.3.1 EIC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 55.76 54.39 36.23 49.44 1.0
2 baseline 36.47 34.02 11.42 24.38 0.92
3 Lattice 44.02 22.63 23.18 22.73 0.46
4 Rum-Cull 29.06 6.83 2.06 4.66 -0.04

B.3.2 EKIL2

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 66.85 58.82 41.28 54.21 1.0
2 Lattice 56.96 43.54 25.34 38.07 0.87
3 baseline 51.12 38.73 17.44 31.13 0.97
4 Rum-Cull 42.82 7.47 2.16 5.0 0.4

B.3.3 Cross-subcorpus average

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 61.3 56.61 38.76 51.83 1.0
2 Lattice 50.49 33.09 24.26 30.4 0.66
3 baseline 43.79 36.38 14.43 27.76 0.95
4 Rum-Cull 35.94 7.15 2.11 4.83 0.18

B.4 German
B.4.1 Merlin

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 81.13 68.17 66.43 67.81 1.0
2 baseline 69.56 53.01 51.42 52.68 0.94
3 Lattice 0.05 30.29 4.49 14.09 -0.83
4 Rum-Cull 39.25 12.18 4.34 8.95 0.44
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B.5 Greek
B.5.1 GLCII

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 56.84 53.79 45.11 51.8 0.88
2 Lattice 51.49 45.78 38.35 44.07 0.83
3 baseline 45.07 46.95 32.39 43.07 0.97
4 Rum-Cull 24.92 12.53 1.95 6.0 0.54

B.6 Icelandic
B.6.1 IceEC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 84.98 57.28 8.45 26.58 1.0
2 baseline 80.52 9.6 5.16 8.19 0.67
3 Rum-Cull 81.18 0.85 0.43 0.71 0.22
4 Lattice 83.92 100.0 0.0 0.0 0.0

B.6.2 IceL2EC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 43.6 38.68 4.62 15.62 0.63
2 baseline 39.93 16.88 2.65 8.14 0.26
3 Rum-Cull 39.77 2.77 0.39 1.25 -0.26
4 Lattice 39.79 100.0 0.0 0.0 0.0

B.6.3 Cross-subcorpus average

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 64.29 47.98 6.54 21.1 0.82
2 baseline 60.22 13.24 3.91 8.16 0.46
3 Rum-Cull 60.47 1.81 0.41 0.98 -0.02
4 Lattice 61.86 100.0 0.0 0.0 0.0

B.7 Italian
B.7.1 Merlin

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 81.89 69.04 59.54 66.91 0.98
2 baseline 65.13 44.01 37.92 42.64 0.8
3 Lattice 69.96 39.9 43.65 40.59 0.85
4 Rum-Cull 50.04 11.13 4.5 8.6 0.23
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B.8 Latvian
B.8.1 LaVA

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 84.5 80.77 78.32 80.27 1.0
2 Lattice 67.25 57.8 57.61 57.77 0.9
3 baseline 48.86 47.43 36.32 44.69 1.0
4 Rum-Cull 23.18 10.23 2.72 6.59 0.29

B.9 Russian
B.9.1 RULEC-GEC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 83.11 61.09 33.01 52.21 0.46
2 Lattice 77.77 42.33 27.38 38.16 0.33
3 baseline 79.02 34.53 35.46 34.71 0.42
4 Rum-Cull 73.23 6.34 3.22 5.31 0.41

B.10 Slovene
B.10.1 Solar-Eval

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 66.46 53.89 30.4 46.68 1.0
2 baseline 58.96 35.97 17.06 29.45 0.71
3 Lattice 54.34 8.67 2.25 5.52 -0.06
4 Rum-Cull 49.52 3.64 0.93 2.3 0.59

B.11 Swedish
B.11.1 SweLL_gold

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 69.29 54.54 45.88 52.56 1.0
2 baseline 58.4 44.9 31.74 41.46 1.0
3 Lattice 59.88 41.49 35.02 40.01 1.0
4 Rum-Cull 38.28 14.02 3.6 8.88 0.56

B.12 Ukrainian
B.12.1 UA-GEC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 79.55 74.31 54.11 69.15 0.89
2 Lattice 74.0 58.55 34.28 51.29 0.1
3 baseline 68.03 26.1 14.82 22.66 0.41
4 Grammaticks 62.93 16.53 13.48 15.81 -0.1
5 Rum-Cull 65.38 3.15 1.18 2.36 0.62
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C Complete official evaluation results for Track 2 (fluency edits)

For this track, systems are ranked based on the Scribendi score.

C.1 Czech
C.1.1 NatWebInf

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 70.04 71.05 64.28 69.58 0.79
2 baseline 51.59 28.32 34.97 29.44 0.25
3 Rum-Cull 40.47 3.92 1.29 2.78 0.18

C.1.2 Romani

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 60.23 59.23 50.18 57.17 0.91
2 baseline 48.55 33.4 33.82 33.48 0.57
3 Rum-Cull 26.49 6.92 1.34 3.78 0.24

C.1.3 SecLearn

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 55.16 62.21 46.5 58.27 0.99
2 baseline 47.7 45.08 36.54 43.07 0.92
3 Rum-Cull 21.92 11.17 2.77 6.96 0.34

C.1.4 NatForm

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 81.07 68.71 46.82 62.83 0.95
2 baseline 76.63 35.45 33.39 35.02 0.82
3 Rum-Cull 67.18 1.82 1.16 1.63 -0.46

C.1.5 Cross-subcorpus average

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 66.63 65.3 51.95 61.96 0.91
2 baseline 56.12 35.56 34.68 35.25 0.64
3 Rum-Cull 39.02 5.96 1.64 3.79 0.07
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C.2 English
C.2.1 Write & Improve 2024

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 80.67 62.57 48.67 59.19 0.98
2 baseline 65.86 24.55 40.85 26.68 0.89
3 Rum-Cull 60.2 9.63 3.8 7.37 0.34

C.3 Estonian
C.3.1 EIC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 57.89 56.79 38.6 51.9 1.0
2 baseline 39.14 31.88 15.6 26.38 0.77
3 Rum-Cull 29.06 6.83 2.06 4.66 -0.04

C.3.2 EKIL2

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 68.23 56.66 42.86 53.23 1.0
2 baseline 50.64 30.57 20.42 27.8 0.81
3 Rum-Cull 42.82 7.47 2.16 5.0 0.4

C.3.3 Cross-subcorpus average

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 63.06 56.72 40.73 52.56 1.0
2 baseline 44.89 31.23 18.01 27.09 0.79
3 Rum-Cull 35.94 7.15 2.11 4.83 0.18

C.4 German
C.4.1 Merlin

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 81.23 67.42 66.28 67.19 0.96
2 baseline 60.67 44.32 50.6 45.45 0.75
3 Rum-Cull 39.25 12.18 4.34 8.95 0.44

C.5 Greek
C.5.1 GLCII

Rank Team GLEU Precision Recall F0.5 Scribendi

1 baseline 48.27 44.76 35.1 42.43 0.92
2 UAM-CSI 55.96 53.62 44.12 51.4 0.9
3 Rum-Cull 24.92 12.53 1.95 6.0 0.54
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C.6 Icelandic
C.6.1 IceEC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 85.09 61.76 9.03 28.48 0.72
2 baseline 76.16 10.44 8.88 10.08 0.33
3 Rum-Cull 81.18 0.85 0.43 0.71 0.22

C.6.2 IceL2EC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 43.62 41.18 4.13 14.73 0.74
2 baseline 40.08 17.86 5.01 11.81 0.37
3 Rum-Cull 39.77 2.77 0.39 1.25 -0.26

C.6.3 Cross-subcorpus average

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 64.36 51.47 6.58 21.61 0.73
2 baseline 58.12 14.15 6.95 10.95 0.35
3 Rum-Cull 60.47 1.81 0.41 0.98 -0.02

C.7 Italian
C.7.1 Merlin

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 79.97 67.45 56.67 64.98 1.0
2 baseline 59.03 32.06 39.89 33.37 0.83
3 Rum-Cull 50.04 11.13 4.5 8.6 0.23

C.8 Latvian
C.8.1 LaVA

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 84.65 79.76 78.54 79.51 1.0
2 baseline 50.92 45.57 38.92 44.07 0.94
3 Rum-Cull 23.18 10.23 2.72 6.59 0.29

C.9 Russian
C.9.1 RULEC-GEC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 82.65 62.3 30.94 51.8 0.43
2 baseline 73.63 24.02 37.37 25.87 0.41
3 Rum-Cull 73.23 6.34 3.22 5.31 0.41
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C.10 Slovene
C.10.1 Solar-Eval

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 66.32 54.14 29.77 46.52 1.0
2 baseline 59.42 30.84 20.58 28.04 1.0
3 Rum-Cull 49.52 3.64 0.93 2.3 0.41

C.11 Swedish
C.11.1 SweLL_gold

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 69.62 55.29 46.69 53.32 1.0
2 baseline 58.41 36.62 34.0 36.06 0.84
3 Rum-Cull 38.28 14.02 3.6 8.88 0.56

C.12 Ukrainian
C.12.1 UA-GEC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 79.82 74.65 55.02 69.68 0.8
2 baseline 65.56 19.41 18.45 19.21 0.7
3 Rum-Cull 65.38 3.15 1.18 2.36 0.62

Proceedings of the 14th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2025)

25



D Results on development data for Track 1 (minimal edits) as of January 2025

For this track, systems are ranked based on the ERRANT-based F0.5 score.

D.1 Czech
D.1.1 NatWebInf

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 75.64 67.25 62.7 66.29 0.76
2 Lattice 77.64 49.31 58.35 50.88 -0.55
3 baseline 60.9 33.85 33.75 33.83 0.44

D.1.2 Romani

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 64.71 56.88 51.64 55.75 0.92
2 Lattice 58.02 46.18 43.49 45.62 0.6
3 baseline 55.14 37.14 34.89 36.67 0.83

D.1.3 SecLearn

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 58.33 60.66 49.67 58.09 0.99
2 Lattice 52.63 48.79 41.49 47.13 0.94
3 baseline 46.35 46.76 34.94 43.79 0.97

D.1.4 NatForm

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 84.41 63.32 49.79 60.05 0.95
2 baseline 81.16 44.56 36.32 42.62 0.8
3 Lattice 79.52 40.58 36.14 39.61 -0.02

D.1.5 Cross-subcorpus average

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 70.77 62.03 53.45 60.05 0.91
2 Lattice 66.95 46.21 44.87 45.81 0.24
3 baseline 60.89 40.58 34.98 39.23 0.76
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D.2 English
D.2.1 Write & Improve 2024

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 82.6 62.62 49.86 59.57 0.99
2 Lattice 79.44 54.35 40.2 50.78 0.36
3 baseline 76.43 39.25 42.24 39.82 0.98

D.3 Estonian
D.3.1 EIC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 55.5 50.52 33.84 45.98 1.0
2 Lattice 49.54 32.36 27.51 31.26 0.31
3 baseline 36.01 32.08 10.8 23.01 0.92

D.3.2 EKIL2

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 66.89 52.45 37.08 48.43 0.98
2 Lattice 57.71 36.48 21.86 32.17 0.35
3 baseline 54.48 34.81 15.15 27.64 0.84

D.3.3 Cross-subcorpus average

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 61.19 51.48 35.46 47.2 0.99
2 Lattice 53.63 34.42 24.69 31.71 0.33
3 baseline 45.25 33.45 12.98 25.32 0.88

D.4 German
D.4.1 Merlin

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 80.31 67.23 63.76 66.51 0.94
2 baseline 69.16 51.89 50.55 51.61 0.9
3 Lattice 0.0 31.8 3.35 11.79 -0.92

D.5 Greek
D.5.1 GLCII

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 57.57 53.56 44.7 51.52 0.84
2 Lattice 54.68 48.47 40.17 46.55 0.74
3 baseline 47.68 49.83 33.17 45.29 0.9
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D.6 Icelandic
D.6.1 IceEC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 88.62 34.57 6.53 18.59 0.5
2 baseline 85.3 9.84 7.23 9.18 0.22
3 Lattice 0.88 0.0 0.0 0.0 -1.0

D.6.2 IceL2EC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 baseline 45.05 26.78 6.18 16.06 0.16
2 UAM-CSI 48.19 22.87 3.99 11.75 0.89
3 Lattice 2.52 0.4 1.25 0.46 -0.89

D.6.3 Cross-subcorpus average

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 68.4 28.72 5.26 15.17 0.7
2 baseline 65.17 18.31 6.71 12.62 0.19
3 Lattice 1.7 0.2 0.62 0.23 -0.95

D.7 Italian
D.7.1 Merlin

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 80.27 68.3 60.9 66.68 0.98
2 Lattice 77.15 53.78 58.11 54.6 0.58
3 baseline 66.5 50.66 43.83 49.13 0.85

D.8 Latvian
D.8.1 LaVA

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 83.89 81.32 78.62 80.76 1.0
2 Lattice 69.09 61.73 61.33 61.65 0.94
3 baseline 47.3 48.44 38.14 45.96 0.98

D.9 Russian
D.9.1 RULEC-GEC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 84.68 52.98 35.63 48.28 0.37
2 baseline 77.82 24.84 36.54 26.54 0.43
3 Lattice 79.35 21.03 36.86 23.01 -0.86
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D.10 Slovene
D.10.1 Solar-Eval

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 67.22 57.4 32.89 49.95 1.0
2 baseline 59.55 37.2 18.86 31.14 1.0
3 Lattice 29.69 14.17 6.77 11.63 -0.12

D.11 Swedish
D.11.1 SweLL_gold

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 72.01 58.83 50.61 56.98 1.0
2 baseline 56.48 48.46 30.79 43.47 0.92
3 Lattice 59.95 45.02 35.33 42.68 0.88

D.12 Ukrainian
D.12.1 UA-GEC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 77.62 70.34 49.31 64.81 0.9
2 Lattice 66.01 33.96 27.53 32.45 -0.33
3 baseline 67.29 25.15 16.61 22.81 0.64

Proceedings of the 14th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2025)

29



E Results on development data for Track 2 (fluency edits) as of January 2025

For this track, systems are ranked based on the Scribendi score.

E.1 Czech
E.1.1 NatWebInf

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 76.34 68.68 64.25 67.74 0.76
2 baseline 56.9 26.37 32.49 27.4 0.39

E.1.2 Romani

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 64.68 58.34 51.58 56.85 0.92
2 baseline 50.87 32.12 33.71 32.43 0.7

E.1.3 SecLearn

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 58.11 60.58 49.55 58.0 0.98
2 baseline 47.01 43.0 36.28 41.46 0.94

E.1.4 NatForm

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 84.55 65.47 50.7 61.86 0.95
2 baseline 78.93 31.78 36.73 32.66 0.89

E.1.5 Cross-subcorpus average

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 70.92 63.27 54.02 61.11 0.9
2 baseline 58.43 33.32 34.8 33.49 0.73

E.2 English
E.2.1 Write & Improve 2024

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 81.98 63.68 47.61 59.65 0.98
2 baseline 66.34 21.76 40.96 24.01 0.91
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E.3 Estonian
E.3.1 EKIL2
E.3.2 EIC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 58.19 53.13 38.62 49.42 1.0
2 baseline 37.04 32.37 14.13 25.73 0.77

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 67.91 52.61 38.92 49.15 0.99
2 baseline 52.5 27.9 17.93 25.11 0.84

E.3.3 Cross-subcorpus average

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 63.05 52.87 38.77 49.28 0.99
2 baseline 44.77 30.13 16.03 25.42 0.8

E.4 German
E.4.1 Merlin

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 81.05 67.53 64.36 66.87 0.96
2 baseline 65.22 43.85 49.66 44.9 0.84

E.5 Greek
E.5.1 GLCII

Rank Team GLEU Precision Recall F0.5 Scribendi

1 baseline 50.39 47.79 36.09 44.88 0.91
2 UAM-CSI 57.98 53.88 44.7 51.76 0.84
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E.6 Icelandic
E.6.1 IceEC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 88.29 28.12 4.2 13.14 0.61
2 baseline 79.56 7.6 8.62 7.78 0.33

E.6.2 IceL2EC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 48.62 21.28 3.64 10.8 0.89
2 baseline 45.71 22.15 8.13 16.47 0.58

E.6.3 Cross-subcorpus average

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 68.46 24.7 3.92 11.97 0.75
2 baseline 62.64 14.88 8.38 12.12 0.46

E.7 Italian
E.7.1 Merlin

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 80.04 70.3 60.11 68.0 0.98
2 baseline 56.85 35.03 41.54 36.16 0.85

E.8 Latvian
E.8.1 LaVA

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 83.32 81.29 78.95 80.81 0.98
2 baseline 47.97 44.89 38.78 43.52 0.94

E.9 Russian
E.9.1 RULEC-GEC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 baseline 72.64 18.99 39.04 21.17 0.47
2 UAM-CSI 83.95 53.71 32.03 47.3 0.34
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E.10 Slovene
E.10.1 Solar-Eval

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 66.99 57.16 32.49 49.63 1.0
2 baseline 59.84 30.57 22.56 28.54 1.0

E.11 Swedish
E.11.1 SweLL_gold

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 70.38 57.81 48.29 55.62 1.0
2 baseline 60.05 39.27 34.7 38.26 1.0

E.12 Ukrainian
E.12.1 UA-GEC

Rank Team GLEU Precision Recall F0.5 Scribendi

1 UAM-CSI 77.54 69.12 50.95 64.52 0.9
2 baseline 64.65 18.88 20.66 19.21 0.77
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