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1 General Information

Title: DAMAGeR: Deploying Automatic and
Manual Approaches to GenAI Red-teaming

Type: cutting-edge in CL / NLP

Sub-Areas: Natural Language Processing,
Large Language Models, safety and trustwor-
thiness, red-teaming

Presenters:

– Manish Nagireddy, IBM Research,
manish.nagireddy@ibm.com

– Michael Feffer, Carnegie Mellon Univer-
sity,
mfeffer@andrew.cmu.edu

– Ioana Baldini, Bloomberg,
ioana.baldini@gmail.com

Duration: Half day (3 hours plus 30-minute
break)

Brief Description: In this tutorial, we will
review and apply current automatic and man-
ual red-teaming techniques for GenAI models
(including LLMs and multimodal models). In
doing so, we aim to emphasize the importance
of using a mixture of techniques and establish-
ing a balance between automatic and manual
approaches. Lastly, we aim to engage tutorial
participants in live red-teaming activities to
collaboratively learn impactful red-teaming
strategies and share insights.

2 Tutorial Details

2.1 Context
Tools: We will be using the Chatbot Arena (avail-
able at https://lmarena.ai/) for all participant
interaction with LLMs. As such, audience mem-
bers will only need a computer with internet access
to participate in the live red-teaming session.

History: We led two previous iterations of this
interactive exercise. The first was at KDD 2024
(Nagireddy et al., 2024b) with around 30-40 par-
ticipants. The website and slides used for this
event can be found at https://sites.google.
com/view/kdd24-red-teaming-tutorial. The
second was at AAAI ’25, with resources
available at https://sites.google.com/view/
aaai25red-teaming-tutorial.

We are happy to report that crowd engagement
was the highlight of both events.

Estimated Number of Participants: 30-50
Prerequisite Knowledge: Our intended audi-

ence is anyone who has an interest in GenAI, with
a particular emphasis on potential usage risks. As
such, previous interactions with GenAI may be
helpful but are not necessary.

2.2 Content
Over the past couple of years, GenAI models with
billions of parameters have become readily avail-
able to the general public. In turn, a mixture of
tangible results and hype has led to eagerness from
the public to use GenAI in many different ways. At
the same time, there are various concerns surround-
ing these models, leading to burgeoning efforts to
document and classify their negative impacts. Red-
teaming, which typically takes the form of inter-
active probing, is commonly used as part of these
efforts. In order to most effectively uncover poten-
tial risks via red-teaming, we strongly believe that
a participatory effort is paramount. In particular,
with this tutorial, we seek to leverage the diverse
set of skills and background experiences of confer-
ence attendees in order to discover GenAI failures.
By providing attendees with varying familiarity
with GenAI models and issues with an opportu-
nity to actively red-team generative AI models, we
hope to affirm the notion that effective red-teaming
requires broad participation and effort. We are con-
fident that our tutorial will encourage attendees
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to continue to provide invaluable feedback on the
failure modes of these pervasive GenAI models.

The tutorial is split in two parts. The first part
has an educational setup, covering important topics
in responsible AI and red-teaming. The second
part of the tutorial is structured as an interactive
exercise, where the audience is engaged in a live
red-teaming session. The interactive exercise is
performed in several rounds. After each round, the
audience engages in a discussion around the most
efficient techniques for red-teaming and the topics
that seem to exhibit undesirable behavior.

The educational part of the tutorial covers topics
such as the advancement of GenAI models and their
risks, taxonomies of risks and harms, best practices
in participatory red-teaming events. Significant
attention is dedicated to red-teaming approaches,
in which several tactics and strategies are covered.

The following outlines the structure of the tuto-
rial, along with the papers relevant to each topic.

Part I: Red Teaming 101 (1.5h)

• Why Red Teaming?

– The strengths, benefits, and dangers of
LLMs (Bowman, 2022; Weidinger et al.,
2023)

– Risks from generative output (IBM,
2024; Gautam et al., 2024; Weidinger
et al., 2022)

– Red-teaming: Uncovering harmful con-
tent through interactive probing (Ganguli
et al., 2022; Lin et al., 2024)

• Participatory Red-teaming

– DefCon31: Generative AI Red-teaming
Challenge (Intelligence et al., 2024;
White House, 2023)

– Red-teaming LLMs for resilience to sci-
entific disinformation (The Royal Soci-
ety and Humane Intelligence, 2024)

– AdversarialNibbler (Quaye et al., 2024)

• State-of-the-art in Red-teaming Research

– Attack strategies: affirmative comple-
tion (Wei et al., 2023), context switch-
ing (Schulhoff et al., 2023), contex-
tual interaction attack (Cheng et al.,
2024), instruction indirection (Jiang
et al., 2024), ciphers (Yuan et al., 2024),
role play (Shah et al., 2023) and persua-
sion (Zeng et al., 2024)

– Automatic/AI-based approaches (Kour
et al., 2023; Hong et al., 2024; Perez
et al., 2022; Radharapu et al., 2023;
Mazeika et al., 2024; Casper et al., 2023)

– Red-teaming Multi-modal LMs (Quaye
et al., 2024; Luccioni et al., 2023; Ma-
hato et al., 2024)

– Red-teaming tooling (Derczynski et al.,
2024; Microsoft, 2024; Mazeika et al.,
2024; Chiang et al., 2024)

Part II: Hands-on LLM Red Teaming (1h): A
live, interactive red-teaming session where partic-
ipants use the insights learned from Part I of the
tutorial in order to elicit model failures.

• Round 1: Paired unrestricted red-teaming +
Full Discussion

• Round 2: Paired and risk specific red-teaming
+ Full Discussion

• Final Round: Larger Group free range red-
teaming + Full Discussion

• Final Recap Discussion

Part III: What Red-Teaming Cannot Address
(0.5h):

• AI Red-Teaming Is Not a One-Stop Solution
to AI Harms

• Algorithmic monoculture and social welfare
(Kleinberg and Raghavan, 2021)

3 Reading List

We do not require attendees to read specific works
as the first half of the tutorial will review pertinent
literature. For those who wish to be familiar with
various red-teaming aspects prior to the start of the
event, we have provided the list of recommended
works to study below:

• Perez et al. (2022) “Red-teaming Language
Models with Language Models”

• Ganguli et al. (2022) “Red-teaming Language
Models to Reduce Harms”

• Zou et al. (2023) “Universal and Transferable
Adversarial Attacks on Aligned Language
Models”

• Wei et al. (2023) “Jailbroken: How Does LLM
Safety Training Fail?”
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• Feffer et al. (2024) “Red-Teaming for Genera-
tive AI: Silver Bullet or Security Theater?”

• Lin et al. (2024) “Against The Achilles’ Heel:
A Survey on Red Teaming for Generative
Models”

4 Diversity and Inclusion

We perceive red-teaming as an exercise that is best
conducted with a diverse crowd. As such, we in-
tend to tap into the affinity groups that attend the
*ACL conferences, such as Women in NLP, Lat-
inX in AI, Black in AI, and Queer in AI, and en-
courage them to participate. We believe that re-
searchers with different lived experiences lead to
different and effective ways for red-teaming. This
is supported by prior work which argues for more
stakeholder and marginalized community inclusion
upon discovering GenAI issues such as stereotype
reinforcement or lack of support for low-resource
languages (e.g., (Luccioni et al., 2023; Yong et al.,
2023)). Ideally, we could strive to create a commu-
nity of red-teamers that could meet periodically to
conduct virtual red-teaming exercises and write-up
our findings. This would be a first step of creat-
ing a community that periodically red-teams the
latest models. Infrastructure such as Chat Arena
(https://lmarena.ai/) can facilitate such exer-
cises.

5 Speaker Biographies

Manish Nagireddy is a Research Software Engineer
at IBM Research AI and the MIT-IBM Watson AI
Lab. His main research goal is to build trustwor-
thy AI solutions. His research interests encompass
several areas in machine learning and artificial intel-
ligence from classical ML methods to natural lan-
guage processing and the generative context. His
current work focuses on use-case centered algorith-
mic auditing and evaluation, in the context of large
language models. He has worked on benchmarking
large language models for safety (Nagireddy et al.,
2024a) as well as building guardrail models for
LLMs (Achintalwar et al., 2024; Nagireddy et al.,
2024c).

Michael Feffer is a Societal Computing PhD stu-
dent at Carnegie Mellon University (CMU). His re-
search involves examining the interactions between
AI and society. It includes but is not limited to algo-
rithmic fairness, AI for social good, participatory
approaches to machine learning, and the ethics and

evaluation of generative AI models. Through lever-
aging both quantitative and qualitative research ap-
proaches, he aims to develop frameworks whereby
everyday people impacted by ML models can influ-
ence model development.

Ioana Baldini is a Generative AI strategist in the
CTO office at Bloomberg. Previously, Ioana was
a Senior Research Scientist at IBM Research AI,
where she focused on social bias auditing and red-
teaming of language models. Ioana has a diverse
research background, with a proven record in differ-
ent research areas that span computer architecture,
runtime systems, cloud infrastructure and applied
natural language processing. She enjoys working
in large, multi-disciplinary projects.

6 Other Logistics

• We intend to make all tutorial presentation ma-
terials publicly available after the event has
concluded. As we did previously, we will cre-
ate a website and upload the slides used for
the event at https://sites.google.com/
view/naacl25red-teaming-tutorial

7 Ethics Statement

We recognize that participants will be exposed to
harmful and dangerous content in both passive and
active manners. Before showing any harmful text,
we will provide the proper disclaimers and continu-
ally let participants know that they may step out at
any time if the content is too upsetting. Addition-
ally, when the participants are actively red-teaming
the models, we will encourage them to take breaks
and understand that they are explicitly trying to
elicit harmful outputs. Our cycling of around 15
minutes on and off for active red-teaming is in-
tentional, so as to reduce mental fatigue as well
encourage communal dialogue.
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