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Abstract

The use of large language models (LLMs) in
human-centered creative domains — such as
journalism, scientific writing, and storytelling
— has showcased their potential for content gen-
eration but highlighted a critical gap: planning.
Planning, a fundamental process in many cre-
ative domains, refers to higher level decisions
writers (or agents) make that influence textual
output they produce. Planning is especially
hard to perform in creative domains, where
human rewards are often unclear or sparsely
observed. This tutorial explores how planning
has been learned and deployed in creative work-
flows. We will cover three aspects of creativity:
Problem-Finding (how to define rewards and
goals for creative tasks), Path-Finding (how
to generate novel creative outputs that meet
goals) and Evaluation (how to judge). We will
also consider three learning settings: Full Data
Regimens (when observational data for deci-
sions and resulting text exist), Partial (when
text exists but decisions can be inferred) and
Low (when neither exist). The tutorial will end
with practical demonstrations in computational
journalism, web agents, and other creative do-
mains. By bridging theoretical concepts and
practical demonstrations, this tutorial aims to
inspire new research directions in leveraging
LLMs for creative planning tasks.

1 Introduction

LLMs have demonstrated impressive generative ca-
pacities across a range of tasks. However, many
human creative tasks (e.g. in journalism, scientific
writing, video script writing and creative story gen-
eration) involve extensive planning. For example,
a human journalist typically follows a multi-step
process before they are even ready to write a news
article (e.g. “find story idea” → “develop angle”
→ “find informational sources” → “get quotes” →
“confirm facts”) (Cohen et al., 2011). An emerging
body of work has pointed to key short-comings of

LLMs and opportunities for progress in domains
where planning is required, actions need to be taken
and objectives are poorly defined.

Many emerging tasks in NLP can be framed as
“planning” tasks: either those that are explicitly us-
ing LLMs as planning-agents (e.g. (Zhou et al.,
2023)) or those that attempt to infer or learn from
the plans guiding human text generation (Spangher
et al., 2024a). In this tutorial, we aim to bring
tasks in this umbrella into dialogue. Can the abil-
ity to plan make LLMs become more useful, more
human-like and more attuned to the needs of di-
verse creative professionals? We aim to consolidate
an emerging direction of work that lies in the inter-
section of: creative generation, agentic planning,
and human-centered NLP.

2 Three Aspects of Creativity

The main structure of our tutorial breaks down
creative planning into three main stages: Problem-
Finding, Path-Finding and Evaluation. Each sec-
tion is grounded in a large history cognitive science
literature. We cover each stage in turn.

2.1 Problem-Finding

“The formulation of a problem is often more
essential than its solution, which may be merely a
matter of mathematical or experimental skill.”

Einstein and Infeld (1938), The Evolution of
Physics

In their seminal work, Getzels and Csikszentmi-
halyi (1976) studied art students, and observed that
those who focused most on defining the problem
produced more creative work. The problem-finding
domain of creativity research has since expanded
to include various ways that creative actors define
tasks, goal-states and rewards.

We map problem-finding broadly, in NLP, to
Learning complex rewards. A key question is: how
can we build systems that define their own reward
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functions, understand fuzzily observed rewards or
mix multiple rewards for one cohesive output? We
will frame several advances in language modeling
in this lens. We will look at approaches that mix
multiple rewards (Shi et al., 2024), framing of lan-
guage modeling as inverse-reinforcement learning
(IRL) (Wulfmeier et al., 2024), and explicit emula-
tion learning settings.

What is emulation learning? In cognitive sci-
ence, key work has been done to observe how hu-
mans (and chimpanzees) learn rewards (Hopper,
2010). In such emulation learning settings, humans
attempt to observe and understand the motivations
and rewards of other humans relying not just on
observing the actions of others, but also upon ob-
serving the end-state outputs of human processes.
For example, when we, as scientists, read research
papers, we are often able to “read through the lines”
to guess actions that were taken, even if they are
not explicitly mentioned – e.g. implementation de-
cisions, negative results, or hyperparameter sweeps
(without this ability, reproducibility in our field
would be nearly impossible). Another domain
is shown in Figure 1, where the decision-making
other humans employ prior to writing a news arti-
cle can often be inferred through discourse mark-
ers (Spangher et al., a). Computer science work
focused on emulation learning typically seeks to
explicitly uncover human actions from observed
text (e.g. in news articles (Spangher et al., 2024b)
and in scientific writing (Starace et al., 2025)). The
key in these approaches is, after uncovering these
actions, is to then use them to learn rewards from
human behavior at scale, utilizing frameworks like
IRL (Abbeel and Ng, 2004). In this talk, we will
explore how these approaches can uncover human
values, motivations and rewards.

2.2 Path-Finding

“Creativity involves breaking out of established
patterns to look at things in a different way.”

de Bono (1992), Serious Creativity

Defining creativity as how humans develop al-
ternative methods for solving problems have been
a dominant thread in creativity research (Runco,
2001), dating to the 1950s, when J.P. Guilford ad-
dressed the American Psychological Association
(Guilford, 1950). Guilford and other psycholo-
gists developed theories of creativity centered on
path-finding, where humans engage in alternative
uses (Guilford et al., 1978), exploration (Finke,

a1 a2 a3 . . .Actions:

Discourse
Elements:

Words:

Call
a source

Call
opposing source

Introduce
background

d1 d2 . . .Speech Context

w1 w2 w3 w4 w5 w6 w7 . . .

“Opinions were mixed. The attacks were preceded

Figure 1: An example of a creative-planning task, in
computational journalism: specifically, planning which
sources and other forms of background information to
use. Actions taken by humans while they write (i.e.
a1, a2..) are implied through discourse acts (d1, d2...),
which are inferred from the written text (w1, w2,...).
This insight, and it’s application across domains, allows
us to infer higher-level human rewards and train agents
to understand human creative processes.

1996) and metaphor (Gentner and Wolff, 2014) to
come up with more inventive solutions to problems.
We will explore ways computer scientists have ex-
tended such directions.

Forwards approaches Forward approaches to
planning assume that we can directly train or
prompt a model to generate sequences of actions.
Researchers typically take an approach that in-
volves prompt-engineering and in-context learning
(Tian et al., 2024b). We will discuss some of the
drawbacks of these approaches, including biases
that might be introduced and reasoning failures in
modeling. On the other hand, researchers with ac-
cess to more data usually include enough training
data to explicitly train planning agents. This can in-
clude directly planning a chain-of-thought reasoner
(Chen et al., 2024b) or a environment with clearly
defined reward (e.g. a tool-usage platform) (Côté
et al., 2018; Shridhar et al., 2020, 2021; Huang
et al., 2023; Tian et al., 2024b; Song et al., 2024).
These approaches typically fall into an area of rein-
forcement learning referred to as imitation learning:
human actions are observed, and the goal is to in-
fer the motivations behind them in order to predict
them in the future.

Backwards approaches Here, state information
is available (even if just the end state), and we usu-
ally seek to infer the sequence of actions that lead
to this state. Theoretically, these approaches call
back to earlier domains of modeling: means-ends
analysis (Newell and Simon, 1961), backtracking
(Golomb and Baumert, 1965) and regression plan-
ning (McDermott, 1991; Xu et al., 2019). These
methods all assume access to the final state, and
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use this information to arrive here. We will discuss
recent approaches incorporating these ideas into
NLP (Gandhi et al., 2024; Chen et al., 2024a). We
will also discuss backwards reasoning in terms of
latent variable modeling, for example: discovering
in-context learning examples (Min et al., 2022); in-
fer underlying topics by generating and clustering
language-modeling responses (Pham et al., 2024);
learning form and structure via the Bayesian Wake-
Sleep algorithm; and infer chain-of-thought reason-
ing steps through bootstrapping (Zelikman et al.,
2022). We will highlight the overlapping symmetry
between variational inference formulas and clas-
sical RL formulations. By illustrating how latent
variable modeling and imitation learning can be
integrated to infer and utilize latent plans, we dis-
cuss the benefits of combining these approaches
for modeling creative tasks.

2.3 Evaluation Methods for Creative Plans

“The unexamined life is not worth living.”

Plato, Apology of Socrates

For the majority of tasks in creative domains,
there is no objective metric for when a plan is suc-
cessful: creative tasks can be ill-defined, with multi-
ple alternative plans being equally preferable. Thus,
in this section of the tutorial, we will focus on eval-
uation methods based around human preference.
There are two modes of evaluation:

Offline Evaluation In this evaluation setting, we
assume that we cannot conduct human experiments
on enough subjects to make meaningful conclu-
sions, either because they are unavailable or too
expensive to obtain data from. The goal of eval-
uations in this setting is to compare our plans to
what human plans would have been. Novel metrics
that have emerged in this space and have been used
to evaluate planning include: latent criticism (Shi
et al., 2023) and conditional perplexity (Chen et al.,
2019). Latent criticism involves modeling and
evaluating the underlying reasoning processes in
language models, while conditional perplexity as-
sesses the alignment between generated text and the
intended plan. These evaluation metrics moves be-
yond surface-level metrics, e.g. BLEU or ROUGE
scores, whose limitations we will discuss, towards
structural comparisons of the output. They are
appealing because they allow us to validate in a
largely offline manner, without recruiting subject
participants.

Online Evaluation Evaluation methods in this
setting fall more into a Human-Computer Interac-
tion (HCI) framework of evaluation. In this setting,
subject participants are recruited and either asked
to conduct trials or are allowed to use tools and
then observed. HCI approaches to studying human
preferences for plans can involve studying human
preferences for recommendations (Spangher, 2015;
Zhao et al., 2023), suggestions (Clark and Smith,
2021), edits (Laban et al., 2024) and other aides
that a model can provide short of generating an
entire text. We will not focus too deeply on this
area, though, at the risk of being duplicative with
other tutorials.

3 Data Regimes: Full, Partial and Low

In order to conceptualize methods required to study
creative planning, we divide creative tasks into
three categories based on the availability of data:
Full Visibility, Partial Visibility and Low Visibil-
ity. To frame these categories, we use vocabulary
from the field of reinforcement learning: actions
refers to planning steps or inferences the model can
take. State-space refers broadly to textual states
(e.g. utterances, documents or retrievals) that are
caused or influenced by actions.

Low Data Regimens: settings in which little-to-
no data is available about the planning process,
including either the end-states or any of the actions
or states in between. Examples of tasks in this
domain, including: OSWorld (Xie et al., 2024b),
WebArena (Zhou et al., 2023) and other web-agent
tasks (Branavan et al., 2009; Shi et al., 2017; Liu
et al., 2018; Deng et al., 2023; Kim et al., 2024;
Gur et al.), where the language model is tasked
with navigating webpages without any examples of
the output.

Partial Data Regiments: settings where end-
state information, but no actions, are available to
the planning process. Tasks in this planning do-
main encompass fields like: computational journal-
ism (Spangher et al., 2024a), computational law
(Ravichander et al., 2019), scientific writing (Si
et al., 2024) and creative fictional writing (Huang
et al., 2023; Tian et al., 2024a). In these tasks, it is
typically cheap to collect voluminous datasets of
finished news articles, for instance, but it is typi-
cally too expensive to observe actions leading up
to the finished articles.
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Partial-to-Full Data Regiments are character-
ized by situations in which pre-final text and/or ac-
tion sequences are available for the models to train
on. We briefly introduce various tasks and domains
where datasets have emerged to support these plans
plans, such as tool learning (Schick et al., 2023;
Patil et al., 2023; Qin et al., 2023; Li et al., 2023),
edit prediction (Spangher et al., 2022b; Lee et al.,
2024), math problem-solving (Cobbe et al., 2021;
Hendrycks et al., 2021) and instruction-learning
(Wu et al., 2023, 2022). In these settings, more of
a supervised approach can be taken to learn plans.

4 Application Domains of Creative
Planning: Demonstrations

Having established a better definition for “plans”
and methods for inferring plans from observed text,
we close by discussing applications in various do-
mains. We will give live demonstration of creative
tools and compare tools that do not formally plan
(e.g. those that engineer sequences of prompts)
with tools that do.

Computational Journalism (CJ) This field aims
to build decision-support tools for journalists to
help find stories and sources; verifying facts; and
write articles (Cohen et al., 2011). CJ gives us
a good example of a domain of tasks where (1)
abundant medium-visibility data exists (2) profes-
sional standards across organizations dictate regu-
lar and formalized planning and (3) outcomes are
socially beneficial. Recent tasks in CJ include:
“help a journalist find informational sources to sup-
port the story” (Huang et al., 2024a; Spangher
et al., a,b; Lu et al.), “find newsworthy stories to
cover” (Spangher et al., 2024b; Welsh et al.; Di-
akopoulos et al., 2010), “plan longer-term article
structures” (Spangher et al., 2022a, 2021; Choubey
et al., 2020). We will showcase tools without for-
malized planning, such as AngleKindling, a tool
for angle selection in journalistic writing (Petridis
et al., 2023). We then demonstrate tools that learn
and utilize latent plans to enhance output quality,
such as NewsSources (Huang et al., 2024a) and
SPINACH (Liu et al., 2024).

Proactive Task-oriented Agents This field aims
to build agents to proactively identify and clarify
missing or ambiguous information essential to me-
thodical, domain-specific tasks (Lu et al.; Wu et al.,
2025; Liu et al., 2025). By systematically exam-
ining the effects of partially available information,

these methods train models to optimally balance the
cost of queries against the improved accuracy and
completeness of their outputs. This proactive rea-
soning capability significantly enhances the practi-
cal utility, creativity and reliability of task-oriented
agents, particularly in high-stakes, information-
sensitive environments, and represents a promising
direction for human–AI collaborative systems.

Creative Writing and Editing Planning plays a
crucial role in creative language generation, espe-
cially in long-form text generation. Content plan-
ning, such as sketching out plot points (Yao et al.,
2019; Ammanabrolu et al., 2020; Clark and Smith,
2021), has been shown to improve the quality of
generated stories and for generating creative out-
puts like poetry, where form constraints must be
adhered to (Tian and Peng, 2022), or metaphor or
figurative language (Chakrabarty et al., 2021) must
be used. Incorporating knowledge into the plan-
ning process can significantly enhance the ability of
LLMs to produce more nuanced, creative outputs
(Bosselut et al., 2019; Chakrabarty et al., 2024).

5 Broader Relevance: Connection to
Existing Fields

We situate creative planning in a broader field of
artificial intelligence and natural language process-
ing, with explicit intersections in:

• Creative Generation: Although recent tuto-
rials (Chakrabarty et al., 2023) have covered
creative generation, prior work has focused
more on the “final product” of generation (e.g.
longer-form structural output, cohesiveness
and evaluation), not the planning steps. How-
ever, awareness of creative processes in dif-
ferent fields and the ability of LLMs to under-
stand and use plans have progressed rapidly,
necessitating a novel iteration to explicitly fo-
cus on planning in creative tasks.

• Agentic Planning: Task-oriented planning
(Yu et al., 2023; Huang et al., 2024b; Deng
et al., 2024; Zhang et al., 2024; Kohli and Sun,
2024; Xie et al., 2024a), agentic workflows
(Wang et al., 2023, 2024; Sodhi et al., 2024;
Huang et al., 2024c, 2025) likewise is an area
that has received tremendous interest. How-
ever, we find the focus of planning in creative
tasks to be notably lacking. As we will show,
creative tasks are tantalizing tasks for plan-
ners and agents because trajectories must be
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developed on the fly in these domains (Côté
et al., 2018; Shridhar et al., 2020, 2021; Tian
et al., 2024b).

• Human-Centered NLP: A large empha-
sis in prior Human-Centered NLP tutori-
als (Yang et al., 2024) has been in Human-
Computer Interaction (HCI)-focused method-
ologies. While this is an important compo-
nent, we will explicitly focus on emerging
experimental methodologies that seek to in-
fer human preferences in approaches that can
often be more generalizable and robust than
direct observational studies.

We consider the following skills useful for re-
searchers considering making advances in creative
planning:

• Latent Variable Modeling: an understand-
ing of classical Bayesian graphical modeling
and hierarchical reasoning. Understand how
reinforcement learning, specifically imitation
learning, forms the basis for human preference
learning.

• Evaluation Methods for Latent Plans: Eval-
uation metrics, like latent evaluation tech-
niques like latent criticism and conditional
perplexity, that go beyond surface-level as-
sessments.

• Creative Agentic Workflows: Explore how
inferred plans are applied in creative tasks.
Analyze the differences in model performance
when optimizing for concrete rewards versus
abstract, creative goals (i.e. imitating human
preference). Demonstrate of creative tools
and compare those that use engineered prompt
sequences with those that utilize latent plans.

6 Suggested Reading List Summary

This tutorial will include our own work, notably
in the fields of computational journalism, creativ-
ity, latent variable modeling and agent modeling
(Huang et al., 2024a; Spangher et al., 2024a, b;
Welsh et al.; Spangher et al., 2021; Lu et al.; Tian
et al., 2024b) and work by other researchers in
NLP and machine learning communities, including
but not limited to: (Petridis et al., 2023; Shi et al.,
2023; Deng et al., 2023; Schick et al., 2023; Shrid-
har et al., 2020; Chakrabarty et al., 2023; Zelikman
et al., 2022).

7 Tutorial Instructors

Our instructors consist of experts who have con-
ducted research in different aspects related to this
tutorial topic.

Alexander Spangher Alexander Spangher is a
final-year Ph.D. Candidate in the Department of
Computer Science at University of Southern Cal-
ifornia. He is the recipient of a Bloomberg PhD
fellowship and an Outstanding Paper awards at
EMNLP 2024 and NAACL 2022. His research
focuses on planning, with specific applications in
Computational Journalism, law and music. Prior
to this, he was a data journalist at The New York
Times.

Tenghao Huang Tenghao Huang is a Ph.D. Can-
didate in the Department of Computer Science at
University of Southern California. Tenghao is a
receipt of ISI distinguished graduate researcher
fellowship. His research interests lie in agents
and information retrieval. His recent work focuses
on bridging the gaps between agents and creative
tasks through planning and grounding. Prior to
this, Tenghao received his bachelor degree from
the University of North Carolina at Chapel Hill.

Philippe Laban Philippe Laban is a Research
Scientist at Microsoft Research. His research is
at the intersection of NLP and HCI, focusing on
several tasks within text generation, including text
simplification and summarization. He received his
Ph.D. in Computer Science from UC Berkeley in
2021. His recent work has focused on expanding
the scope of text simplification to the paragraph
and document-level and evaluating textediting in-
terfaces.

Nanyun (Violet) Peng Nanyun (Violet) Peng is
an Assistant Professor in the Department of Com-
puter Science at the University of California Los
Angeles. She received her Ph.D. in Computer Sci-
ence from Johns Hopkins University. Her research
focuses on the generalizability of NLP technolo-
gies, with applications to creative language gen-
eration, low-resource information extraction, and
zero-shot cross-lingual transfer. Her works have
won the Outstanding Paper Award at NAACL 2022,
the Best Paper Award at AAAI 2022 Deep Learn-
ing on Graphs workshop, and have been featured
an IJCAI 2022 early career spotlight.
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