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Abstract

The effectiveness of embedding methods is cru-
cial for optimizing text classification perfor-
mance in Automated Machine Learning (Au-
toML). However, selecting the most suitable
pre-trained model for a given task remains chal-
lenging. This study introduces a comprehen-
sive corpus of pre-fine-tuned models from the
Hugging Face Model Hub, annotated with do-
mains and dataset descriptions, to enhance text
classification tasks. By leveraging this corpus,
we evaluated the integration of pre-fine-tuned
models into AutoML systems, demonstrating
substantial performance gains across various
datasets compared to baseline methods. De-
spite some inaccuracies in domain recognition,
the results underscore the corpus’ potential to
streamline model selection and reduce compu-
tational costs.

1 Introduction

The advent of large language models (LLMs) has
significantly advanced natural language process-
ing (NLP), offering powerful tools for tasks such
as text classification, summarization, and transla-
tion (Devlin et al., 2018). Fine-tuning these models
for specific tasks has traditionally been the standard
approach to achieving optimal performance. How-
ever, fine-tuning is resource-intensive, requiring
substantial computational power and time, which
may not be feasible for all practitioners (Wolf et al.,
2020).

Simultaneously, AutoML automates tasks like
feature and model selection, offering a streamlined
approach to machine learning (He et al., 2021).
Integrating LLMs into AutoML can boost NLP
performance by leveraging their rich linguistic rep-
resentations (Tornede et al., 2023).

A practical alternative to fine-tuning is utilizing
pre-fine-tuned LLMs available in repositories such
as Hugging Face. These models have been trained
on specific tasks or domains and offer ready-to-use

LLMs that can be incorporated into AutoML clas-
sifiers. This approach can improve performance
while mitigating the resource constraints associated
with fine-tuning.

Despite their potential, pre-fine-tuned LLMs
from repositories like Hugging Face remain un-
derexplored as text representation methods in Au-
toML. This study bridges this gap by developing
an interface to a domain-annotated corpus of pre-
fine-tuned models and evaluating their impact on
classification performance across seven diverse text
classification tasks.

This study enhances AutoML-based text classi-
fication by introducing a structured corpus of pre-
fine-tuned models annotated with domain-specific
metadata to optimize model selection. By sys-
tematically mapping models to tasks based on
domain alignment, we demonstrate substantial
performance gains while reducing computational
overhead. The findings highlight a scalable and
resource-efficient approach for integrating pre-
trained representations into AutoML frameworks,
making advanced NLP capabilities more accessi-
ble.

2 Related Works

LLMs and Contextual Embeddings: Contex-
tual embeddings from fine-tuned LLMs outperform
static methods like TF-IDF and Word2Vec in clas-
sification tasks by creating highly separable vec-
tor spaces (Pietro, 2020; Koroteev, 2021; Andrade,
2023; Safikhani and Broneske, 2023a). While fine-
tuned LLMs achieve superior results, their com-
putational cost limits their applicability. Pre-fine-
tuned models, tailored for specific tasks, provide a
scalable alternative (Wolf et al., 2020).

Text Representations in AutoML: AutoML
frameworks like Auto-PyTorch aim to automate
feature extraction, model selection, and hyperpa-
rameter tuning (Zimmer et al., 2021; Feurer et al.,
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2015). Despite this, they often rely on basic text
representations like one-hot encoding. Recent re-
search highlights the benefits of integrating ad-
vanced embeddings into AutoML systems. For
instance, Safikhani and Broneske (2023b) demon-
strated the effectiveness of fine-tuned BERT em-
beddings for binary classification in Auto-PyTorch.
However, leveraging pre-fine-tuned LLMs for Au-
toML remains underexplored.

Open-Source Pre-Fine-Tuned Models: The
Hugging Face Model Hub offers many pre-fine-
tuned models optimized for tasks such as text
classification, sentiment analysis, and named en-
tity recognition (Wolf et al., 2020). These mod-
els (see for instance BioBERT (Lee et al., 2020),
SciBERT (Beltagy et al., 2019), and XLM-R (Con-
neau, 2019) address domain-specific needs and
reduce reliance on fine-tuning. Comprehensive
model cards (Mitchell et al., 2019) provide trans-
parency, aiding in model selection and reproducibil-
ity.

While pre-fine-tuned LLMs show promising re-
sults, their integration into AutoML classifiers has
not been systematically studied. This research ad-
dresses this gap by evaluating the impact of pre-
fine-tuned models as text representation methods
in AutoML, focusing on their performance across
diverse text classification tasks.

3 Methodology

In order to achieve our two goals of interfacing and
selecting pre-fine-tuned models, we implement the
following two phases.

3.1 Pre-trained Model Repository Integration
In the first phase of our methodology, we estab-
lished an interface between a model repository
(Hugging Face) and our AutoML framework (Auto-
PyTorch). This integration enables the AutoML
system to leverage a rich corpus of pre-trained NLP
models, facilitating model reuse for downstream
text classification tasks. Retrieving pre-trained (and
fine-tuned) models from repositories like Hugging
Face is critical for enhancing AutoML, as it allows
rapid deployment and adaptation to new tasks with-
out the high computational cost of training models
from scratch. We implemented a configurable in-
terface to the Hugging Face Hub API1 that allows
Auto-PyTorch to programmatically query and re-
trieve models. This retrieval process provided a

1https://huggingface.co/docs/hub/api

diverse pool of candidate models, each trained on
various text classification datasets and tasks. How-
ever, many models on the repository lacked clear
documentation of their intended domains. To ad-
dress this, we analyzed the datasets used for each
model’s fine-tuning as a proxy for its domain, using
those dataset references to infer the types of tasks
or domains for which each model is best suited.

3.2 Selection of Domain-Specific Models

Given the possibility of retrieving the pre-trained
models from Hugging Face, the next phase imple-
ments the selection of a specific model. Hence, the
domain of the models needs to be matched with the
domain of the datasets.

3.2.1 Domain Definition from Literature
We conducted a literature review to identify key
domains in text classification, as shown in Table 1.
These domains, supported by foundational refer-
ences, provide a framework for contextualizing
models and analyzing domain representation in the
corpus. We curated a list of 30 domains from ex-
isting literature (e.g., Sentiment Analysis, Spam
Detection, Hate Speech Detection).

3.2.2 Domain Identification of Hugging Face
Models

To identify the domain of models retrieved from
the Hugging Face API, we mapped model names to
dataset descriptions when explicit model descrip-
tions were not available in the metadata.

As the collected domain labels, such as "Hate
Speech Detection," often lack sufficient contextual
richness and may overlook intricate nuances, we
employed ChatGPT to generate extended descrip-
tions. This approach bridges the semantic gap be-
tween concise labels and detailed model documen-
tation, enhancing matching precision by capturing
variations in terminology used across different con-
texts.

To map these models to a domain, we com-
pared the model’s description against the generated
domain descriptions using sentence embeddings
from all-MiniLM-L6-v2 provided by Sentence-
BERT (Reimers, 2019). We applied cosine similar-
ity (Singhal et al., 2001) between the embeddings
to assign the most semantically relevant domain to
each model.

We selected a pre-fine-tuned model from the
Hugging Face repository for each evaluation
dataset based on the recognized domain. A fall-

2
467

https://huggingface.co/docs/hub/api


Domain Generated Description by ChatGPT
Emotion Cause Extraction (Ghazi et al., 2015) Identifying the reasons or triggers for specific emotions in text.
Social Media Behavior Analysis (Aral and Walker, 2012) Analyzing user behavior on social media platforms.
Rhetorical Structure Classification (Mann and Thompson, 1988) Classifying rhetorical structures in discourse.
Spam Detection (Guzella and Caminhas, 2009) Classifying emails or messages as spam or legitimate.
Language Identification (Jauhiainen et al., 2019) Detecting the language of text, especially in multilingual settings.
Sentiment Analysis (Pang et al., 2008) Detecting opinions, emotions, and sentiments in text.
Topic Classification (Blei et al., 2003) Assigning topics or categories to text documents.
Emotion Recognition (Cowie et al., 2001) Identifying emotions such as joy, sadness, anger, and fear in text.
Intent Classification (Liu et al., 2019) Understanding the purpose or intent behind user queries.
Hate Speech Detection (Davidson et al., 2017) Detecting hate speech, toxic, or abusive language in the text.
Textual Entailment (Bowman et al., 2015) Determining if one text logically follows from another.
Document Classification (Rios and Kavuluru, 2018) Categorizing entire documents into predefined classes.
Fake News Detection (Shu et al., 2017) Detecting false or misleading news articles.
Aspect-Based Sentiment Analysis (Pontiki et al., 2016) Analyzing sentiment specific to different aspects of a product or service.
Sarcasm Detection (Joshi et al., 2017) Identifying sarcasm or ironic statements in the text.
Propaganda Detection (Da San Martino et al., 2019) Detecting manipulative or biased content in text.
Irony Detection (Van Hee et al., 2018) Identifying ironic statements in the text.
Argument Mining (Van Hee et al., 2018) Analyzing arguments and their structures in the text.
Deception Detection (Fitzpatrick et al., 2015) Detecting lies, fraud, or deceptive statements in text.
Lexical Complexity Prediction (Shardlow, 2013) Predicting the complexity or difficulty of words in the text.
Politeness Classification (Danescu-Niculescu-Mizil et al., 2013) Classifying text based on politeness levels.
Coreference Resolution (Lee et al., 2017) Linking pronouns and entities to their references.
Genre Classification (Stamatatos et al., 2000) Classifying text into genres such as fiction, non-fiction, etc.
Temporal Information Extraction (Bethard, 2013) Extracting time-related information from text.
Claim Verification and Fact-Checking (Thorne and Vlachos, 2018) Verifying the truth of claims in text.
Persuasiveness Classification (Habernal and Gurevych, 2016) Classifying how persuasive text is.
Privacy Risk Classification (Biega et al., 2020) Detecting privacy risks in text data.
Media Bias Detection (Baly et al., 2020) Identifying bias in news or media content.
Speech Emotion Classification (Busso et al., 2013) Recognizing emotions from spoken text or transcripts.
Multimodal Text Classification (Kiela et al., 2019) Classifying text combined with other modalities like images or audio.

Table 1: Categorized Domains in Text Classification with Descriptions Generated Using ChatGPT and Foundational
References, Serving as a Framework for Similarity-Based Domain Assignments.

back model (all-MiniLM-L6-v2) was used if no
specific model was available for the recognized do-
main. Sentence embeddings for the datasets were
then generated using the selected model.

Furthermore, it supports multi-task scenarios,
making it a versatile choice when domain-specific
models are unavailable.

3.3 Domain Identification of a given Datasets

To assign domains to our evaluation datasets, we
implemented a comprehensive zero-shot classifica-
tion approach using the cross-encoder/nli-deberta-
v3-small model, particularly suited for its ability to
interpret and classify complex data directly. This
method is preferred over cosine similarity because
it allows for a more dynamic interpretation of text
semantics rather than just vector alignment, which
is critical in understanding the nuanced thematic
content of datasets that might not be immediately
apparent through traditional vector space models.

Our process begins by selecting a representative
subset of text samples from each class within the
dataset to ensure comprehensive coverage of all
potential categories within the classification task.
These samples are systematically evaluated against
our predefined domain names using the zero-shot
model, which assesses the likelihood of each text
sample fitting into each potential domain. Zero-

shot learning is particularly effective because it
evaluates the semantic content of the samples in
a contextual manner, thus allowing for accurate
classifications based on the inherent meanings and
not merely on the superficial similarity of words or
phrases.

To ensure robust domain assignment, we com-
pute similarity scores between each text sample and
each domain, then calculate the average similarity
score across all classes for each domain. This aver-
aging is crucial as it ensures that the domain assign-
ment reflects the diversity of the entire dataset and
is not biased toward dominant themes within any
single class. Finally, the domain with the highest
average similarity score is assigned to the dataset.
This method is superior to cosine similarity as it
provides a balanced and accurate domain assign-
ment that effectively captures the complexity and
diversity of the dataset. It utilizes the strengths
of zero-shot learning to adapt to new and unseen
categories seamlessly, making it more adaptable to
datasets with varied and evolving themes.

4 Experiment

The experimental workflow evaluated the utility
of pre-fine-tuned language models from Hugging
Face for diverse text classification tasks. The pro-
cess involved multiple steps, including collecting
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model metadata, domain recognition, dataset prepa-
ration, model selection, and evaluation. Below, we
detail each step of the experimental setup.

4.1 Dataset Preparation

To evaluate the models, we used datasets from
Kaggle2, including Colbert (humor), IMDB Re-
views (sentiment analysis), Cyberbullying Com-
ments, Disaster Tweets Detection, Emotion Detec-
tion from Text, Amazon Reviews, and an anno-
tated dataset for framing detection (Avetisyan and
Broneske, 2021) to prevent data snooping. More
detailed information about these datasets is pro-
vided in table 2.

4.2 Experimental Setup

The generated embeddings were split into training
and testing sets (80/20 split) and used to train clas-
sification models. Auto-PyTorch was utilized to
automatically configure and optimize the classifica-
tion pipeline, employing a k-fold cross-validation
strategy for robust evaluation.

We assessed model performance primarily using
metrics tailored for imbalanced datasets. AUPRC
was used for binary classification tasks to evaluate
precision-recall trade-offs effectively, and micro
F1-Score was employed for robust evaluation in
multi-class settings.

The experiments were conducted on a high-
performance system featuring an NVIDIA A100
GPU with 40 GB VRAM, dual Intel Xeon Gold
5220R CPUs, and 376 GB RAM, running Ubuntu
20.04 LTS. Key software included Python 3.8, Py-
Torch 1.9, Hugging Face Transformers 4.9, and
Auto-PyTorch 0.0.6, optimized for efficient model
training and inference.

5 Results and Discussion

The results of our evaluation, presented in Ta-
ble 3, highlight the effectiveness of the proposed
Corpus-Driven Domain Mapping (CDDM) ap-
proach, which utilizes pre-fine-tuned models as text
representation methods for Auto-PyTorch. The per-
formance of models selected from the constructed
corpus was compared against the baseline Auto-
PyTorch classifier, which uses one-hot encoding
as the default text representation method. These
comparisons were conducted across seven text clas-
sification datasets to evaluate the impact of domain-
specific pre-trained representations.

2https://www.kaggle.com/

Performance Overview
The evaluation results show that integrating pre-
fine-tuned models into Auto-PyTorch improves
performance on various text classification datasets.
This effectiveness depends on domain recognition
accuracy, which affects model alignment with spe-
cific tasks. Below, we present key outcomes by
recognized domains and corresponding pre-fine-
tuned models from the Hugging Face repository:

Media Bias Detection: This model showed sub-
stantial performance improvements across several
datasets. On the Colbert dataset, designed for
humor detection but misclassified as media bias,
the model achieved an AUPRC of 92.3% com-
pared to the baseline of 52%. Similarly, on the
Cyberbullying Comments dataset, where the do-
main was correctly identified as media bias, the
model attained an AUPRC of 70.2%, outperform-
ing the baseline of 46.55%. These results highlight
the robustness of pre-fine-tuned models, even when
domain recognition is not entirely accurate. How-
ever, precise domain alignment remains crucial for
unlocking the full potential of the corpus.

Sexism and Misogyny Detection: On the
Disaster Tweets Detection dataset, the do-
main recognition step correctly assigned sexism
and misogyny detection. This resulted in a signifi-
cant performance boost, with an AUPRC of 44.7%
compared to 19.01%. Accurate domain recogni-
tion was instrumental in leveraging the model ef-
fectively for this task.

User Stance Classification: For the IMDB
Reviews dataset, the recognized domain of stance
classification was a reasonable match given the
sentiment-related nature of the task. The model
achieved an AUPRC of 67.5%, surpassing the
baseline of 50.63%. This suggests that while
the selected model performed well, assigning a
sentiment-specific model could yield even better
results.

Emotion Recognition: On the Emotion
Detection from Text dataset, the domain
recognition was accurate, resulting in an AUPRC
of 71.7%, significantly higher than the baseline
of 51.66%. This highlights the value of precise
domain matching in maximizing the corpus’s
utility.

Genre Classification: On the Amazon Reviews
dataset, the domain was correctly identified as
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Dataset Binary Number of Texts Number of Classes Average Text Length Balanced
ColBERT 200,000 2 (Formal, Informal) 20 words Yes
Disaster Tweets Detection 11,223 2 (Disaster, Not) 30 words No
Cyberbullying Comments 115,661 2 (Cyberbullying, Not) 12 words Yes
Framing Detection 4,063 2 (Framed, Not Framed) 25 words No
IMDB Reviews 50,000 2 (Positive, Negative) 230 words Yes
Dataset Multi-class Number of Texts Number of Classes Average Text Length Balanced
Amazon Reviews 17,337 3 33 words No
Emotion Detection from Text 40,000 13 14 words Yes

Table 2: Overview of Datasets for Binary and Multi-class Text Classification Tasks

Dataset Binary Baseline (AUPRC %) CDDM (AUPRC %) Recognized Domain
ColBERT 52 92.3 Media Bias Detection
Disaster Tweets Detection 19.01 44.7 Sexism and Misogyny Detection
Cyberbullying Comments 52.00 92.3 Media Bias Detection
Framing Detection 46.55 70.2 Media Bias Detection
IMDB Reviews 50.63 67.5 User Stance Classification in Online De-

bates
Dataset Multi-class Baseline (Micro F1 %) CDDM (Micro F1 %) Recognized Domain
Amazon Reviews 48.46 80.7 Genre Classification
Emotion Detection from Text 51.66 71.07 Propaganda Detection

Table 3: Performance Comparison of Pre-Fine-tuned Models Selected via Corpus-Driven Domain Mapping (CDDM)
and Baseline Representations Across Text Classification Tasks

genre classification. The model achieved an impres-
sive AUPRC of 80.7%, emphasizing the advantages
of accurate domain recognition and the potential of
the Hugging Face corpus for domain-specific tasks.

Propaganda Detection: On the Framing
Detection dataset, the recognized domain was
media bias detection rather than propaganda
detection. Despite this misalignment, the model
achieved an AUPRC of 70.2%, outperforming the
baseline of 46.55%. This result underscores the
need for more accurate domain recognition to fully
utilize the potential of the corpus.

The corpus of pre-fine-tuned models from Hug-
ging Face, annotated with domains and dataset de-
scriptions, represents a valuable resource for ad-
vancing text classification tasks. Its diversity and
systematic structure streamline model selection,
reducing the need for extensive fine-tuning and
saving computational resources.

The experiments demonstrate the utility of this
corpus, with substantial performance gains over
baseline models, even when domain recognition
was occasionally imprecise. The corpus addresses a
critical gap in NLP workflows by mapping datasets
to suitable models based on domain alignment.

This study shows that the corpus offers a scal-
able framework for integrating pre-tuned models
in AutoML systems like Auto-PyTorch. Allowing
task-specific model selection and optimization has
proven effective in improving performance across
various text classification tasks. The results empha-
size that accurate domain recognition significantly
boosts performance, indicating the potential for

greater efficiency and wider application in NLP
workflows with further refinements.

In summary, the Hugging Face corpus compiled
in this study is not just a collection of models but
an indispensable resource that has already demon-
strated its impact through improved text classifica-
tion performance. With further refinement, particu-
larly in domain recognition and model alignment,
this corpus can potentially set a new standard for
leveraging open-source models in diverse and com-
plex NLP tasks within AutoML frameworks.

6 Conclusion and Future Works

This study introduced a corpus of pre-fine-tuned
models from Hugging Face enriched with domain
annotations and dataset descriptions, demonstrat-
ing its utility for enhancing text classification tasks.
The experimental results highlight how this re-
source improves model performance and stream-
lines integration into automated pipelines, reducing
the need for fine-tuning.

In conclusion, the Hugging Face corpus repre-
sents a critical step toward scalable and efficient
NLP solutions. Refinements in domain recognition
and alignment hold the potential to revolutionize
the use of pre-fine-tuned models in AutoML, ad-
vancing text classification and broader NLP tasks.

Future work will focus on improving domain
recognition accuracy through advanced methods
such as supervised learning or knowledge graph-
based approaches. Additionally, it will evaluate
the corpus with a more diverse range of datasets,
including low-resource languages.
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Future work will optimize text representation
methods for specific datasets to enhance the pro-
posed corpus’s utility in AutoML systems. We
will develop a multi-model evaluation framework
that aligns three semantically similar pre-fine-tuned
models from the corpus to each dataset based on
domain similarity scores and zero-shot classifica-
tion results. These models will be assessed using
AutoML techniques supported by Auto-PyTorch,
enabling efficient performance evaluation through
automated hyperparameter optimization and model
selection. By employing multi-fidelity optimiza-
tion methods like Successive Halving and Hyper-
band, we aim to identify the most effective model
early in training, reducing computational costs.
This method balances model performance with
efficiency while preserving the domain-specific
strengths of our corpus.

Limitations

While the proposed corpus demonstrates significant
potential, several limitations should be noted.

First, the evaluation datasets, though diverse, are
not comprehensive and do not fully capture the
complexity of real-world text classification tasks.

Second, while domain recognition methods are
effective, they have accuracy limitations. For in-
stance, the Colbert dataset, designed for humor
detection, was misclassified as media bias, high-
lighting the need for more nuanced approaches
like supervised learning or knowledge graph-based
mapping.

Despite these challenges, the results highlight
the potential of the Hugging Face corpus as a valu-
able resource for text classification and other NLP
tasks, with opportunities for further refinement to
enhance its utility in the AutoML domain.
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