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Abstract

Debate education is effective in fostering criti-
cal thinking skills, an important national issue,
but the human cost is a problem. While Large
Language Models (LLMs) show promise in au-
tomating this process, the optimal approach
for targeting critical premises remains un-
clear. This study proposes methods that specif-
ically focus on implicit and critical premises
in counter-argument generation and compares
multi-step and one-step implementation ap-
proaches. Through evaluation of seven distinct
methods using 100 debate topics, we demon-
strate that focusing on critical and implicit
premises improves counter-argument quality,
with one-step methods consistently outperform-
ing multi-step approaches. This superiority
stems from better capture of motion spirit, re-
duced hallucinations, and avoidance of chal-
lenging intermediate tasks. Among the meth-
ods targeting premises, the Generated and Tar-
geted Premise Attack approach achieved the
highest performance in both human expert and
automated evaluations. Our findings suggest
that counter-argument generation benefits more
from integrated approaches that allow LLMs
to fully utilize their learned understanding of
argumentative patterns. These results provide
important insights for developing more effec-
tive debate agents and advancing automated
argumentation systems.

1 Introduction

In our highly information-oriented society, the
development of critical thinking skills1 is a na-
tional priority. It is said that these skills are fos-
tered through debate education. However, de-
bating requires a human cost, such as an oppo-
nent and an evaluator. We are therefore devel-
oping a debate opponent using Large Language

1Logical, objective, and unbiased reasoning, characterized
by reflective thinking that involves the conscious examination
of one’s own reasoning processes (Kusumi, 2010).

Figure 1: Methods of counter-argument generation

Models (LLM) agents with powerful natural lan-
guage processing capabilities. It is expected that
learners will experience various types of argu-
ments, represented by weakening arguments by
denying premises (Sanders, 1974), through this de-
bate against the debate opponents. This exposure
to diverse argumentative strategies is expected to
enhance the learners’ capacity for critical thinking
skills (Zhang et al., 2016).

In developing LLMs as debate agents, a critical
consideration is their ability to generate counter-
arguments. Even in this era of rapidly advancing
LLMs, which have seen big progress in text gen-
eration capabilities (Lin et al., 2023; Goloviznina
et al., 2023; Wang et al., 2023; Chen et al., 2024),
research focused on the generation of counter-
arguments continues to attract considerable interest
within the field. However, the feedback from de-
bate experts2 suggests that counter-arguments gen-
erated by LLMs often lack argumentative strength.

2Members of the Japan Parliamentary Debate Association
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In fact, the gpt-3.5-turbo based debate opponent
we developed in our preliminary experiments has
been defeated by middle school students who have
learned to debate in English competitive debate
competitions (as of March 2023).

In competitive debate, The strength of the coun-
terargument hinges on the validity of the premise
being attacked. For instance, when countering
"Homework should be abolished because it in-
fringes on free time," challenging the implicit and
critical premise that "free time is inherently more
productive" proves more strong (Walton, 2009).

Therefore, it is important how implicit and crit-
ical the premise can be attacked. Several studies
focusing on premises in debate exist. Alshomary
et al. (2021) proposed a two-step framework using
BERT and GPT-2 to directly target and refute key
premises, outperforming earlier LSTM-based meth-
ods in generating counter-arguments. However, the
above proposed method limits the premise to be
attacked to explicit ones and does not clarify the
criteria or definition of critical premises.

In this study, we proposed a method (see Fig-
ure 1) to make LLM imitate the thought process
that debate experts implicitly follow when con-
structing a counter-argument: first, they organize
premises that support the affirmative argument,
then they decide which premises to attack, and
then they create a counter-argument.

In this study, we collaborated with debate ex-
perts to independently design a definition of criti-
cal premises and proposed a method (see Figure 1)
that enables LLMs to mimic the implicit reason-
ing processes that debate experts naturally employ
when constructing counter-arguments. By doing so,
we aim to incorporate implicit premises as poten-
tial targets for attack, thereby generating counter-
arguments with greater argumentative strength.

Our approach consists of three key steps. In the
first step, the LLM receives a debate topic along
with its corresponding affirmative claim and gener-
ates a comprehensive list of premises that support
the claim, regardless of whether they are implicit
or explicit. In the second step, the model identifies
which premises to attack based on the predefined
criteria for critical premises. Finally, in the third
step, the LLM constructs counter-arguments that
specifically target the selected premise.

We evaluated our approach from two key per-
spectives: (1) whether the target premises for at-
tack should include implicit premises (i.e., whether
Step 1 should be performed), and (2) whether pro-

viding predefined critical premises impacts perfor-
mance. As a baseline, we used a simple direct
counter-argument generation approach. Further-
more, considering prior research indicating that
LLM performance improves when reasoning pro-
cesses are explicit, as seen in Chain-of-Thought
(CoT) prompting (Wei et al., 2023), we investigated
whether our method’s performance differs when all
steps are instructed at one-step versus when each
step is executed separately in a multi-step prompt-
ing.

Therefore, the purpose of this paper is to evaluate
and compare both the multi-step and one-step ap-
proaches to counter-argument generation from two
perspectives: whether implicit premises are also
added to the candidate attack premises or whether
the definition of critical premises is used. The con-
tributions of this study are presented below.

• We proposed a method to generate highly strong
counter-arguments by having LLM imitate the
strategies that human experts use when construct-
ing counter-arguments.

• We showed that even implicit assumptions are
candidates for attack assumptions, and that pro-
viding critical assumptions is effective in the task
of generating counterarguments.

• It directly compares multi-step and one-step gen-
eration approaches and provides important in-
sights into the design of LLM-based counter-
argument generation systems.

Through comprehensive evaluation involving hu-
man experts and automated assessment, we investi-
gate these approaches’ effectiveness in generating
strong counter-arguments, aiming to contribute to
the development of more effective debate agents.

However, our research focuses specifically on
the identification and targeting of implicit and criti-
cal premises in counter-argument generation, rather
than on the procedural approach itself (multi-step
or one-step). We suggest that effective counter-
arguments should target premises that are critical
to the basis of the argument but often left implicit
by the arguer. Thus, our key suggestion is to fo-
cus on the quality of the premises rather than the
generative process.

2 Related Work

LLM-based Counter-Argument Generation.
Ozaki et al. (2023) compared GPT-3 counter-
arguments with human-crafted ones from Kialo,
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showing that LLM responses can match or surpass
human outputs in logical coherence. More recent
work has leveraged multi-agent interactions among
LLMs with distinct personas (Hu et al., 2024) and
self-refinement techniques (Madaan et al., 2023;
Kao and Yen, 2024; Hu et al., 2023) to further en-
hance diversity and depth.

Premise-Focused Methods. Attacking premises
is a core strategy in debate (Sanders, 1974). Al-
shomary et al. (2021) proposed a BERT-GPT-2
pipeline for identifying and refuting key premises,
outperforming LSTM-based methods. Accounting
for implicit premises can reveal hidden assump-
tions, as demonstrated by Boltužić and Šnajder
(2016).

Multi-Step Reasoning. Inspired by CoT prompt-
ing (Wei et al., 2023) and Zero-shot CoT (Ko-
jima et al., 2023), multi-step methods clarify ar-
gumentative structure. Alshomary and Wachsmuth
(2023) showed that negating a central claim by
selectively attacking premises can improve counter-
arguments, though multi-step prompts risk hallu-
cinating premises or misidentifying targets (Ozaki
et al., 2024).

Open Challenges. These studies highlight the
importance of both explicit and implicit premises,
as well as the balance between multi-step and
single-step approaches. Our work extends this re-
search by examining how incorporating implicit
premises and critical premise definitions, along-
side multi-step prompting, affects the strength of
LLM-generated counter-arguments.

3 Methods

We categorize our counter-argument generation
approaches into multi-step and one-step methods,
each reflecting a distinct strategy for producing
counter-arguments. The multi-step approach im-
itates the systematic analytical process of human
experts, splitting the generation into phases that can
enhance transparency and explainability. By con-
trast, the one-step approach merges these phases
into a single step, while still aligning with the
expert-inspired pipeline. As a baseline, we con-
sider a direct counter-argument generation method
that does not attempt to replicate expert reason-
ing. Table 1 compares the main differences. All
methods rely on a single LLM agent, use the same
system prompt (Table 11), and share generation
goals derived from Table 8.

3.1 Multi-step generation

The difference between implicit and explicit as-
sumptions is appended in the Appendix A.

m-Comp: Generated and Targeted Premise
Attack Counter-argument Generation
m-Comp comprises three phases. First, it generates
a comprehensive list of both implicit and explicit
premises underlying the affirmative argument. Sec-
ond, it selects a single premise to attack by applying
the critical premise criteria (Table 9). Finally, it
produces a concise counter-argument that focuses
on this chosen premise. The entire prompt for this
method is shown in Table 12.

m-Targ: Targeted Premise Attack
Counter-argument Generation
m-Targ has two phases. Instead of generating
premises, it draws on only the explicit premises
present in the affirmative argument, chooses one
for attack using the critical premise criteria, and
then generates a counter-argument focusing on that
selected premise. The prompt for this method is in
Table 13.

m-Basic: Non-Targeted Premise Attack
Counter-argument Generation
m-Basic also proceeds in two phases, similarly se-
lecting a premise from the affirmative argument’s
explicit statements. However, it does not use crit-
ical premise criteria, choosing a premise without
that guidance and generating a counter-argument
accordingly. The prompt is presented in Table 13.

3.2 One-step Methods

o-Comp, o-Targ, o-Basic
o-Comp, o-Targ, and o-Basic each condense the
respective multi-step strategies into one step. o-
Comp corresponds to m-Comp, o-Targ to m-Targ,
and o-Basic to m-Basic, merging premise consid-
eration and target selection into a single prompt
(Table 13). Table 1 summarizes the overall distinc-
tions among these methods.

3.3 Baseline

DirectGen: Direct Counter-argument
Generation
OS-0 DG generates a counter-argument in a single
step, without explicitly considering any premises.
This forms our baseline approach.The prompt is
presented in Table 14.
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Table 1: Comparison of Methods

Method Premise Type Critical Criteria Steps
m-Comp Both input 3
m-Targ Explicit input 2
m-Basic Explicit no 2

Directgen* unspecified no 1
o-Comp Both input 1
o-Targ Explicit input 1
o-Basic Explicit no 1

*baseline

Table 2: Evaluation metrics for Counter-argument

No. Type Description
Q1 Ranking Attacking a more critical premise
Q2 Ranking Attacking a more implicit premise
Q3 Ranking The counter-argument is overall stronger
Q4 Choice Relevance to the topic
Q5 Choice Logical consistency
Q6 Choice Multiple supporting reasons
Q7 Choice Use of specific examples
Q8 Choice Attacking the affirmative argument’s premise

4 Construction of Dataset

We collected debate topics and affirmative argu-
ments from idebate3, a well-known debate fo-
rum. We randomly selected 100 instances from the
scraped data and used an LLM (Clade-3.5-sonnet)
to refine them into clear, concise sentences while
maintaining the original content. Examples are
shown in Table 10

5 Experiment

We conducted a comparative evaluation experi-
ment of four counter-argument generation meth-
ods. Using a 100-set dataset, we generated counter-
arguments using three LLMs: gpt-4o-mini-2024-
07-18 (mini”) and gpt-4o-2024-05-13 (gpt”) from
OpenAI4, and llama-3.1-70b-versatile (“llama”)
from Meta5. We performed automatic evalua-
tion using gpt-4o as evaluator, comparing methods
within two groups (multi-step format + baseline
and one-step + baseline) using eight evaluation
metrics. The metrics were categorized as either
choice or ranking type (refer to Table 2), with
evaluators reviewing counter-arguments simulta-
neously within groups. To verify reliability, we
conducted parallel experiments with human debate
experts, measuring agreement with LLM results.
We also directly compared multi-step and one-step
approaches through paired evaluations. Calibra-
tion was performed using a separate dataset before
evaluation experiments.

3https://idebate.net/resources/debatabase
4https://openai.com/index/openai-api/
5https://groq.com/

Table 3: Combined Inter-Rater Agreement Results

Human Experts
Model Choice Ranking
mini 0.53 0.33
gpt 0.34 0.36
llama 0.50 0.30

GPT-4o vs Each Expert
Model Choice Ranking
mini 0.46 0.24
gpt 0.32 0.26
llama 0.43 0.26

Table 4: Probability of ranking in the top of each method
evaluated by experts and LLM(40 samples)

Multi-step
m-Comp m-Targ m-Basic Directgen

Q1 0.7583 0.6889 0.5889 0.8028
Q2 0.7889 0.6722 0.6528 0.8806
Q3 0.7028 0.5806 0.4833 0.8083

5.1 Evaluation Metrics
A description of each ranking type evaluation
metrics is given below, and a description of the
choice type metrics is given in Appendix B.

• Q1: Attacking a more critical premise This metric ranks
counter-arguments based on how effectively they attack crit-
ical premises. Attacks on key, yet under-explained premises
are rated higher than those targeting minor or well-defended
points.

• Q2: Attacking a more implicit premise This metric eval-
uates how well the counter-argument addresses implicit
premises—those assumed but not explicitly stated.

• Q3:The counter-argument is overall more strong This
metric evaluates the overall effectiveness of the counter-
argument, taking into account the importance of the premise
attacked, the quality of reasoning, and the overall persua-
siveness.

5.2 Inter-Rater Agreement
We calculated the agreement rate of annotations
between human expert evaluators (refer to Table
3). Gwet’s AC1 was used as the agreement met-
ric(Vach and Gerke, 2023). 6

When utilizing LLMs as evaluators, the agree-
ment rate with experts decreased by only approxi-
mately 0.1 points, indicating that the LLM evalua-
tions did not deviate significantly from those made
by human experts.

6Krippendorff’s α (Krippendorff, 2007) is often used in
the NLP field, it was not used in this experiment because it
was considered to cause the kappa paradox((Zec et al., 2017))
due to the excessively high agreement rate in the choice type
indicators.
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Table 5: Probability of ranking in the top of each method
evaluated by LLM (100 samples)

Multi-step
m-Comp m-Targ m-Basic Directgen

Q1 0.6933 0.4067 0.2033 0.6967
Q2 0.6033 0.3567 0.3167 0.7233
Q3 0.7300 0.3433 0.1633 0.7633

One-step
o-Comp o-Targ o-Basic Directgen

Q1 0.7000 0.5367 0.3767 0.5456
Q2 0.6456 0.5334 0.5334 0.5454
Q3 0.6546 0.5222 0.3567 0.5300

Table 6: Win-rate of one-step against multi-step (100
samples)

Metric Comp Targ Basic
Q1 0.6078 0.6799 0.6810
Q2 0.7314 0.7518 0.7849
Q3 0.6537 0.5612 0.4946

6 Results and Analysis

The results for ranking-type evaluation metrics are
shown in Tables 4, 57. Table 4 shows 40 samples
evaluated by experts and GPT-4o; Table 5 shows
100 samples by GPT-4o for multi-step, one-step,
and combined methods. We assessed probability
of counter-arguments ranking in top positions. Di-
rect comparison results between method pairs in
Table 6. Example generation in 17.

In multi-step methods, Directgen achieved high-
est ranks across Q1-Q3 metrics, followed by m-
Comp, m-Targ, m-Basic. In one-step methods,
o-Comp ranked highest, Directgen and o-Targ
showed equal rates, o-Basic lowest. One-step meth-
ods demonstrated superior performance except Q3
comparison between Basic variants.

One-step methods outperform multi-step meth-
ods across all metrics. Three key factors con-
tribute to these results. First, better motion spirit
capture, as LLMs learn affirmative claims, and
counterarguments in proximity within embedding
space, while decomposed steps may miss critical
premises. Second, reduced hallucination impact,
as multi-step processes propagate hallucinations
forward ((Zhang et al., 2024),(Nourbakhsh et al.,
2022),(Huang et al., 2024)), while one-step gen-
eration minimizes impact. Third, premise deci-
sion difficulty is a significant challenge. Selecting
critical premises has been shown to be difficult
even for state-of-the-art LLMs, with (Ozaki et al.,
2024) demonstrating that even powerful models

7Values averaged across three models. Choice-type metrics
in Table 16, Appendix

Table 7: Probability that a premise judged by the LLM
to be a valid attack point is also judged by the expert
to be a valid attack point (precision score) (Ozaki et al.,
2024)

model Average score
gpt-4 0.79

gpt-3.5-turbo 0.72
llama2-70B-chat 0.59

gemini-pro 0.67
Claude2.1 0.51

Majority baseline 0.62

achieve only about 70% accuracy in selecting effec-
tive premises for counter-arguments compared to
expert judgments. This research specifically found
some disagreement even among human debate ex-
perts on what constitutes an optimal target premise,
highlighting the inherent complexity of this task.
Our observations confirm these findings, with many
instances in our experiment showing ineffective
premise selection in multi-step approaches.

In a study by Ozaki et al. (2024) that evaluated at-
tack premise selection quality in counter-argument
generation, Table 7 shows the precision rates of
LLMs compared to expert selections used as the
gold-standard. Even the highly capable GPT-4
achieved only approximately 80% accuracy when
measured against expert choices, demonstrating the
inherent difficulty of the attack premise decision
step.

7 Conclusion

This study conducted a comprehensive compari-
son of different approaches to counter-argument
generation using large language models, address-
ing the challenge of high human costs in debate
education while maintaining educational effective-
ness. Through evaluation of seven distinct meth-
ods across 100 debate topics, we demonstrate that
focusing on critical and implicit premises signifi-
cantly enhances LLMs’ ability to generate strong
counter-arguments.

Our analysis reveals that one-step methods
consistently outperformed multi-step approaches
across all evaluation metrics. This superior per-
formance can be primarily attributed to their
better capture of motion spirit through LLM’s
learned associations between topics and counterar-
guments. Additionally, one-step methods minimize
the impact of hallucinations that typically cascade
through multi-step processes, while avoiding the
challenging task of intermediate premise selection
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that often proves difficult even for experienced de-
baters.

Among the methods targeting premises, o-Comp
achieved the highest performance in both human
and automated evaluations. Its success stems from
the effective consideration of both explicit and
implicit premises, combined with clear guidance
about critical criteria within a single-step frame-
work. The method’s ability to identify and attack
core assumptions proved crucial for generating
compelling counter-arguments, demonstrating the
importance of comprehensive premise analysis in
automated argumentation.

These findings contribute significantly to our un-
derstanding of how to effectively leverage LLMs
in complex argumentation tasks and provide prac-
tical insights for developing more effective debate
agents. Our results suggest that while decom-
posed reasoning can be beneficial in many contexts,
counter-argument generation benefits more from
integrated approaches that allow LLMs to fully uti-
lize their learned understanding of argumentative
patterns. These insights pave the way for more ac-
cessible and effective debate education systems that
can help address the critical need for developing
students’ critical thinking skills.

8 Limitations and Future Work

Future research should address these limitations
through:

• Dataset Expansion: Development of various
debate data sources beyond idebate, including
multi-turn debates and data synthesis by LLM

• Evaluation Metrics: Creation of more univer-
sal strength rating metrics for counter-arguments
that consider argumentative context beyond iso-
lated arguments

• Hallucination Assessment: Developing system-
atic evaluation of factual accuracy in generated
counter-arguments, particularly important in de-
bate contexts. As shown by (Ozaki et al., 2024),
the premise selection step is especially vulnera-
ble to hallucinations, with LLMs sometimes se-
lecting premises that aren’t actually critical to the
argument or generating entirely new premises
that weren’t implied in the original argument.
Future work should focus on methods to reduce
these hallucinations through knowledge ground-
ing or verification techniques.

• LLM Analysis: Comprehensive model-specific
effectiveness verification across varying model
sizes and architectures

• Generation Framework: Multi-turn support
and external knowledge incorporation for more
practical debate situations

• Practical Applications: Integration with debate
education platforms and measurement of educa-
tional effectiveness through controlled studies
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Appendix

A Definition of keywords

Table 8: Definition of keywords

Debate:
A structured discussion on a specific topic, where partic-
ipants are divided into the affirmative and negative sides.
The affirmative side argues for the benefits that can be
gained by accepting the topic, while the negative side
emphasizes the potential drawbacks.
Counter-argument:
Taking the opposing stance to the argument, critically
identifying weaknesses, inaccuracies, and a lack of sup-
porting evidence in the reasoning of the argument, with-
out creation of a new argument from scratch.
Premise:
All the implicit or explicit conditions and propositions
that the subject of a argument assumes in order to estab-
lish the validity of that argument.
Explicit: each sentence that constitutes the argument.
Implicit: Unstated premises necessary for the argument
to hold

For example: In an argument about the abolition
of homework, When the affirmative side argues
that "Homework should be abolished because it
takes away students’ free time. The long hours
of forced study at school, extended to after-school
hours, inhibits the students’ free time to develop
their own ideas. This may indirectly prevent future
innovation.", An explicit premise is each statement
that "Homework should be abolished because it
takes away students’ free time.", "The long hours
of forced study at school, extended to after-school
hours, inhibits the students’ free time to develop
their own ideas.", "This may indirectly prevent fu-
ture innovation.". On the other hand, Implicit as-
sumptions include the following examples, "Free
time is important and valuable in student devel-
opment","Time to develop original ideas leads to
future innovation".

Table 9: Definition of Critical premises

Foundational Importance:
It should be foundational to the affirmative argument,
supporting a key aspect of their arguments. Attacking
the root of the opponent’s argument is generally more
critical.
Moderate Vulnerability:
It should be moderately poorly explained or insuffi-
ciently supported in the affirmative argument, as the
underlying premises of the opponent’s argument are gen-
erally better explained and may be preemptively refuted.

For example: In an argument about social me-
dia regulation, a foundational premise might be
"social media causes significant harm to mental

health." This premise is both crucial to the argu-
ment (Foundational Importance) and often lacks
comprehensive evidence (Moderate Vulnerability).
Attacking the above premise and negating a
premise that supports elements close to the root of
the opponent’s argument can significantly weaken
their stance. Conversely, a premise that is under-
explained in the opponent’s argument is easier
to attack from various perspectives. Generally,
premises that support the core elements of an affir-
mative argument are well-explained, while those
further from the core are often less thoroughly ex-
plained. Therefore, the ideal premise for rebuttal
should be somewhat close to the core and not fully
explained - a middle ground.

B Choice evaluation metrics

Our evaluation framework employs five different
choice-type evaluation metrics, each designed
as a binary classification task in which the
counter-argument under evaluation meets or does
not meet the metrics.

Q4: Relevance to the topic This metric
evaluates whether the counter-argument stays
focused on the debate topic. Effective counter-
arguments must directly engage with the main
issue, avoiding digressions into unrelated matters.
Q5: Logical consistency This metric evaluates
the logical flow of the counter-argument. A
strong counter-argument should progress naturally,
with no unreasonable leaps or inconsistencies in
reasoning.
Q6: Multiple supporting reasons This metric
evaluates whether the counter-argument presents
multiple reasons to strengthen its claim. Providing
several well-reasoned points typically enhances
the persuasiveness of the argument.
Q7: Use of specific examples This metric
evaluates the use of concrete examples to support
the counter-argument. Specific, relevant examples
make the argument more tangible and convincing.
Q8: Attacking the premise on which affirmative
argument stands This metric evaluates whether
the counter-argument directly attacks a key
premise that the affirmative argument depends
on. A strong counter-argument must challenge a
critical foundation of the opponent’s reasoning.
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C Example of Topic and Affirmative
argument

Table 10: sample of dataset

Topic:Should male infant circumcision be considered a
form of child abuse?
Affirmative argument: Performing surgery on infants
without medical necessity is inherently risky and irre-
sponsible. The Royal Dutch Medical Association has
stated that no medical organization worldwide can defini-
tively prove a medical need for infant circumcision. They
emphasize that due to the lack of medical necessity and
the genuine risk of complications, extremely stringent re-
quirements should be in place for providing information
and advice on this procedure. Despite this, circumcision
is routinely performed globally, often by individuals with
minimal medical training, and is frequently accepted by
parents based on religious beliefs rather than medical
evidence. This practice exposes infants to unnecessary
surgical risks without clear medical benefits, which can
be considered a form of child abuse.

D Prompts of each methods

Table 11: System prompt

system prompt: You are a skilled debater.Your final objec-
tive is to make a high-quality counter-argument against an
affirmative argument provided on a specific topic. To achieve
this: You are not required to create a new argument from
scratch. Take the opposite stance of the affirmative argument.
To make an counter-argument means to carefully point out
the weaknesses, inaccuracies, and lack of evidence in the
reasoning of the claim. You may also be asked to complete
several other tasks along the way. Consider these tasks as
necessary steps to achieve the final objective.

Table 12: m-Comp prompt

Premise generation step: topic:#topic# affirmative ar-
gument:#argument# Thoroughly analyze the given af-
firmative argument on the given topic. Identify and list
all premises supporting the affirmative argument, with a
special emphasis on:1.Explicit premises: Clearly stated
premises or sentences.2.Implicit premises: Unstated
premises necessary for the argument to hold. Please
output only the listed premises.
Premise decision step: Select the most suitable premise
to attack for your counter-argument from the list of
premises. The ideal premise should meet the follow-
ing criteria: 1. Foundational Importance: It should
be foundational to the affirmative argument, supporting
a key aspect of their arguments. Attacking the root of
the opponent’s argument is generally more critical. 2.
Moderate Vulnerability: It should be moderately poorly
explained or insufficiently supported in the affirmative
argument, as the underlying premises of the opponent’s
argument are generally better explained and may be pre-
emptively refuted. Please output only the premise you
chose.
Counter-argument generation step: Please make a
concise and brief counter-argument to the affirmative
argument, that attacks the specific premise you chose.
Please output only the text of your counter-argument.

Table 13: m-Targ and m-Basic prompt

m-Targ prompt
Premise decision step: topic:#topic# affirmative ar-
gument:#argument# premise list:#premise list# Select
the most suitable premise to attack for your counter-
argument from the premise list. The ideal premise should
meet the following criteria: 1.Foundational Importance:
It should be foundational to the affirmative argument,
supporting a key aspect of their arguments. Attacking
the root of the opponent’s argument is generally more
critical. 2.Moderate Vulnerability: It should be mod-
erately poorly explained or insufficiently supported in
the affirmative argument, as the underlying premises of
the opponent’s argument are generally better explained
and may be preemptively refuted.Please output only the
premise you chose.
Counter-argument generation step: Please make a
concise and brief counter-argument to the affirmative
argument, that attacks the specific premise you chose.
Please output only the text of your counter-argument.

m-Basic prompt
Premise decision step: topic:#topic# affirmative ar-
gument:#argument# premise list:#premise list# Select
the most suitable premise to attack for your counter-
argument from the premise list. Please output only the
premise you chose.
Counter-argument generation step: Please make a
concise and brief counter-argument to the affirmative
argument, that attacks the specific premise you chose.
Please output only the text of your counter-argument.

Table 14: Directgen prompt(baseline)
Directgen prompt
Counter-argument generation step:topic:#topic# af-
firmative argument:#argument# Please make a concise
and brief counter-argument to the affirmative argument.
Please output only the text of your counter-argument.

Table 15: o-Comp prompt

topic: #topic#
affirmative argument: #argument#
First Thoroughly analyze the given affirmative argument
on the specified topic. Identify all premises supporting
the affirmative argument, including:
Explicit premises: Clearly stated assumptions or claims.
Implicit premises: Unstated assumptions necessary for
the argument to hold.
Next choose the most suitable premise to attack for your
counter-argument from the premises. The ideal premise
should meet the following criteria:
Foundational Importance: It should be foundational to
the affirmative argument, supporting a key aspect of
their arguments. Attacking the root of the opponent’s
argument is generally more critical.
Moderate Vulnerability: It should be moderately poorly
explained or insufficiently supported in the affirmative
argument, as the underlying premises of the opponent’s
argument are generally better explained and may be
preemptively refuted.
Finally, please provide a concise, straightforward
counter-argument to the affirmative argument, attacking
the specific premise you chose.
Please output only the text of your counter-argument.
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o-Targ prompt
Counter-argument generation step:topic:#topic# af-
firmative argument:#argument# premise list:#premise
list# First, select the most suitable premise to attack
for your counter-argument from the premise list. The
ideal premise should meet the following criteria: 1.Foun-
dational Importance: It should be foundational to the
affirmative argument, supporting a key aspect of their ar-
guments. Attacking the root of the opponent’s argument
is generally more critical. 2.Moderate Vulnerability: It
should be moderately poorly explained or insufficiently
supported in the affirmative argument, as the underly-
ing premises of the opponent’s argument are generally
better explained and may be preemptively refuted.Next,
Please make a concise and brief counter-argument to the
affirmative argument, that attacks the specific premise
you chose. Please output only the text of your counter-
argument.

o-Basic prompt
Counter-argument generation step:topic:#topic# af-
firmative argument:#argument# premise list:#premise
list# First, Select the most suitable premise to attack
for your counter-argument from the premise list. Next,
Please make a concise and brief counter-argument to the
affirmative argument, that attacks the specific premise
you chose. Please output only the text of your counter-
argument.

E Results of choice evaluation

The results of the choice evaluation performed by
a human expert are shown below. Each value is the
percentage of each metrics satisfied.

Table 16: Results of choice evaluation

Relevance to the topic (40 sample)
metric m-Comp m-Targ m-Basic Directgen
Q4 0.97 0.97 0.96 0.96
Q5 0.96 0.94 0.86 0.95
Q6 0.74 0.54 0.47 0.87
Q7 0.29 0.28 0.24 0.24
Q8 0.89 0.90 0.90 0.83

F Examples of multi-step and one-step
counter-argument generation

Table 17: Examples of multi-step and one-step counter-
argument generation

Topic
Feminism is necessary or not
Affirmative argument
In the United Kingdom, one in four people experiences
domestic violence (DV). Globally, reports of rape are
increasing, yet conviction rates are declining. In the
United States, women earn only 77 cents for every dollar
earned by men. When filtered for racial minorities, the
disparity becomes even more pronounced. These issues
highlight the deep-rooted gender problems in society.
Feminism still has many objectives to achieve, including
women’s rights, safety, and equal economic opportuni-
ties.
m-Comp)
The claim that women in the United States earn only
77 cents for every dollar earned by men is a misleading
statistic that does not take into account various factors
such as occupation, education, experience, and working
hours. Using this statistic as a fundamental argument for
the necessity of feminism oversimplifies the complex na-
ture of wage determination and misrepresents the issue.
Directgen
The issues that are claimed to remain under feminism’s
purview are, in fact, already being addressed. Overem-
phasizing these problems can obscure the need for a
more inclusive approach that addresses the rights of all
genders, including men and non-binary individuals.
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