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Abstract

Crosswalks, which map one classification sys-
tem to another, are critical tools for harmo-
nizing data across time, countries, or frame-
works. However, constructing crosswalks is
labor-intensive and often requires domain ex-
pertise. This paper investigates the potential
of Large Language Models (LLMs) to assist in
creating crosswalks, focusing on two Danish
occupational classification systems from differ-
ent time periods as a case study. We propose
a two-stage, prompt-based framework for this
task, where LLMs perform similarity assess-
ments between classification codes and identify
final mappings through a guided decision pro-
cess. Using four instruction-tuned LLMs and
comparing them against an embedding-based
baseline, we evaluate the performance of dif-
ferent models in crosswalks. Our results high-
light the strengths of LLMs in crosswalk cre-
ation compared to the embedding-based base-
line, showing the effectiveness of the interac-
tive prompt-based framework for conducting
crosswalks by LLMs. Furthermore, we analyze
the impact of model combinations across two
interactive rounds, highlighting the importance
of model selection and consistency. This work
contributes to the growing field of NLP applica-
tions for domain-specific knowledge mapping
and demonstrates the potential of LLMs in ad-
vancing crosswalk methodologies.

1 Introduction

Crosswalks are structured mappings that connect
one classification system to another, enabling data
to be compared or integrated across different con-
texts. These mappings are essential in numerous
domains, from harmonizing occupational codes
across time or countries (Rémen et al., 2018) to
aligning taxonomies in biology (Cheng et al., 2017)
or mapping educational milestones between frame-
works (Subramaniam et al., 2013). While the con-
texts vary, the underlying challenge remains the
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Codebook A (from DISCO_LOEN88):

Codebook B (from DISCO_LOEN08):

Traditional human coding: Manual 
checks between codebook A and B 

Can LLMs do the job? How well?

Figure 1: An example of crosswalks between two code-
books from the Danish occupation data. Translations
are in commas. Traditionally, crosswalks are created
manually by humans. Can LLMs assist in this process?

same: translating between systems that often reflect
different conceptual frameworks, levels of granu-
larity, or terminologies.

In the context of occupational classifications, for
instance, crosswalks allow researchers to analyze
labor market trends across time or national bound-
aries despite differences in coding systems. Figure
1 gives an example of crosswalks based on Danish
occupation data. However, creating these mappings
is a complex and labor-intensive process (Rémen
et al., 2018). Large Language Models (LLMs) offer
a promising avenue for addressing this challenge.
Yet, their use in creating crosswalks raises essential
questions: How can LLMs reliably infer mappings
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between systems with limited contextual overlap?
What are the best strategies for prompting LLMs to
elicit meaningful, interpretable outputs? And how
do we ensure that the outputs of LLMs align with
domain-specific requirements while remaining ac-
cessible to human users?

This paper explores the potential of LLMs to
assist in creating crosswalks, using Danish occupa-
tional classifications from two different time points
as a case study (Statistics Denmark, 2025b,a). Our
aim is not to fully automate crosswalk creation
but to develop an assisted workflow that combines
the efficiency of LLMs with the judgment of hu-
man experts. Using a curated two-round judgment
framework, we compare the performance of differ-
ent LLMs to evaluate their strengths and limitations
in supporting this task. Our empirical findings in-
dicate that, despite certain limitations, the interac-
tive LLM-based crosswalking process outperforms
an embedding-based baseline. Through this work,
we contribute to the growing field of NLP appli-
cations in social science research, showing how
LLMs can be effectively integrated into complex
domain-specific knowledge-mapping tasks.

2 Background

Much of the work at the intersection of NLP and
Computational Social Science (CSS) focuses on
labeling texts from social science domains to sys-
tematically analyze patterns, opinions, or topics
(Chae and Davidson, 2023; Ziems et al., 2024). Oc-
cupational coding, a critical task in labor market
research and social science, is an excellent use case
to explore if and how large language models can
enhance methodological approaches in these fields
(Liu et al., 2022; Safikhani et al., 2023; Laughlin
et al., 2024; Kononykhina et al., 2025).

Occupational codes are standardized labels as-
signed to jobs based on their duties, responsibil-
ities, and required skills. However, occupational
coding is a particularly complicated task because
job descriptions can be context-dependent, and of-
ten ambiguous (Schierholz and Schonlau, 2020).
Adding to this complexity, different countries and
time periods often use distinct occupational classifi-
cation schemes, each tailored to specific economic,
social, or policy contexts. For instance, the Interna-
tional Standard Classification of Occupations (ILO,
2025) may differ significantly from national sys-
tems like the U.S. Standard Occupational Classifi-
cation (BLS, 2025), necessitating the development

of crosswalks to translate codes from one system
to another. Crosswalks like the one by (Rémen
et al., 2018) establish equivalencies between two
occupational classification schemes allowing data
coded in one system or country (US vs. Canada) to
be translated into another. This process is essential
for enabling international comparisons, historical
analyses, and the integration of datasets that rely
on different coding standards.

These crosswalks are typically created manually
by domain experts who possess deep knowledge
of the classification schemes in question. For ex-
ample, Humlum (2021) developed a detailed cross-
walk for Denmark’s DISCO classifications. While
such manually created crosswalks are highly ac-
curate and tailored to specific needs, they are also
exceptionally time-intensive and resource-intensive
to produce, as they require establishing mappings
between several hundred codes in each classifica-
tion scheme. Therefore, there is growing interest in
exploring whether LLMs can assist in the creation
of crosswalks. Similar efforts have been made in
other domains, such as healthcare and biomedical
research, where tools like MapperGPT use large
language models to refine and align entity map-
pings (Matentzoglu et al., 2023).

3 Method

We propose a two-round prompt-based framework
to conduct the crosswalks for the occupation codes.
The basic idea of the crosswalk is to find the possi-
ble matching code from codebook B for every code
in codebook A. Figure 2 illustrates the basic work-
flow of our framework. The first round is about
prompting the models to do similarity checks with
certain degrees across all codes in both codebooks.
Based on the results from the first round, the second
round is about selecting the final candidate match-
ing code from another codebook. This search is
done for every code in one of the codebooks. The
workflow is detailed as follows:

Round 1: Similarity Check across Codes. We
begin with two codebooks (A and B) to work on,
where codebook A contains a codeset of unique
code names (Code A 1, Code A 2, ...), and code-
book B contains a codeset of unique code names
(Code B 1, Code B 2, ...). The task of the cross-
walk is to map the codes from A to the codes from
B. Therefore, in the initial step, we construct code
pairs for each code from codebook A to every code
from codebook B.

393



Code A 1
Code A 2
Code A 3

…

How similar do you think these two 
occupational classification codes?

Code from Codebook A: Code A 1
Code from Codebook B: Code B 1

Options:
A: Extremely similar
B: Very similar
C: Moderately similar
D: Slightly similar
E: Not similar at all 

Preparing two codebooks

Code B 1
Code B 2
Code B 3

…

Codebook A

CodeB 1 CodeB 2 CodeB 3

CodeA 1 A A D

CodeA 2 C E B

CodeA 3 D A BCodebook B

Constructing mapped code pairs

Codebook A Codebook B

Prompting the model with similarity options 

A: 
Extremely 
similar

Extracting model output Results for all code pairs

CodeB 1 CodeB 2 CodeB 3

CodeA 1 A A D

CodeA 2 C E B

CodeA 3 D A B

Selecting candidate codes

For the given source occupation code, 
please select one matching occupation 
from the given candidate occupation 
codes.

Source Occupation Code: Code A 1

Candidate Occupation Code(s): 

A: CodeB 1
B: CodeB 2
 

Prompting the model for candidate selection 

A: 
CodeB 1

Extracting model output

Round 1: Similarity Check Across Codes

Round 2: Candidate Code Selection

Code A 1 Code B 1

Code A 2 Code B 3

Code A 3 Code B 2

… …

Figure 2: Our two-round prompt-based framework to conduct the crosswalks for the occupation codes using
zero-shot LLM prompting.

For each code pair, we prompt the LLM with a
question asking for the similarity and options in-
dicating different similarity polarities at 5 scales
(from A to E indicating extremely similar towards
not similar at all). This scale is commonly used for
survey questionnaires, due to its structured design,
which presents respondents with predefined answer
options, reducing ambiguity and ensuring consis-
tency in responses; as well as its format, which
facilitates faster decision-making by guiding par-
ticipants through a clear set of choices, minimizing
cognitive load and improving response accuracy
(Likert, 1932; Groves, 2011). This setup has also
been recently increasingly introduced in LLM eval-
uation, to assess the opinions, knowledge, and be-
haviors embedded in LLM models (e.g., Hendrycks
et al., 2021b,a; Huang et al., 2023; Santurkar et al.,
2023; Sravanthi et al., 2024; Ma et al., 2024, 2025).

The response of the LLM is then extracted using
a string matching method using RegEx to map the
responses to the 5 scale points. After all code pairs
have been evaluated, we save the results in a table
representing the similarities between the codes in
matrix format.

Round 2: Candidate Code Selection. With the
similarity results for all code pairs collected from
the first round, the task of the second round is to
find one final code partner for each code of code-
book A. As the results from the first round are
distributed across the five scale points A-E, we se-

lect the potential code matches by taking the codes
rated with "A. Extremely similar" or "B. Very sim-
ilar" to be the candidates for final selection. In
case there are no A or B results, we consider that
this source code does not have a matching code in
codebook B.

We then prompt the LLM with the source code
from codebook A and the candidate codes from
codebook B (i.e., those that have a similarity result
of "Extremely similar" or "Very similar"). We ask
the LLM to select the code from the candidate
codes B that matches A best, and extract the model
output. In the end, we construct the final codebook
for the mapped code pairs.

4 Experimental Setups

Data - The Danish Occupation Codes. We use
the 6-digit, level 5 granularity of DISCO-LOEN1

88 and 08 from Statistics Denmark as codebook A
and B respectively to test our framework. It is stan-
dard practice for crosswalks to be produced at the
most granular level of a hierarchical code system
to utilize the specificity of description. Mapping
code pairs at lower levels of granularities can be
aggregated to produce associations between codes
in higher-level granularities (e.g. level 5 to level 4),
but the reverse is not true.

1https://www.dst.dk/da/Statistik/
dokumentation/nomenklaturer/disco-loen
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Round 1

How similar do you think these two occupational classification codes are in terms of tasks,
skills, and responsibilities? Please respond with only the option letter out of "A", "B", "C",

"D", or "E".

Code1: {code1}

Code2: {code2}

Options:
A Extremely similar
B Very similar
C Moderately similar
D Slightly similar
E Not similar at all

Round 2

Below are a source occupation title (Occupation 1) and a number of potential matching occupation
titles (Occupation 2).

For the given source occupation title, please select one matching occupation from the given
Occupation 2 options.

Please select only one occupation option from Occupation 2, corresponding to the most similar
matching occupation based on tasks, skills, and responsibilities.

Please only return the option letter of the selected match (A, B, C, ...) and don’t say any
other extra thing.

Source Occupation Title (Occupation 1): {code1}

Potential Matching Occupation Title(s) (Occupation 2): {options}

Figure 3: Prompts for the 2 rounds.

Ground-Truth Data. There are existing at-
tempts at generating crosswalks between them
for comparison. This includes a partial Many-
to-1 crosswalk published by Statistics Denmark.
The latter contains 332 code pairs linking DISCO-
LOEN88 codes to 332 DISCO-LOEN08 code
deemed equivalent by Statistics Denmark. Notably,
as shown in Table 1, this crosswalk does not pro-
vide correspondences for all 570 and 559 level 5
codes in each codebook, leaving researchers to de-
velop their own correspondences for the remaining
codes, as conducted by Humlum (2021).

Version 88 Version 08 Mapped Code Pairs

Count 570 559 332

Table 1: Summary of counts of the unique occupation
codes in the codebooks and in the code mapping. Ver-
sion 88 denotes the DISCO-LOEN88 codes and version
08 the DISCO-LOEN08 codes.

We use the partial Statistics Denmark crosswalk
as ground truth mapping code pairs to evaluate
the performance of our framework. Under our
framework, every pairwise combination of codes

from codebook A and B are potential mapping code
pairs.

Models. We choose four instruction-tuned open-
weight LLMs for conducting the experiments:
Llama-3.1 8B (AI@Meta, 2024), Mistral 7B (Jiang
et al., 2023), Gemma-2 9B (Team, 2024a), Qwen-
2.5 7B (Team, 2024b).

Prompt Design. We design the prompt based on
similar instructions and options given to the human
participants in real surveys. The prompts used for
the two rounds are presented in Figure 3.

Baseline. We compare our LLM-based frame-
work to the approach using embeddings to find
the most similar code for the given code, as
applied in Liu et al. (2022) and Kononykhina
et al. (2025). Since the data is in Danish, we
use the multilingual version of the sentence
transformers (Reimers and Gurevych, 2020).
Specifically, we use the model for paraphrasing
(paraphrase-multilingual-MiniLM-L12-v2).
The basic workflow is this: For each code in the
source code, it calculates the cosine similarity of
the embeddings of the source code and every target
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code; the target code with the highest similarity
score to the source code is then selected as the
mapped code for the target code.

Evaluation Metrics. We use the weighted F1
score to evaluate the model performance of our
approach compared to the baseline. Further, as
we apply different LLMs in our framework, we
are also interested in how those models agree with
each other while doing the crosswalks. Therefore,
in further analysis, we calculate the inter-annotator
agreement metric Cohen’s Kappa (κ) to investigate
the agreement between different LLMs.

5 Results

Main Results. Table 2 presents the main results
of our framework applied to four LLMs and the
embedding model baseline. Among the models
evaluated, Qwen2.5 achieved the highest F1 score
of 70.01%, indicating its strong ability to identify
correct crosswalk mappings. This suggests that
Qwen2.5 is particularly effective at capturing the
semantic relationships between occupational codes
in the Danish context. Gemma2 and Llama3.1 also
demonstrated solid performance, with F1 scores of
67.35% and 61.25%, respectively, reflecting their
capability for the task.

Baseline Gemma2 Llama3.1 Mistral Qwen2.5

F1 57.12 67.35 61.25 40.58 70.01

Table 2: Main results of model performance in F1 (%)
compared to the baseline.

Mistral, however, achieved an F1 score of only
40.58%, showing limited effectiveness in this spe-
cific application. This result may reflect differ-
ences in the architecture or training data of the
model, which could make it less suited for nuanced
crosswalk mapping tasks in Danish. The multi-
lingual embedding model baseline attained an F1
score of 57.12%, performing better than Mistral
but falling short of the other three instruction-tuned
LLMs. These results highlight the advantages
of instruction-tuned models for complex seman-
tic tasks compared to traditional embedding-based
methods.

Agreement Analysis. We next analyze the agree-
ment between the four LLMs based on their final
outputs. Figure 4 presents the heatmap of Cohen’s
Kappa scores, which measure the level of agree-
ment between each model pair. Overall, the models

exhibit relatively low agreement, with all Kappa
scores falling below 60%. The Qwen2.5 model
shows the highest agreement with the other models,
which can be attributed to its better performance,
as indicated by the results in Table 2. In contrast,
the Mistral model shows more variability in their
outputs, which is reflected in their lower Kappa
scores.
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Figure 4: Kappa scores between models.

The Effect of Different Models in Two Rounds.
Our framework operates in two rounds, where the
results presented earlier assume that the same LLM
is queried in both rounds. However, since the mod-
els are used independently in each round, we now
investigate whether varying the models between
rounds affects overall performance. Specifically,
we explore whether swapping models leads to any
significant changes in the results. The results, as
shown in Figure 5, present the performance of dif-
ferent model combinations.
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Round 2 Model
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Figure 5: F1 results for experiments with different mod-
els in two rounds. X-axis: Round 1 models, Y-axis:
Round 2 models.
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Overall, the diagonal values in the table repre-
sent scenarios where the same model is used in
both rounds, corresponding to the main results.
These values generally indicate the highest or near-
highest performance across rows and columns, sug-
gesting that maintaining model consistency benefits
performance. An exception is observed with Mis-
tral, where using the same model in both rounds
results in the worst performance. This reinforces
Mistral’s overall weaker effectiveness in the task,
indicating that its predictions do not improve even
when it has access to its own prior outputs.

Among the evaluated models, Qwen2.5 con-
sistently outperforms others across different pair-
ings, highlighting its robustness in identifying cor-
rect crosswalk mappings. Its closest competitor,
Gemma2, also shows strong performance, particu-
larly when paired with itself or with Qwen2.5. In
contrast, Llama3.1 exhibits moderate performance,
benefiting from combinations with stronger models
but falling short of top-tier results.

These findings suggest that performance is op-
timized when stronger models like Qwen2.5 and
Gemma2 are used consistently. Swapping models,
especially involving Mistral, tends to reduce ef-
fectiveness, highlighting the importance of model
selection.

6 Discussion & Conclusion

The results of this study demonstrate the potential
of LLMs to assist in creating crosswalks for occu-
pational classifications. Our findings highlight the
advantages of instruction-tuned LLMs in handling
semantic complexity and improving efficiency com-
pared to traditional embedding-based approaches.
Models like Qwen2.5 showed strong performance
in aligning Danish occupational codes, emphasiz-
ing the value of instruction tuning and contextual
understanding in these tasks.

However, the relatively low inter-model agree-
ment underscores the variability in outputs across
different LLMs, pointing to the importance of
model selection and parameter tuning. This vari-
ability also highlights the need for integrating hu-
man expertise into the workflow to validate and
refine LLM-generated mappings. The interac-
tive, prompt-based framework we proposed aligns
with the concept of human-in-the-loop workflows,
where LLMs augment rather than replace expert
judgment.

Additionally, our findings highlight the advan-

tages of maintaining model consistency across
rounds, especially for strong models like Qwen2.5.
Swapping models, particularly when involving
weaker ones like Mistral, leads to diminished re-
sults, emphasizing the need for robust and consis-
tent modeling strategies.

Our findings also resonate with similar efforts
in other domains, such as MapperGPT, which re-
fines entity mappings in fields like healthcare and
biomedical research (Matentzoglu et al., 2023).
These parallels reinforce the versatility of LLMs
in supporting knowledge-mapping tasks across di-
verse contexts, though domain-specific adaptations
remain critical for success. Future work could ex-
plore how our two-step prompting framework can
be extended beyond occupational classifications to
other classification mapping tasks in fields such
as finance, education, and public administration,
where structured yet flexible mappings are essential
for accurate data integration and interoperability.

7 Limitations

Despite the promising results, this study has several
limitations. First, the reliance on Danish occupa-
tional codes limits the generalizability of our find-
ings to other languages and classification systems.
Future studies should investigate the performance
of LLMs on crosswalks involving additional lan-
guages and classification schemes, such as ISCO
and SOC.

Second, the use of multiple-choice questions to
evaluate LLMs may introduce biases inherent to
this format, such as response tendencies (Li et al.,
2024; Pezeshkpour and Hruschka, 2024; Wang
et al., 2024). Further exploration of alternative eval-
uation frameworks, such as open-ended prompting
or pairwise ranking, could provide more robust
insights into LLM performance.

8 Ethical Considerations

The use of LLMs for creating crosswalks must
consider potential biases (e.g., regarding gender)
in the models, which could lead to inaccurate or
inequitable mappings, especially for underrepre-
sented groups (Touileb et al., 2023; Nghiem et al.,
2024; Sancheti et al., 2024). Ensuring human over-
sight is crucial to validate and refine LLM outputs,
preventing the propagation of errors that may im-
pact labor market analyses or policy decisions.
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