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Abstract

Arabic calligraphy carries rich historical in-
formation and meaning. However, the com-
plexity of its artistic elements and the absence
of a consistent baseline make text extraction
from such works highly challenging. In this
paper, we provide an in-depth analysis of the
unique obstacles in processing and interpret-
ing these images, including the variability in
calligraphic styles, the influence of artistic dis-
tortions, and the challenges posed by missing
or damaged text elements. We explore potential
solutions by leveraging state-of-the-art archi-
tectures and deep learning models, including
visual language models, to improve text extrac-
tion and script completion.

1 Introduction

Arabic calligraphy initially emerged as a way to
create a visually appealing script, evolving into a
highly respected art form. This development was
especially prominent during the Ottoman Empire,
where calligraphy adorned buildings, mosque foun-
dations, and a variety of other structures. From the
reign of Mehmed II onwards, distinct schools of
calligraphy began to emerge, gaining further mo-
mentum when Sheikh Hamdullah, the founder of
the Ottoman calligraphy school, arrived in Istanbul
during the rule of Bayezid II. Under Turkish crafts-
men, Arabic calligraphy was refined and achieved
its most perfect forms (Derman, 1997). This art
has experienced significant development in several
countries, including Iran, Egypt, Saudi Arabia, and
Morocco. However, Istanbul is particularly no-
table for its diverse and well-established tradition
in calligraphy, largely shaped by Ottoman influ-
ence. While most of these calligraphic works are in
the Arabic language, calligraphy using Arabic let-
ters also appears in other languages such as Urdu,
Persian, and Ottoman Turkish. Arabic serves as
the common language in these artworks, as it is
central to Islamic texts, with many works featuring

Quranic verses, Hadith, or prayers (duas) (Gündüz,
1988).

While the artistic dimension of calligraphy is of-
ten the main focus, these works also encode signifi-
cant linguistic, cultural, and historical information.
Calligraphy not only conveys Islamic thoughts and
architectural aesthetics but also serves as a valuable
record of historical and cultural contexts. However,
the complexity of calligraphic styles—where sen-
tences vary dramatically in layout and form—often
makes them challenging to read, even for those flu-
ent in Arabic. Traditional optical character recog-
nition (OCR) techniques fall short in interpreting
such intricate designs, as they are not suited for the
overlapping, stylized, or highly curved forms that
define calligraphy. Understanding and analyzing
these works is crucial for preserving and studying
historical and cultural heritage.

Figure 1: The phrase Õ�æ
k
�QË
�
@ 	á�Ôg�QË

�
@ é�<Ë

�
@ Õ�æ

���.� (In the

name of Allah, the Most Gracious, the Most Merciful)
in different styles and with different letter combinations.

Figure 1 depicts the phrase
Õ�æ
k

�QË
�
@ 	á�Ôg�QË

�
@ é�<Ë

�
@ Õ�æ

���.� (In the name of Allah,

the Most Gracious, the Most Merciful) in different
styles and with different letter combinations.
The phrase consists of five words with twelve
distinct letters, but the calligraphic styles vary in
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how these letters are connected, arranged, and
stylized through different ligatures and artistic
compositions. As can be seen in the figure,
same sentence in various calligraphic styles and
arrangements is challenging to recognize—even
identifying the beginning of the sentence can
be difficult due to the non-standard layouts and
artistic variations.

In this thesis proposal, we outline a specialized
methodology designed to analyze and interpret doc-
uments and images featuring Arabic script-based
calligraphy with high accuracy. This approach aims
to bridge the gap between visual artistry and textual
extraction, enabling both aesthetic appreciation and
understanding of these culturally significant texts.

Thesis contributions will be as follows:

• A system for efficiently labeling datasets with
limited annotated samples (scarce datasets),
employing semi-supervised learning and trans-
fer learning techniques. The system is de-
signed to generalize well from small datasets
and can be adapted to scale up when larger
datasets become available.

• A rich dataset of real-world calligraphy im-
ages, annotated at the letter and word levels,
encompassing diverse calligraphic styles to
support tasks like style recognition, text ex-
traction, and sentence reconstruction.

• An optimized pipeline for noise removal and
artifact handling tailored for historical and ar-
chitectural calligraphic content. This pipeline
will incorporate deep learning techniques to
enhance textual clarity, eliminate ornamental
noise, and reconstruct missing portions of let-
ters for improved accuracy.

• Implementation of advanced recognition tech-
niques, leveraging architectures like Visual
Question Answering (VQA) and Large Lan-
guage Models (LLMs), designed to handle the
artistic and structural intricacies of Arabic cal-
ligraphy while extracting textual content with
contextual awareness.

2 Background

This research explores Arabic script-based calligra-
phy analysis, emphasizing its intricate and artistic
nature. To develop a comprehensive approach, we
reviewed related studies in Arabic script analysis,
calligraphic works, and non-Arabic calligraphy.

Arabic character recognition is challenging due
to its cursive and context-sensitive script. Tra-
ditional methods like HOG with SVM achieved
over 99% recognition on a dataset of 43,000 hand-
written words (Jebril et al., 2018), while Random
Forests, KNN, and MLP attained 100% accuracy
on a dataset of 600 images across 28 classes (Boufe-
nar et al., 2018). Though designed for handwriting,
these approaches could aid in labeling calligraphy
datasets.

Deep learning methods have further improved
recognition. CNNs with LReLU achieved 99%
accuracy by mitigating overfitting (Nayef et al.,
2022), and foundation models like Qalam have ad-
vanced Arabic OCR and handwriting recognition
capabilities (Bhatia et al., 2024). Qalam, combin-
ing a SwinV2 encoder and a RoBERTa decoder,
excels in Arabic script recognition. Trained on
over 4.5 million manuscript images and 60,000
synthetic pairs, it achieves a WER of 0.80% in
handwriting recognition and 1.18% in OCR tasks.
Its support for diacritics and high-resolution inputs
addresses limitations of many OCR systems. How-
ever, while useful for initial insights, these methods
are less suited to the artistic variability and baseline
inconsistencies in Arabic calligraphy images.

Arabic calligraphy has been the focus of sev-
eral research efforts, each contributing to the field
with unique datasets, methodologies, and findings.
The Calliar dataset (Alyafeai et al., 2022) is a
comprehensive resource, featuring 2,500 sentences
and over 40,000 strokes. It covers multiple lev-
els—stroke, character, word, and sentence—and
includes styles like Diwani, Thuluth, and Farisi, en-
abling tasks such as style classification, character
recognition, and calligraphy generation.

The Salamah dataset (AlSalamah and King,
2018) contains 3,467 images across 32 categories
of Arabic calligraphic letters, representing di-
verse styles. Kaoudja et al. (2021) developed
feature descriptors tailored to specific calligra-
phy styles, achieving superior performance on a
dataset of 1,685 images across nine styles com-
pared to existing methods, including deep learning
approaches. A complementary study (Gürer and
Gökbay, 2024) analyzed two datasets for classifi-
cation tasks, achieving F1 scores of 90% for style
classification and 79% for letter classification using
transfer learning techniques.

Efforts in content recognition remain limited de-
spite valuable datasets and classification studies.
A study (Alsalamah, 2020) on a dataset of 388
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images achieved 75% accuracy in mapping calli-
graphic images to their corresponding quotations,
highlighting the challenges in recognizing content
from artistic calligraphy and underscoring the need
for more advanced methodologies.

Generative Adversarial Networks (GANs) have
been used to synthesize calligraphic styles like
Nastaliq, blending traditional and contemporary
elements (Sobhan et al., 2024). Similar methods
in non-Arabic calligraphy, such as Chinese and
Japanese scripts, have applied CNNs and transform-
ers for style recognition and glyph generation (Wen
and Sigüenza, 2020; Zhang et al., 2024; Aguilar,
2024; Wong et al., 2024; Kuwata et al., 2024).

While these methods offer valuable insights,
their direct use for Arabic calligraphy content
recognition is limited due to the unique features
of Arabic script. However, the strategies in these
studies can guide the development of tailored ap-
proaches for Arabic calligraphy.

3 Research Goals and Questions

The main goal of this thesis is to analyze Arabic
calligraphy images to accurately extract the script
contained within them.

Our main research question is:
RQ: What are the optimal methods for accu-

rately extracting and reconstructing text from Ara-
bic calligraphy images, considering the unique
artistic and structural challenges?

We examine the challenges arising from the artis-
tic elements and absence of consistent baselines,
seeking methods to extract letters, phrases or com-
plete sentences with high accuracy. To visually
represent the methodology for tackling these chal-
lenges, Figure 2 illustrates the step-by-step process
for analyzing and extracting text from Arabic cal-
ligraphy images.

We outline three objectives to answer our re-
search question: (i) Data Collection - Gathering
an extensive dataset of Arabic calligraphy images.
(ii) Text Extraction - Developing methods to accu-
rately extract textual data from images. (iii) Script
Completion - Reconstructing incomplete scripts
when necessary. In the following sections, we de-
fine sub-questions for these objectives.

3.1 Data Collection

A key challenge in this area is the lack of compre-
hensive datasets. While there is only one publicly
available dataset (Alyafeai et al., 2022), obtain-

Figure 2: Flowchart of the proposed research.

ing accurate results will require more diverse, rich
and versatile dataset. The existing dataset presents
two main issues. First, all images are digitalized,
meaning they do not represent the real-world im-
ages often encountered in historical or architectural
contexts. As shown in Figure 3, these digitalized
samples lack background noise, such as decora-
tive elements or embellishments, which are often
present in real-world calligraphy and can obscure
or blend with the text. This results in clean images
that do not fully capture the challenges of authentic
calligraphy analysis.

Figure 3: Examples from the existing dataset (Alyafeai
et al., 2022).

Second, our analysis of the dataset revealed that
each piece of content appears only a few times,
with unique sentences and phrases that lack varia-
tions or alternative versions. For effective machine
learning, however, the dataset needs multiple ver-
sions of each sentence or phrase to better train mod-
els in recognizing different stylistic forms of the
same text. Although the orientations in the dataset
vary, we also need examples with more diverse
letter combinations, structural complexity, and re-
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alistic variations. Ultimately, a more representative
dataset is essential for building an end-to-end ar-
chitecture that can handle the nuances of Arabic
calligraphy in various forms.

RQ1 How do we obtain authentic data for in-
vestigating the main research question? Istanbul’s
rich calligraphic heritage offers a unique advan-
tage for data collection. We will gather images
through on-site visits to historical sites, mosques,
and architectural landmarks, supplemented by pub-
licly shared photos from tourists and researchers.
Since all these places are open to the public, taking
photographs does not require special permissions.
Additionally, we will meet with the owners of these
photos to ensure proper context and information.
To ensure diversity, our dataset will capture var-
ied artistic styles and layouts. Image quality may
vary due to factors such as different angles and
lighting conditions, but this variability will benefit
the model’s training. The goal is for the model
to be able to process and recognize calligraphy
accurately, regardless of these variations, when it
encounters new images during future data collec-
tion or use. Essentially, the model will be robust
enough to perform well even if the conditions of the
new images differ from the ones it was originally
trained on.

Since most calligraphic works in Istanbul are
in Arabic and Ottoman Turkish, our initial focus
will be on these languages, which are central to
Islamic calligraphy. This approach is particularly
significant as Arabic serves as the lingua franca
of the Islamic faith. Once a solid foundation is
established, we will expand to Persian and Urdu
for broader linguistic coverage. Additionally, we
will source images from websites with proper per-
missions.

We have access to a comprehensive 136,000-
page textual archive that explores the history, evolu-
tion, and artistic styles of Arabic calligraphy, along
with its reading techniques, cultural significance,
and traditional methodologies. This archive in-
cludes scholarly analyses, historical manuscripts,
and instructional texts that provide deep insights
into the art form. Before training our VQA model,
we will fine-tune the language component—not the
visual part—of a visual language model using text
from these books. This will enhance the model’s
understanding of calligraphy’s artistic and textual
nuances.

RQ2 How should the collected data be labeled?
The process will begin with the creation of an

image-caption dataset, where each image will be
paired with a caption describing the text within it.
This dataset will be generated using digital tools
such as web scraping techniques with Beautiful-
Soup or Selenium to gather digitized calligraphic
images from web sites and manually collecting and
labeling images from printed or physical sources.
Once the image-caption dataset is established, the
next step will involve labeling individual letters and
words within the calligraphic images.

For this task, we will leverage an existing small
dataset of online handwritten Arabic calligraphic
letters and words. Although this small dataset is
in the online handwriting format—where temporal
stroke data is recorded—the dataset we will collect
is in the offline handwriting format, derived from
scanned or photographed calligraphic texts. To
bridge this gap, we will use the online dataset to in-
form and guide the labeling process for offline data.
By training the model on the online handwriting
data first, it will gain a foundational understanding
of Arabic calligraphic structures, which will then
be applied to label offline handwritten datasets ef-
fectively. This alignment between the two formats
will allow for a more robust and comprehensive
training process.

Using semi-supervised learning techniques, the
model will initially be trained on the small, labeled
dataset. With pseudo-labeling, it will then generate
labels for a larger set of unlabeled offline images.
This hybrid approach will enable the model to learn
both letter recognition and word recognition from
the offline calligraphic images while leveraging the
detailed structure of the online handwriting data.
This process not only increases the dataset’s size
and diversity but also will enhance its applicability
to real-world offline calligraphic texts.

RQ3 How to enrich the dataset to make it more
comprehensive? To simulate the diverse artistic
styles and orientations found in Arabic calligra-
phy, we plan to use data augmentation techniques
such as rotation and scaling, allowing us to create
variations within a structured dataset.

3.2 Text Extraction
To extract textual data, noise removal is essential as
the first step. This leads us to a new sub-question:

RQ4 How can we effectively remove noise from
the images? Identifying and removing unwanted
elements, such as decorations, background patterns,
and ornamental designs, is crucial for this sub-task.
However, critical elements like diacritical marks in
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the text should not be treated as noise, as they are
essential for accurate interpretation.

Template matching can be used to identify and
remove consistent unwanted elements, such as dec-
orative patterns, across images. Morphological
operations, such as erosion and dilation, help elim-
inate small artifacts and background patterns while
preserving the main calligraphic features. Addition-
ally, Region of Interest (ROI) detection algorithms
can focus on the text areas, removing surrounding
noise and ensuring the calligraphy is the primary
focus.

Figure 4: Example of an Arabic calligraphy artwork,
from left to right: original artwork, region of interest
highlighting the text, removal of unwanted noise and
ornamental elements, and the final digitalized form re-
taining essential diacritical marks for accurate interpre-
tation1.

After addressing the challenges of noise removal,
the next stage in text extraction involves exploring
recognition and preprocessing methods that enable
accurate analysis of calligraphic images. Conse-
quently, we pose the following questions:

RQ5 Which recognition method is most effec-
tive for analyzing the text? Handling the overlap or
extreme curvature of letters in Arabic calligraphy
is complex and requires advanced segmentation.
Arabic calligraphy often merges letters into intri-
cate shapes, which traditional OCR systems may
struggle to interpret. We plan to explore different
recognition approaches, including character-level,
word-level, and sentence-level recognition, to de-
termine which method best captures the artistic
variations in the text. To quantitatively evaluate the
performance of these recognition methods, we will
use several metrics. We will measure the accuracy
of text extraction at different linguistic levels using
Character Error Rate (CER) and Word Error Rate
(WER). Additionally, we will assess the similarity
between recognized text and ground truth using
Levenshtein Distance.

For baseline comparisons, we will evaluate our
approach against existing OCR systems, as well
as modern handwriting recognition models such

1https://www.ketebe.org/eser/8111?ref=artworks

as transformer-based OCR architectures. Further-
more, we will compare our results to human-
labeled transcriptions to establish an upper-bound
accuracy for the recognition tasks. By incorpo-
rating both automated metrics and comparative
benchmarks, we aim to identify the most effec-
tive recognition method that preserves the accuracy
and readability of Arabic calligraphy text.

RQ6 Is preprocessing necessary? As discussed
in the noise removal section, it may not be essential
to eliminate decorative elements ("noise") entirely.
To assess this, we will compare different methods
by first testing the original images without noise
preprocessing. We will also experiment with state-
of-the-art visual question-answering models, using
targeted prompts such as "focus on the text in the
given image." To assess this, we plan to freeze
the visual processing part of a multimodal model,
such as BLIP-2 or LLaVA, and focus training on
the language components using texts from books
on Arabic calligraphy. This will align the model’s
understanding of the text with the linguistic and
contextual nuances of calligraphy. This will allow
us to improve the model’s understanding of the
textual and contextual features of calligraphy. Af-
ter that, we will incorporate the image-text dataset
for further fine-tuning. For this purpose, we will
leverage advanced visual-language models such as
BLIP-2 and LLaVA, which combine powerful im-
age processing capabilities with language models,
enabling them to interpret and understand intricate
calligraphic text effectively.

3.3 Script Completion
The extracted data from the previous step may be
incomplete due to segmentation failures or unread-
able parts of phrases. Additionally, historical
documents may be damaged, with some sections
missing or too degraded to analyze directly. In
such cases, further steps are required to reconstruct
the content. We plan to utilize a large language
model, trained on Islamic texts such as the Quran
and Hadith, to complete sentences or phrases when
extracted letters are incomplete.

We will employ several metrics to evaluate the
performance of our script completion approach. Re-
construction accuracy will measure how accurately
the model completes missing text based on con-
text, compared to ground-truth transcriptions. CER
and WER will also quantify the accuracy of the

2https://tr.ucoin.net/coin/ottoman_
empire-100-para-1808/?tid=83518
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Figure 5: Example of images: left, an Ottoman coin
with worn or incomplete calligraphic text; right, a wall
with partially damaged calligraphic text, illustrating the
challenges of dealing with incomplete or unreadable
content in historical artifacts2.

reconstructed text. Contextual accuracy will assess
whether the completed sentences align with the lin-
guistic and cultural context of Islamic texts. For
baseline comparisons, we will evaluate our model
against existing text completion and restoration
techniques used for historical documents, including
context-based generation models and traditional
rule-based methods, to measure the improvement
brought by our language model fine-tuned on Is-
lamic texts.

RQ7 What is the minimum required information
to understand the content of the images? We plan
to analyze the impact of missing letters or words
on sentence completion in Arabic scripts by test-
ing different letter sets to reconstruct incomplete
phrases or sentences. The goal is to evaluate the
accuracy of the reconstructed text by comparing
it to the expected phrase. This will involve using
a trained model, such as Qalam, which leverages
unique features of Arabic script, including its cur-
sive and diacritic-rich structure. These models will
be employed to predict and complete missing ele-
ments. The model will be assessed based on how
well it fills gaps and ensures the reconstructed sen-
tence or phrase is contextually and linguistically ac-
curate. This approach will help improve extraction
by reducing reliance on segmentation and allowing
more robust handling of incomplete or damaged
calligraphic text.

4 Conclusion

This proposal outlines steps to extract textual data
from Arabic calligraphy images, addressing chal-
lenges from the language’s unique features and
the art’s complexity. It focuses on reconstructing

incomplete or damaged calligraphy using Arabic-
specific language models to enhance recognition
accuracy. The research aims to develop tools for
Arabic calligraphy text recognition, benefiting ar-
eas such as historical document preservation and
cultural heritage digitization. While primarily fo-
cused on text, it also acknowledges the importance
of calligraphic styles and structures. It lays the
groundwork for scalable, precise models capable
of handling diverse calligraphic styles.

To respect the cultural and historical significance
of Arabic calligraphy, the research will involve
consultations with domain experts in art history
and cultural heritage. This will ensure the accuracy
and sensitivity of interpretations, while following
best practices in digitization and preserving the
integrity of these valuable artifacts.
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