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Abstract

With the adoption of retrieval-augmented gen-
eration (RAG), large language models (LLMs)
are expected to ground their generation to the
retrieved contexts. Yet, this is hindered by posi-
tion bias of LLMs, failing to evenly attend to all
contexts. Previous work has addressed this by
synthesizing contexts with perturbed positions
of gold segment, creating a position-diversified
train set. We extend this intuition to propose
consistency regularization with augmentation
and distillation. First, we augment each train-
ing instance with its position perturbation to
encourage consistent predictions, regardless of
ordering. We also distill behaviors of this pair,
although it can be counterproductive in certain
RAG scenarios where the given order from the
retriever is crucial for generation quality. We
thus propose CORD, balancing COnsistency
and Rank Distillation: CORD adaptively sam-
ples noise-controlled perturbations from an in-
terpolation space, ensuring both consistency
and respect for the rank prior. Empirical results
show this balance enables CORD to outperform
consistently in diverse RAG benchmarks.

1 Introduction

Recently, large language models (LLMs) have in-
corporated retrievers to augment input contexts
for more grounded generation. However, during
retrieval-augmented generation (RAG), LLMs re-
portedly suffer from position bias where they pay
disproportionate attention to different parts, wors-
ened as the input becomes longer (Liu et al., 2024).
An existing solution has synthesized a training set
by randomizing the position of gold segment (An
et al., 2024). It allows LLMs to implicitly learn
that relevant information can appear at any position,
mitigating position bias.

Our distinction is to pursue dual goals of (1)
COnsistency for mitigating position bias and (2)

*Work done while visiting Snowflake. Correspondence to:
seungwonh@snu.ac.kr.

Figure 1: Enforcing consistency with (1) augmentation
(green) and (2) distillation (blue).

Method (A) (B)
Given order 41.34 56.52

+ consistency 36.87 (Ó) 57.87 (Ò)
CORD (ours) 44.74 (Ò) 58.71 (Ò)

Table 1: Generation quality with different methods in
representative RAG scenarios A and B, where distilla-
tion may hinder or enhance, respectively.

Rank Distillation, learning to utilize meaningful
signals in the given order from the retriever and
also to denoise it, for robust RAG.

For CO, we extend the position-perturbing train-
ing intuition, by augmenting the retriever-given
order of contexts c with its perturbation c1, sharing
the same ground truth ŷ. Green arrows in Figure 1
visualize how this augmentation indirectly enforces
consistency by guiding predictions y from c and y1
from c1, to converge to the ground-truth ŷ.

To further enforce consistency, a distillation loss
can be added to directly penalize the distributional
divergence in all outputs. The blue arrow in Fig-
ure 1 visualizes this loss further incentivizing con-
sistent internal representation, by distilling ‘dark
knowledge’ (Hinton et al., 2015; Sadowski et al.,
2015; Furlanello et al., 2018) from one to another.

However, pursuing CO objective alone, without
balancing it with the RD objective, is counterpro-
ductive in some scenarios as illustrated in Table 1.
It contrasts two representative real-life RAG sce-
narios A and B:1 In A, retriever provides a reliable
rank prior, such that distilling predictions from a

1For presentation brevity, we reveal in later section.
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randomized ordering can unlearn this helpful prior,
as evidenced by the degradation in generation qual-
ity after consistency regularization. Meanwhile, in
B, where generation is not sensitive to the given
order, CO objective enhances performance.

Our technical contribution is to adapt c1 to the
given scenario, by controlling the degree of pertur-
bation, in place of c1 with a fixed randomization.
We define an interpolated space of perturbations
and dynamically sample an appropriate level of
perturbation from it. Table 1 shows CORD out-
performs in both scenarios, by sampling smaller
perturbations in scenario A, where rank prior is
important, and larger perturbations in scenario B,
where robustness to position bias is crucial.

Our contribution can be summarized as follows:
(1) We propose CORD, balancing connsistency
and rank distillation in RAG. (2) We show distill-
ing with a controlled perturbation, sampled from
an interpolated space of teachers, is effective across
5 diverse RAG scenarios, whereas existing consis-
tency methods fall short.

2 Related Work

2.1 Position Bias in Long Context LLMs

Liu et al. (2024) and similar works have shown
that LLMs favor input contexts placed at the be-
ginning or end of the input, a tendency that bench-
marks such as needle-in-a-haystack2 aim to assess
by testing their ability to locate relevant informa-
tion (needle) within long, potentially irrelevant con-
texts (haystack). An et al. (2024) extended this
understanding by training models on synthetic data,
intentionally perturbing a position of gold segment
and adding random noises. Similarly, Fu et al.
(2024) examined continual pretraining of LLMs
on long-context data to expand their context win-
dow size for retrieving information.

Our distinction is to use position perturbation
for a different objective of data augmentation for
consistency training.

2.2 Data Augmentation for Consistency

Pairing a datapoint with a counterfactual applying
a small perturbation has been mainly studied for
robust training on simpler tasks such as classifica-
tion (Xie et al., 2020). To our knowledge, we are
the first to augment a position-perturbed retriever
during training and enforce consistency for RAG.

2github.com/gkamradt/LLMTest_NeedleInAHaystack

Figure 2: (Left) IN2 only uses c1. (Right) We augment
the given order c (top) with perturbed ranking c1 (bot-
tom) and use both.

Another related line of work is interpolating
two training instances (Chuang and Mroueh, 2021),
which we extend to define a space of controlled per-
turbations for dynamic adaptation in Section 3.2.

3 Method

3.1 CO: Consistency Regularization

We propose to mitigate position bias by regulariz-
ing output consistency over possible perturbations,
through (1) augmentation and (2) distillation.

First, we explain how augmenting position-
perturbed examples contributes to consistency. We
first formalize RAG as generating an answer y
given an input x,

y „ pp¨ |x, cq, (1)

along with the sequence of n retrieved contexts
c “ rc1; c2; ¨ ¨ ¨ ; cns. Then, for a training triplet
px, c, ŷq the negative log-likelihood (NLL) loss for
maximum likelihood estimation training is

Ln “ ´
ÿ

t

log ppŷt |x, c, ŷătq, (2)

which encourages the model to produce the correct
answer ŷ given the input x and retrieved contexts.

Inspired by An et al. (2024), referred to as IN2,
we employ position perturbation to augment c from
the corpus C with c1. For comparison, IN2 synthe-
sized question and context pq, cq pairs where the
gold passage s for generating the gold answer ŷ
appears in various positions. As Figure 2 shows,
we retain both the original pq, c, ŷq and the per-
turbed examples pq, c1, ŷq: Unlike IN2’s using c1
only for training (orange arrows), we train over the
augmented dataset C1 which includes both c and c1
(blue arrows). Predictions for both are supervised
to converge to the same ground-truth ŷ using the
loss in Eq. 2.

Second, by adding a distillation loss, we can
further match token-level output probability distri-
butions for c and c1. We use the sum of Jensen-
Shannon Divergence (JSD) between output proba-
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bility distributions at each time step t for this pur-
pose:3

Ld “
ÿ

t

JSD
`
ftpcq } ftpc1q˘

, (3)

where ftpcq “ ppŷt |x, c, ŷătq. This encourages
the model to align its internal representations of in-
put and association with the output, encoded in the
‘dark knowledge’ (Hinton et al., 2015; Sadowski
et al., 2015; Furlanello et al., 2018) across different
perturbations.

Finally, the two types of loss in Eq. 2 and 3 can
be combined to obtain our training objective:

L “ Ln ` λ ¨ Ld, (4)

where the hyperparameter λ determines the relative
strength of the two terms.

3.2 RD: Adaptive Teacher Selection for Rank
Distillation

However, as previously outlined in Table 1(A), dis-
till loss on a random perturbation c1 may inter-
fere with the RD objective in an RAG scenario
where retriever provides a meaningful ranking c
with valuable prior: In this work, we consider MS
MARCO (Bajaj et al., 2018) as a representative ex-
ample, where an industry-scale complex retrieval
system provides the ranking.

Figure 3(A) depicts such unlearning of ranker
prior, when distilled from a random perturbation
in scenario A. The y-axis in the plot represents the
probability the LLM assigns to the ground-truth an-
swer, ppŷ |x, cq for the given order c (solid circle)
and ppŷ |x, c1q for random perturbation c1 (empty
circle). In MS MARCO, the given order c car-
ries a useful prior, resulting in high probability of
the ground-truth ppŷ |x, cq. Randomizing this or-
der would greatly lower the probability ppŷ |x, c1q,
such that enforcing consistency between the two
would unlearn the benefit of rank prior.

To tackle this, instead of fixing c1 as a random
perturbation, we define a sample space and strategy
for adaptive teacher selection, to control the degree
of perturbation for distillation. We introduce an
interpolation of c and c1 with a controlled noise
degree of α, denoted as c1

α: Here, the lower ranked
α proportion of the retrieved contexts is random-
ized while the remaining retains the given order. In

3While we default to summing all terms, the number of
time steps t to aggregate in Eq 3 can be adjusted for efficiency,
as detailed in Appendix B.

Figure 3: Interpolated sample space for scenario A and
B from Table 1, where (A, left) perturbation leads to
a large drop in probability of ground-truth ŷ, and (B,
right) with no such drop.

Figure 3, such interpolated sample is shown as a
shaded circle on a dotted line, the interpolated path
connecting c and c1, as the noise degree α varies
from 0 to 1. For brevity, we assume a desirable sin-
gle value of α for the given task is known a priori,
and later discuss how to find it in Section 3.3.

This interpolation allows to select a better
teacher between c1

α and c1 by choosing the one
with a higher probability of predicting the ground
truth. As shown in Figure 3A, small perturbations
tend to yield higher y values in scenario A as they
retain the given order in part, leading to c1

α chosen
for distillation. This corresponds to ensembling
two retrievers, which agree on top-ranked docu-
ments but diversify the ranks of the rest.

An added advantage is, the same approach seam-
lessly supports scenario B, where there is no con-
flict between CO and RD. As illustrated in Fig-
ure 3(B), the y-axis score remains relatively stable
across different orderings, and moreover, the score
is no longer sensitive to ordering. Thus, pairing the
given order with the one that has a higher y score
essentially serves the goal of pursuing CO.

3.3 Score-Aware Teacher Sampling

So far, we have mainly focused on utilizing rank
prior from the retriever; however, the retriever may
provide varying level of information in different
RAG scenarios, such as score for each item as well.
We describe how to incorporate such additional
signals into adaptive teacher sampling.

When no prior knowledge of the distribution of
the probability of ground-truth ppŷ |x, c1

αq over the
interpolated path is known, we follow the princi-
ple of maximum entropy (Jaynes, 1957) to assume
uniform distribution. That is, we choose to sample
α “ 0.5 from the interpolated space defined in
Section 3.2, where α varies in the range of p0, 1q.

Alternatively, we utilize retriever scores as a
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MS MARCO HotpotQA NQ MN MN-IDK
Finetuning Objective R-L GPT-4 EM GPT-4 Acc GPT-4 F1 Acc
No finetuning 41.34 51.94 42.86 66.50 52.18 62.46 56.52 54.82
Lnll on C1 44.52 57.28 58.62 83.75 55.60 63.51 56.25 95.78
CORD 44.74 57.28 63.55 85.72 58.55 63.72 58.71 98.83

Table 2: RAG performance with Phi-3 3B as the generator and different finetuning strategies applied.

MS MARCO

Finetuning Method R-L GPT-4
No finetuning 41.34 51.94
Lnll on C 41.81 51.94
Lnll on C1 44.52 57.28
CORD 44.74 57.28

Table 3: Without augmentation (second row) there is a
clear performance gap compared to models trained with
consistency objectives (third and fourth row).

proxy for the unknown distribution of ppŷ |x, c1
αq,

from which the optimal noise level α can be de-
termined. Specifically, we aim to extract the most
confident top-ranked contexts identified by the re-
triever, by preserving the contexts ranked above
the largest discontinuity in scores and perturbing
the rest. Given scores si for each retrieved context
ci P c, which are sorted in descending order of
score, i.e., s1 ą s2 ą ¨ ¨ ¨ ą sn, we locate the
adjacent pair of passages with the largest gap in
retriever score î “ argmax ipsi ´ si`1q and per-
turb the passages ranked lower than î. In other
words, we choose α “ 1 ´ î{n for this example.
Intuitively, this approximates finding the largest
acceptable degree of noise that would still result in
sufficiently high ppŷ |x, c1

αq.

4 Results

We design evaluations to answer these research
questions:

• (RQ1) Does CORD pursue dual goals of CO
and RD effectively?

• (RQ2) Does CORD adaptively choose pc, c1q
pair in different scenarios?

• (RQ3) How can the noise degree α for inter-
polation be tuned per task or example?

4.1 Experimental settings
We have evaluated our proposed method on several
QA benchmarks: MS MARCO (Bajaj et al., 2018),
HotpotQA (Yang et al., 2018), NaturalQuestions

MN MN-IDK
Finetuning Method F1 Acc
CORD 58.71 98.83

+ Adaptive α 59.16 98.83

Table 4: Effect of dynamically adjusting α based on
retriever score.

(Kwiatkowski et al. (2019); NQ) as reorganized by
Liu et al. (2024). We further consider multi-needle
(MN) dataset, which is built following An et al.
(2024), as a scenario where irrelevant contexts are
prevalent and retriever prior is not meaningful.4

For evaluation, we used widely reported metrics
for each benchmark, namely ROUGE-L for MS
MARCO, exact match (EM) for HotpotQA, and
span-based exact match, or ‘accuracy’ for NQ. We
also adopted the evaluation protocol from Yang
et al. (2024) using GPT-4, allowing more flexibil-
ity in answers. For MN where answers typically
contain a few sentences, we report sentence-level
F1, and for MN-IDK, an unanswerable split of MN,
we report accuracy. Further details can be found in
Appendix A.

4.2 Results
Bias mitigation and rank distillation Table 2
shows that our proposed method outperforms the
baselines across all benchmarks, validating its ef-
fectiveness in pursuing dual goals of CO and RD.

In addition, Table 3 shows the importance of
denoising through consistency in rank distillation.
There is a clear performance gap between the
model trained on the given order c without augmen-
tation (second row), and those augmented (third
and fourth) on MS MARCO. This suggests that
even with a strong rank prior, consistency across
slight perturbation positively contributes to RD, by
mitigating potential bias from retriever or genera-
tor.

Adaptive pair selection CORD indeed selects
the proper teacher for enforcing consistency, while

4This corresponds to scenario B in Table 1 and Figure 3.
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Figure 4: (Top) On MS MARCO, the interpolated noise-
controlled perturbation c1

α (dark blue) is much more
likely to be paired with the given order c, than c1 (light
blue). (Bottom) The gap is much smaller on MN.

the tendency in choices exhibit clear difference
per different RAG scenario, as shown in Figure 4.
The ratio of c1

α paired with c is shown with dark
blue, while the ratio of c1 paired with c is presented
by light blue bar. Comparing MS MARCO (top)
and MN (bottom), it is clearly shown that c1

α is
much more likely to be paired with c in the former,
where the RD objective is more prominent. This
supports our rationale behind designing adaptive
teacher selection in Section 3.2.

Score-aware teacher sampling Table 4 shows
that score-aware dynamic adjustment of α, de-
scribed in Section 3.3 brings further gain; the effec-
tive mean value of α throughout the train set was
0.8, suggesting a larger portion of the ranking was
allowed to be perturbed.

5 Conclusion

We have presented CORD, to balance the tension
between CO (consistency) and RD (rank distilla-
tion) objectives in RAG. For the former, we aug-
ment order-perturbed contexts and add distillation
loss for explicit consistency regularization. For
the latter, CORD adaptively chooses desirable de-
gree of perturbation to prevent unlearning valuable
prior from the retriever. CORD consistently outper-
forms existing methods in diverse RAG scenarios.

Limitations

Whether our findings generalize over diverse mod-
els can be further explored. In addition, the pros
and cons of diverse mixing strategies for an inter-
polated sample space, such as employing another
retriever for mix, can be explored; we leave it as
future work.
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A Implementation Details

MN construction For MN data construction, we
generally followed the recipe from An et al. (2024),
with the subtle difference that Mixtral was used for
question and answer generation. When preparing
the MN dataset following An et al. (2024), we gen-
erally abide by their practices, while using Mixtral
as the LLM for question and answer extraction, and
employed GPT-4 to verify it. For the seed corpus,
we utilized the same realnewslike subset from
the C4 corpus as C. We refer the reader to their
original paper for more details.

In addition, to study how LLMs can be trained
to refuse to answer when there are insufficient evi-
dence provided, rather than to hallucinate, we split
the test set into two settings, answerable and unan-
swerable: In the latter, dubbed MN-IDK, the gold
segment s that provides the evidence to answer the
given question is omitted. Thus, the model is ex-
pected to answer it does not have enough evidence
in the contexts to provide the correct answer, or, ‘I
don’t know.’

Metrics The evaluation protocol involving GPT-
4 as the judge from Yang et al. (2024) evaluates
the correctness of the answer with greater flexibil-
ity, compared to the canonical lexical match based
metrics, and is known to align better with human
judgment. Also, it penalizes hallucinated response
more than simply abstaining.

While other benchmarks considered in this work
require shorter answers, expected answers in MN
and MN-IDK typically comprise of a few sentences:
thus, we report sentence-level F1 score for MN,
where GPT-4 was used as a judge in the same man-
ner as the method described above to decide each
sentence in the generated answer is supported by
the ground-truth (precision), and vice versa (re-
call). For MN-IDK, GPT-4 determined whether the
model response successfully refused to provide the
answer or not, and we reported the accuracy.

Prompts provided to LLM for both type of eval-
uation can be found in Appendix C.

Training For MS MARCO, HotpotQA and MN,
we finetuned Phi-3 3B model on their respective
train data: for MS MARCO, we used 20k examples
held out from v2.1 dev set for training, and used
non-overlapping subset for testing.

For training with CORD on MN, as described in
Section 3.2, we generated an artificial ranking over
the passages by reranking them with a ColBERT

variant model from Jina AI,56 which also provided
scores for each passage. This artificial ranking
serves as the opposite extreme of the interpolated
perturbation space, c1.

The base model, Phi-3 3B, was trained with
LoRA at bf16 precision. The relevant hyperparame-
ter configuration was as follows: for LoRA related
settings, we used rank of r “ 8, α “ 32, and
dropout rate of 0.1. For general configuration, we
used linear decay for scheduling with initial learn-
ing rate of 1e-4 and effective batch size of 4; we
trained the model for 5 epochs with weight decay
of 0.01 applied. For CORD-specific configuration,
we set coefficient for consistency loss strength λ as
10 and the noise degree for interpolating contexts
α as 0.5 throughout our experiments. We leave it
as future efforts to search for optimal configuration
for these values per different scenarios.

B Design of Consistency Loss

Using the loss from the first token of the answer
only also worked reasonably. We attribute this to
that contribution of the consistency loss terms from
earlier time steps, i.e., those from the beginning
of the ground-truth, are larger than that of those
from later time steps. The model output probability
distribution for time step t defined previously in
Section 3.1 is indeed conditioned on the shared
prefix of the ground-truth answer yăt: as more
tokens in the prefix are conditioned in both sides
as t increases, the distribution over the token to
be immediately followed ft would converge, as
less and less options would be part of a plausible
continuation of the answer. This results in terms
from later t contributing smaller to the total loss
Lcon, which is why dropping all of them but some at
the beginning, just one in the extreme case, suffices
to regularize the model output. It is consistent
with the findings from previous papers showed that
token-level distributional shift between the base
and finetuned LLM decreases over time step during
decoding (Lin et al., 2024).

While the benchmarks we have considered gen-
erally require rather short responses, it remains to
see if this mechanism of using the first time step
only for consistency loss computation also work
well for long-form answer generation tasks.

5huggingface.co/jinaai/jina-colbert-v2
6While our work is completely orthogonal to the choice

of retriever, we chose this lightweight model that reportedly
perform well across several IR benchmarks (Jha et al., 2024).
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Evaluation Prompt for Accuracy

# Task:
You are given a Question, a model Prediction, and a list of Ground Truth answers, judge whether
the model Prediction matches any answer from the list of Ground Truth answers. Follow the
instructions step by step to make a judgement.
1. If the model prediction matches any provided answers from the Ground Truth Answer list,
“Accuracy” should be “True”; otherwise, “Accuracy” should be “False.”
2. If the model prediction says that it couldn’t answer the question or it doesn’t have enough
information, “Accuracy” should always be “False.”
3. If the Ground Truth is “invalid question,” “Accuracy” is ‘True” only if the model prediction is
exactly “invalid question.”

# Output:
Respond with only a single JSON string with an “Accuracy” field which is “True” or “False.”

# Examples:
Question: how many seconds is 3 minutes 15 seconds?
Ground truth: [“195 seconds”]
Prediction: 3 minutes 15 seconds is 195 seconds.
Accuracy: True

Question: Who authored The Taming of the Shrew (published in 2002)?
Ground truth: [“William Shakespeare”, “Roma Gill”]
Prediction: The author to The Taming of the Shrew is Roma Shakespeare.
Accuracy: False

Question: Who played Sheldon in Big Bang Theory?
Ground truth: [“Jim Parsons”, “Iain Armitage”]
Prediction: I am sorry I don’t know.
Accuracy: False

Figure 5: Prompt for evaluating generated answer against ground-truths. Instances classified as ‘False’ are further
processed if the model responded with “I don’t know.”
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Evaluation Prompt for Sentence-level Precision/Recall

# Task: You are given a Question, a sentence from model Prediction, and the whole Ground
Truth answer that may contain several sentences. Judge whether the model Prediction sentence
is correctly based on the Ground Truth answer. Follow the instructions step by step to make a
judgment.
1. If the content of model prediction is fully implied by the ground truth answer, “Accuracy” should
be “True.”
2. If the content of model prediction contains any contradictory or unsupported claim compared to
the ground truth answer, “Accuracy” should be “False.”
3. If one of them states “I don’t know the answer,” “Accuracy” should be “True” if and only if the
other also states “I don’t know.”

# Output:
Respond with only a single JSON string with an “Accuracy” field which is “True” or “False.”

# Examples:
Question: What is the total amount that Flour Mills of Nigeria (FMN) Plc aims to raise through
equity funds over the next three years, and how will these funds be raised?
Ground truth: Flour Mills of Nigeria (FMN) Plc aims to raise up to N40 billion in equity funds over
the next three years. These funds will be raised through a rights issue, which will proportionately
allot shares to shareholders based on their shareholdings as of a pre-determined date. The board of
directors will monitor the capital market conditions to determine the appropriate time to launch the
first tranche of the new supplementary issue.
Prediction: The funds will be raised through a rights issue, which will proportionately allot shares
to shareholders based on their shareholdings as of a pre-determined date.
Accuracy: True

Question: According to the context, what recognition did Crowne Plaza Resort Salalah receive this
year and what natural phenomenon has enhanced the region’s beauty?
Ground truth: Crowne Plaza Resort Salalah was named “Oman’s Leading Resort 2018” by the
World Travel Awards this year. The natural beauty of the region has been enhanced by overflowing
springs and waterfalls due to the heavy rainfall brought by Cyclone Mekunu, causing the terrains
and mountains to turn lush green earlier than expected.
Prediction: The region’s beauty has been enhanced due to the hurricane Mekunu, which blew away
all the dirt with strong wind.
Accuracy: False

Question: Who played Sheldon in Big Bang Theory?
Ground truth: I don’t know the answer to that question.
Prediction: I am sorry I don’t know.
Accuracy: True
Question: According to the context, how did Bradley Cooper initially feel about not receiving an
Oscar nomination for his directorial debut in “A Star Is Born”?
Ground truth: Bradley Cooper initially felt embarrassed for not receiving an Oscar nomination
for his directorial debut in “A Star Is Born,” despite the film garnering critical acclaim and eight
nominations, including best picture, actor for Cooper, and actress for Lady Gaga.
Prediction: I don’t know the answer given the passages.
Accuracy: False

Figure 6: Prompt for evaluating sentence-level F1. To obtain precision, model generated sentence is compared
against the ground-truth response. For recall, ground-truth sentence is compared against model-generated response.
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C LLM Prompts

We provide prompts used for LLM-as-a-judge eval-
uation of accuracy (Figure 5) and sentence-level F1

score (Figure 6).
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