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Abstract

Humans are accustomed to reading and writing
in a forward manner, and this natural bias ex-
tends to text understanding in auto-regressive
large language models (LLMs). This paper in-
vestigates whether LLMs, like humans, strug-
gle with reverse modeling, specifically with re-
versed text inputs. We found that publicly avail-
able pre-trained LLMs cannot understand such
inputs. However, LLMs trained from scratch
with both forward and reverse texts can under-
stand them equally well during inference across
multiple languages. Our case study shows that
different-content texts result in different losses
if input (to LLMs) in different directions—
some get lower losses for forward while some
for reverse. This leads us to a simple and nice
solution for data selection based on the loss
differences between forward and reverse direc-
tions. Using our selected data in continued pre-
training can boost LLMs’ performance by a
large margin across different language under-
standing benchmarks.

1 Introduction

LLMs (Touvron et al., 2023; Jiang et al., 2023)
have shown impressive capabilities in various nat-
ural language processing tasks and beyond. These
capabilities are primarily attributed to the learn-
ing of extensive corpora that cover general world
knowledge (Kaplan et al., 2020). These corpora are
created in human society and often demonstrate
human bias, including inherently forward-oriented
human cognition (Bergen and Chan, 2005; De Ker-
ckhove and Lumsden, 2013), e.g., reasons may pre-
cede outcomes and solutions can be deduced from
given information in most cases of the grad school
math dataset (Mitra et al., 2024). In contrast, re-
verse thinking presents more cognitive challenges
due to its contradiction with innate common sense

∗The first two authors contributed equally to this work.
†Corresponding authors.

and human logic (Chen et al., 2024). It inspires us
to explore the following questions:

• Can LLMs perform reverse modeling or will
they face similar challenges as humans?

• Can reverse modeling benefit the learning of
LLMs?

To study this, we simulate reverse-modeling data
by directly reversing entire paragraphs or docu-
ments at the token level. Please note that this is
the simplest and extreme way, but may not be
the optimal way of emulating reverse thinking.
We train LLMs with these simulated texts and
conduct a comprehensive analysis. Overall results
indicate that LLMs learn forward- and reverse-
modeling texts equally well when trained from
scratch. However, performance varies across text
samples. Some are suited to reverse modeling,
while others favor forward modeling. Notably, we
find that the texts suited for reverse modeling are
often of high quality and more logically coherent.
Training on them, the original “forward-modeling”
LLMs can be improved. We perform empirical
validation on language understanding benchmarks,
such as Massive Multitask Language Understand-
ing (MMLU) (Hendrycks et al., 2020). In summary,
this paper has two main contributions.

• We examine how LLMs process and learn
from text in both forward and reverse direc-
tions, demonstrating consistent patterns across
multiple languages.

• We show that strategically selecting training
data based on the losses of forward- and
reverse-modeling leads to improved model
capabilities.

2 Related Work

In this paper we utilize the reverse text for model
training. Previous work on reverse inputs falls into
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three main areas. The first area involves the use of
reverse text in machine translation. Studies show
that using decoders to process text both left-to-
right and right-to-left within an encoder-decoder
framework improves machine translation perfor-
mance (Zhou et al., 2019; Gu et al., 2019), a finding
later extended to LLMs (Nguyen et al., 2024). Con-
currently, (Wu et al., 2018) examines the relation-
ship between error propagation and reverse direc-
tion decoding in machine translation. The second
area focuses on the reversal curse (Berglund et al.,
2023; Zhu et al., 2024), where an LLM trained to
understand “A is B” may struggle to generalize
to “B is A”. Reversing the text is proposed as a
solution to this problem (Golovneva et al., 2024;
Guo et al., 2024). These two streams of work fo-
cus on machine translation or the reversal curse.
Third, a recent work (Papadopoulos et al., 2024)
also explores the direction of input text, but there
are two key differences compared to ours: (1) Our
work is inspired by the concept of reverse thinking,
while the reversed input is one simulating solution;
(2) We further analyze it across different domains
and inference steps and discover a valuable tool for
assessing data quality.

Our applications are partially related to the se-
lection of training data for LLMs, which is di-
vided mainly into heuristic and model-based meth-
ods (Longpre et al., 2024). Heuristic methods fil-
ter out low-quality data by defining various rules,
such as the ratio of nouns and verbs (Raffel et al.,
2020; Penedo et al., 2023; Chowdhery et al., 2023;
Sharma et al., 2024). Model-based methods filter
data by training selection models or based on the
perplexity of language models (Wenzek et al., 2020;
Xie et al., 2023; Wettig et al., 2024). However, our
data selection method is an extra bonus derived
from the reverse modeling analysis.

3 Experimental Settings

Forward and Reverse Training. Given a origi-
nal text, it can be represented as a sequence after
tokenization, which is used for forward training. To
perform reverse training, we directly reverse the
original token sequence to construct a reverse train-
ing sample. While some studies explore keeping the
original orders of detected words or entities during
reverse (Golovneva et al., 2024; Guo et al., 2024),
we choose the simplest operation to avoid the vari-
ous performance of detection modules in different
domains and languages. The Llama2-7B (Touvron
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Figure 1: Pre-training loss for both continued setting
and from-scratch settings in English.

et al., 2023) (or the randomly initialized version) is
selected as the default backbone in this paper.

Datasets. In Research Question (RQ) 1, we
used the multilingual mC41 (Raffel et al., 2020)
dataset to compare LLMs’ ability to handle for-
ward and reverse texts under continued and from-
scratch pretraining settings. In subsequent experi-
ments, we used the English SlimPajama2 (Soboleva
et al., 2023) dataset, which includes seven differ-
ent source domains. Testing LLMs trained on the
multilingual mC4 dataset with samples from the
SlimPajama dataset can further confirm our find-
ings are general. More details are in Appendix A.

4 Experiments

RQ1: Can LLMs perform reverse modeling?

To explore LLMs’ reverse modeling capabilities,
we investigate two pre-training approaches: (1) con-
tinued training from a well-trained model check-
point and (2) pretraining from scratch with ran-
dom initialization. Specifically, we train models
fed with forward input and reverse text using the
two approaches separately. Figure 1 compares train-
ing losses (average sample losses within training
batches) for English using both methods on the
mC4 dataset, while Figure 7 in the Appendix B
shows analogous results for other languages.

In the continued pretraining setting, the forward
loss for forward-modeling remains stable due to
extensive training in the initial pretraining stage.
In contrast, the reverse loss for reverse modeling,
initially high, decreases rapidly after a few train-
ing steps. Notably, the forward loss is consistently
lower than the reverse loss during continued pre-
training. We speculate this occurs because the ini-
tial pretraining corpora consists entirely of forward-
direction texts, imparting a natural directional bias
to the LLMs. Consequently, the models find pro-

1English, German, Korean, Arabic from https://
huggingface.co/datasets/allenai/c4

2We use the widely-used public sampled version for
experiments: https://huggingface.co/datasets/
DKYoon/SlimPajama-6B
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Text Favoring Reverse (Low Reverse Loss) Text Favoring Forward (Low Forward Loss)

Whether you like it or not, your garden is an open park for
all of nature’s creatures. ... Let’s take a few minutes to learn
all about ladybugs in your garden. Are Ladybugs Good for
your Garden? ... Now that you know all about ladybugs and
their role in controlling the aphid population, you may be
interested in attracting ladybugs to your garden. ...

Ubuntu Manpage:
phm2helix - calculate projections through a time varying
phantom object. ... phm2helix - calculate projections through
a time varying phantom object. ... phm2pj calculates projec-
tions through a time varying phantom object. ...

Table 1: We sample one text favoring reverse and one favoring forward, using “...” to omit sentences while preserving
the main structure. Texts favoring reverse are often structured with clear logic flows, but texts favoring forward rely
heavily on formatting to convey their sequential flow. More multilingual cases are shown in the Appendix B.
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Figure 2: Loss difference distribution across domains.

cessing reverse information more challenging, sim-
ilar to human difficulties with reverse thinking.

Interestingly, in the from-scratch pretraining, the
loss curves for both text directions converge almost
identically. This pattern, also observed in other lan-
guages, indicates that LLMs can learn to process
forward and reverse-modeling inputs with similar
proficiency. This is because the model learns from
both forward and reverse texts simultaneously with
randomly initialized parameters, avoiding the ini-
tial forward-direction bias in well-trained models.

RQ2: Does data domain influence the ability of
LLMs’ reverse modeling?

Based on the observation in RQ1, we focus on
the from-scratch pretraining setting, where trained
LLMs show almost equal losses from both forward
and reverse directions. This raises the question of
whether reverse loss consistently equals forward
loss across all texts or if there are instances where
reverse learning incurs a lower or higher loss. To ex-
plore this, we use the SlimPajama (Soboleva et al.,
2023) text dataset, which covers a broad range of
domains, for case-level evaluation.

Given a text sequence represented by tokens
{V1, V2, · · · , VN}, for each position t in the se-
quence (0 ≤ t ≤ N ), a LLM can generate a
probability distribution over possible next tokens.
We compute the cross-entropy loss at each posi-

tion t, resulting in two sequences of loss values:
{F1, F2, · · · , FN} for the forward sequence and
{R1, R2, · · · , RN} for the reverse sequence.

We first compute the average loss difference
(computed as 1

N (
∑N

i=1 Fi −
∑N

i=1Ni)) for each
text and associate each text with its corresponding
data source label. The overall case-level loss differ-
ence distribution across different source domains
is shown in Figure 2. Observed that the loss differ-
ences of the text samples are centered around zero,
showing an approximately normal distribution. Im-
portantly, this indicates that reverse-direction loss
is not universally higher than forward-direction
loss. In fact, for over half of the texts, reverse pre-
diction of the next tokens is comparatively easier.

As indicated in Figure 2, compared to web-
scraped corpora such as Wikipedia and Common
Crawl, the distributions of loss differences from
Book and ArXiv are generally less skewed towards
easier forward-modeling. Furthermore, a larger pro-
portion of texts in Book and ArXiv are easier to
predict in the reverse direction compared to the for-
ward direction. Considering that texts from books
and academic papers are typically of higher qual-
ity than web-scraped texts, we speculate that texts,
where reverse prediction is more effective, are gen-
erally more coherent, naturally flowing. Table 1
summarizes the randomly selected examples from
the reverse easier and forward easier texts. The
reverse easier texts display a coherent structure
and smooth flow, making them easy for readers to
follow. In contrast, the forward easier texts are rel-
atively low-quality, less coherent, and often repet-
itive. This conjecture is also reflected in domains
related to code, StackExchange, and Github. From
the perspective of natural language, code often fea-
tures monotonous syntax and repetitive vocabulary.

From the perspective of human forward think-
ing and its reflection in written texts, the forward-
direction prediction task, which involves predicting
the future from the present, is inherently more chal-
lenging. Conversely, the reverse-direction token
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Figure 3: Assumptions on the step-by-step loss dynam-
ics of full text data during decoding.
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Figure 4: Empirical step-by-step loss dynamics of full
text data during decoding.

prediction operates from known outcomes back to
their origins, potentially simplifying the task.

RQ3: What features make texts easier to process
in the reverse direction?

To further validate our hypothesis, we conduct
a detailed analysis of step-by-step loss changes
during token decoding. While the aggregated
view in RQ2 is informative, it hides the under-
lying step-by-step dynamics of the loss. Given
m text sequences in the SlimPajama dataset, we
can obtain the two step-by-step loss sequences

{
∑m

j=1 F
j
1

m ,
∑m

j=1 F
j
2

m , · · · ,
∑m

j=1 F
j
N

m } for the forward

modeling and {
∑m

j=1 R
j
1

m ,
∑m

j=1 R
j
2

m , · · · ,
∑m

j=1 R
j
N

m }
for the reverse modeling. We exclude the first and
last tokens with step loss = 0 to avoid sharp changes
at the start and end. To account for different text
lengths, we normalize the steps of all texts to the
interval (0, 1).

Given our findings that LLMs can effectively
learn both forward and reverse modeling when
trained from scratch, we initially hypothesize a
straightforward relationship between the step-by-
step loss of two directions, which is shown as as-
sumption (a) in Figure 3. The assumption (a) is that
forward and reverse modeling would exhibit similar
loss patterns throughout the sequence, explaining
the near-zero mean difference in average losses in

RQ2. However, our empirical results, presented in
Figure 4, reveal a more nuanced dynamic. The re-
sults instead support assumption (b) in Figure 3: re-
verse prediction becomes progressively more accu-
rate as contextual information accumulates, while
forward prediction maintains consistent difficulty
levels across the sequence. These trajectories inter-
sect at a critical intersection point, before which
reverse prediction shows higher loss values, and
after which it demonstrates lower loss values com-
pared to forward prediction. Note that this pattern
emerges consistently across all the texts. It is a sta-
tistical characteristic of all the texts in our datasets
and is independent of text quality, representing a
fundamental difference of LLM’s forward- and
reverse-modeling behaviors.

To further understand this dyanmic, we analyze
extreme cases (those in the top and bottom 10%
of average loss differences) to identify the features
that drive these divergent patterns and to examine
how these dynamics change in extreme cases. A
straightforward hypothesis (assumption (c) in Fig-
ure 5) would suggest that extreme cases simply
shift the reverse loss curve vertically while main-
taining its shape, with top-10% cases shifting up-
ward and bottom-10% cases shifting downward.
Under this hypothesis, the intersection point be-
tween forward and reverse loss curves would show
small distance changes. However, our findings in
Figure 6 contradict this hypothesis and instead sup-
port assumption (d) in Figure 5: extreme cases pri-
marily result in large horizontal shifts of the reverse
loss dynamic, while the forward loss dynamic re-
mains stable (simple vertical shift). In cases where
forward loss substantially exceeds reverse loss (top-
10% cases), we observe that reverse loss decreases
rapidly, with the intersection point occurring very
early in the sequence. Conversely, in cases where
reverse loss is larger (bottom-10% cases), the inter-
section point is delayed until near the sequence end,
with reverse loss consistently exceeding forward
loss throughout most of the process.

The results shows that while the average loss
difference is an aggregated metric, it effectively
indicates different patterns in step-by-step loss dy-
namics. With our case studies in Table 1, we find
the obvious text quality differences between the
reverse-favoring cases and forward-favoring cases.
This finding suggests that text quality is the key
feature influencing the loss dynamics and the po-
sitions of intersection points. Our analysis also re-
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Model & Strategy Stem Humanities Social Science Other Average

Original Llama2-7B 35.84 50.60 50.46 48.10 45.29
CT w/ All SlimPajama-6B 36.15 46.74 49.03 46.63 43.85
CT w/ Random 1B 35.73 46.16 48.40 47.08 43.57
CT w/ PPL Lowest Ranked 1B 36.24 45.79 47.57 45.53 43.09
CT w/ S Lowest Ranked 1B 34.04 45.94 45.66 42.93 41.38
CT w/ S Highest Ranked 1B 37.15 50.93 50.63 49.82 46.24

Table 2: Results (Accuracy%) on the MMLU benchmark among different data selection strategies on LLaMA2-7b
continued pre-training (CT). S is our proposed quality score simply computed by Forward Loss - Reverse Loss.
More results with different backbones across various benchmarks are shown in Appendix C.
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Figure 5: Assumptions on the step-by-step loss dynam-
ics of selected texts with the Top-10% and Bottom-10%
loss differences during decoding.
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Figure 6: Empirical step-by-step loss dynamics of se-
lected texts with the Top-10% and Bottom-10% loss
differences during decoding.

veals a key insight: texts exhibiting early intersec-
tion points in their loss dynamics typically have
higher loss differences and correspond to higher
quality content. This relationship enables us to use
the loss difference as a quality score for text quality
assessment.

Application: Texts favoring reverse modeling can
improve original LLMs.

As analyzed in RQ3, coherent and logical texts
tend to have lower reverse losses compared to
forward losses. Thus, given a training sample
and a LLM model pre-trained from scratch with
both forward and reverse training, we can define
a simple quality score S using the loss differ-
ence S = Avg. Forward Loss - Avg. Reverse Loss,
computed as S = 1

N (
∑N

i=1 Fi −
∑N

i=1Ni). Ac-

cording to our prior analysis, A higher S indicates
that the text, which supports reverse modeling bet-
ter, signifies a high-quality sample.

To further verify this assumption, we conduct
continued pre-training on the publicly released
Llama2-7B. Using the SlimPajama-6B (Soboleva
et al., 2023) as training data, we select 1B to-
kens with the lowest and highest S scores, respec-
tively. The model’s performance is evaluated on
MMLU (Hendrycks et al., 2020). We also compare
this with the following data selection strategies: (1)
Random 1B: randomly sample 1B tokens, (2) Per-
plexity Lowest Ranked 1B: select the 1B tokens
with the lowest perplexity by Llama2-7B.

The results from Table 2 show that the quality of
training data significantly affects the performance
of LLMs. Our high-quality data selection strategy
(S Highest Ranked) outperforms other baselines,
achieving the highest accuracy across various tasks
on MMLU. Since the overall text quality of the
SlimPajama 6B dataset is inferior to the text qual-
ity used in the pretraining of Llama2-7B, using the
full 6B dataset does not improve over the origi-
nal Llama2-7B. This suggests that the presence of
low-quality data in unfiltered training sets degrades
performance, as evidenced by the significant perfor-
mance decline with low-quality selection strategy
(S Lowest Ranked). This experiment supports the
hypothesis that texts more effectively modeled by
reversing are of higher quality and more beneficial
for LLMs in acquiring world knowledge.

5 Conclusions

In conclusion, our results demonstrate that LLMs
can learn from both forward and reverse-modeling
texts with comparable proficiency when trained
from scratch. This study also highlights the poten-
tial benefits of incorporating training data that fa-
vors reverse modeling. Our findings underscore the
importance of exploring diverse reverse modeling
frameworks to enhance the capabilities of LLMs.
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Limitations

While our study demonstrates promising results
in training LLMs with reverse modeling, several
limitations should be acknowledged to provide a
comprehensive understanding of the findings and
guide future research.

Firstly, the simulation of reverse modeling by
simply reversing token sequences may not fully
capture the complexity and nuances of true reverse
thinking processes. This approach reduces reverse
modeling to a syntactic level, potentially overlook-
ing deeper semantic and contextual factors intrinsic
to human reverse modeling.

Secondly, the evaluation metrics used in our
study, such as performance on downstream bench-
marks like MMLU, may not fully encompass the
benefits or limitations of reverse modeling. These
metrics primarily measure specific aspects of lan-
guage understanding and reasoning, potentially
overlooking other critical dimensions influenced
by reverse modeling, such as creativity or problem-
solving skills.

Lastly, our research does not address the poten-
tial computational and resource challenges associ-
ated with training LLMs on reverse texts. The in-
creased complexity and processing demands could
pose significant barriers to practical applications,
particularly in resource-constrained environments.

In conclusion, while our findings offer valuable
insights into the potential of reverse modeling in
LLMs, addressing these limitations is crucial for ad-
vancing this line of research. Future studies could
aim to develop more sophisticated methods for sim-
ulating reverse modeling, explore diverse and nat-
urally occurring datasets, and consider a broader
range of evaluation metrics to fully understand and
harness the benefits of reverse modeling in LLMs.
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A Implementation Details

In our initial experiments, we explore the effects
of a higher learning rate (2e−4) and extend the
training epochs (2 epochs) in a continued training
setting. This exploration is based on the assumption
that reverse modeling might need more epochs or
a higher learning rate than forward modeling to
overcome the pre-trained directional bias. While
this increases the convergence speed, the final loss
is nearly the same as when using a lower learning
rate or a single training epoch.

Thus, to ensure consistency in our comparisons,
we fix the learning rate as 5e−5 and set the batch
size to 48 (with each batch consisting of 48 para-
graphs). Following established practices in LLM
training (Touvron et al., 2023; Chowdhery et al.,
2023), we train for one epoch in all experiments.
The number of training steps depends on the size
of the data set and the batch size. For instance,
training on a dataset with 1 billion tokens requires
approximately 2, 400 steps with our hyperparame-
ter settings.

We use Llama2-7B (Touvron et al., 2023) as
the LLM backbone for Research Questions 1–3
(Section 4). All experiments are conducted using 8
NVIDIA A100-SXM-80GB GPUs, and the applica-
tion experiments in Section 4 also use the Llama2-
7B model.

B Multilingual Experimental Results

We show the pre-training losses for both contin-
ued and from-scratch training across additional
languages, including German, Korean and Arabic,
in Figure 7. Note that Arabic texts tokenized by
Llama2 tokenizer have the same orientation as En-
glish, with tokens from the first logical sentence
of a paragraph positioned on the left rather than
the right. Consistent with our findings in RQ1,
Section 4, the forward loss during continued pre-
training remains lower than the reverse loss. How-
ever, in the from-scratch setting, the loss curves for
both directions converge similarly. These results
further confirm that LLMs can effectively learn
to handle both forward and reverse inputs with
comparable proficiency when trained from scratch,
regardless of languages.

We randomly sample additional multilingual
cases (German, Korean, and Arabic), as shown in
Tables 4-7. Across all four languages, we observe a
consistent pattern: Texts favoring reverse modeling
tend to exhibit clear logical structures, while those

Model & Strategy MMLU AGIEval BBH BoolQ

Llama2-7B

Random 1B 43.57 26.53 42.33 74.86
Lowest Ranked 1B 41.38 25.56 38.26 73.96
Highest Ranked 1B 46.24 27.07 43.79 75.44

Mistral-7B

Random 1B 35.45 40.97 43.45 77.34
Lowest Ranked 1B 34.99 38.85 42.17 75.29
Highest Ranked 1B 36.66 42.86 44.98 78.56

Llama3-8B

Random 1B 58.94 - - -
Lowest Ranked 1B 58.54 - - -
Highest Ranked 1B 59.49 - - -

Table 3: Experimental results using three different LLM
backbones on the MMLU, AGIEval, BBH, and BoolQ
benchmarks. However, we exclude Llama3-8B’s results
on AGIEval, BBH, and BoolQ, as the evaluation sets
for these benchmarks are found to overlap significantly
with its training data (contaminated rates: 98%, 95%,
and 96%, respectively) (Dubey et al., 2024).

favoring forward modeling rely more on repetitive
formatting to emphasize their sequential flow.

C More Results with Different LLM
Backbones on Different Benchmarks

Besides the MMLU (Hendrycks et al., 2020)
benchmark, we also evaluate our proposed data
selection application on three benchmarks, i.e.,
AGIEval (Zhong et al., 2024), BBH (Suzgun et al.,
2023) and BoolQ (Clark et al., 2019), using dif-
ferent LLM backbones including Llama2-7b (Tou-
vron et al., 2023), Mistral-7b (Jiang et al., 2023)
and Llama3-8b (Dubey et al., 2024).

The experimental results are shown in Table 3.
Our high-quality data selection strategy (Highest
Ranked) consistently outperforms other approaches
across various benchmarks, regardless of the LLM
backbone used. These results support our hypothe-
sis that texts better modeled by reverse prediction
yield higher quality data, which in turn enhances
the LLMs’ ability to acquire world knowledge.
Notably, the ranked score, S = Forward Loss
- Reverse Loss, is computed and fixed using the
Llama2-7b model throughout the experiments. This
highlights the strong generalization capability of
our method, as the high-quality data selected by
one LLM can be effectively transferred to another.
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Figure 7: Pre-training losses for both continued and from-scratch training settings in four additional languages. The
patterns are consistent with the results observed in English.

System Prompt:

You are an expert in text quality checking. You need to score a given text used for large language model training from 1 
to 10 according to the following factors:

1. Grammar: The spelling and grammar of the text, punctuation/formatting issues.
2. Level of detail: Is the text simple or does it go more in-depth? 
3. Genre: If the text is the genre/domain/style/formality that the reader expects, adheres to style norms. 
4. Repetition: Words/phrases/content repeated itself.
5. Factuality: The accuracy of the text, whether it describes things that are “true.”
6. Consistency: How the text relates to the context and other pieces of the text.
7. Common Sense: Whether the text “makes sense” within the world that it is written.
8. Coherence: The structure and coherence of the text. Order issues go here. 
9. Writer intent and expression: Speculating about writer’s intent or capabilities. 
10. [Most Important Factor] Quality for LLM Training: this text will be used for LLM Training by causal language 
modeling. 

Please remember to give score strictly, score to differentiate the samples, and prevent to give most of the cases similar 
score. 
Output in one-line JSON format: {"score": "<score>”, {”reason": "<reason>"}

Figure 8: The prompt used for text qualitative evaluation using GPT-4 API. The 1-9 factors follows the designed
evaluation labels in (Clark et al., 2021), and we add an extra “Quality for LLM Training” into the evaluation factors.

D Qualitative Analysis

Many open-source LLMs use data classifiers for
selection and cleaning, but the specifics of their
training processes are often proprietary and not
fully detailed in technical reports (Touvron et al.,
2023; Jiang et al., 2023; Dubey et al., 2024). Thus,
we expand our experiments using the GPT-4 API 3

to directly evaluate the quality of texts from the
Lowest Ranked 1B and Highest Ranked 1B texts,
in line with previous studies (Clark et al., 2021;
Cornelius et al., 2024). We randomly select 1, 000
samples from each dataset and apply a predefined
prompt (shown in Figure 8) to assess each sample.
The GPT-4 API assigns a quality score ranging
from 1 to 10, based on criteria for high-quality

3https://platform.openai.com/docs/
api-reference/

text defined in (Clark et al., 2021), along with an
additional criterion for “quality for LLM training”.

The results show that the Highest Ranked 1B
dataset achieves an average score of 6.7, while the
Lowest Ranked 1B and Random 1B datasets scored
4.9 and 6.15, respectively. These findings further
suggest that texts favoring reverse modeling are of
higher quality and more suitable for LLM training.

E Smaller LLM as Backbone Model

We also conduct experiments on the TinyLlama-
1.1B model (Zhang et al., 2024) under the same
protocols used in Section 4 4. Figure 9 shows that
the loss trend of TinyLlama-1.1B is similar to that
of the larger Llama2-7B model. It indicates that
even with smaller models, both forward and reverse
modeling can be effectively handled in the from-
scratch training setting. Next, we recalculate the
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Figure 9: Pre-training loss in the from-scratch setting
using English data on TinyLlama-1.1B. The forward
and reverse losses are nearly identical, aligning with
findings from larger LLM models.

quality score S = Forward Loss - Reverse Loss
for each case of the SlimPajama (Soboleva et al.,
2023) dataset and select the lowest-ranked 1B and
highest-ranked 1B data based on the recalculated
scores. Notably, the overlap ratios of the selected
cases are 91.27% and 94.58% when compared to
Llama2-7B. This demonstrates that our method is
model-agnostic, enabling smaller models to effi-
ciently identify high-quality data for training larger
models in practice.
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Language Texts Favoring Reverse (Low Reverse Loss) Texts Favoring Forward (Low Forward Loss)

English

Have you ever wondered why cultures in the hottest locations on earth
eat hot and spicy foods? Why is it that people in Central and South
America, India, Africa, Southeast Asia and the Caribbean eat foods
flavored with hot chile peppers and spices that make you sweat? There
is a reason, and it’s actually pretty smart when you think about it
— spicy foods make you sweat, which in turn helps you cool down
faster. It’s as simple as that! Though you may be inclined to cool down
with a tall glass of iced tea, ice cream or watermelon on a sweltering
summer’s day, the effect isn’t lasting. After a while you’re back to
where you started — hot and bothered. That’s because your internal
temperature is cooled too rapidly, and your body ends up compensating
by raising your temperature. As a result, you feel hotter. Eating spicy
foods works differently — it raises your internal temperature to match
the temperature outside. Your blood circulation increases, you start
sweating and once your moisture has evaporated, you’ve cooled off.
Scientists call the phenomenon “gustatory facial sweating,” because
indeed you usually start sweating in the face first. Even though eating
spicy foods on a hot day isn’t the most pleasant for many people, it
may be worth doing because after sweating it out you do actually cool
down. What do you think: is it worth it?

GET $2000 CASHBACK!!!! Nissan Qashqai combines stunning looks,
efficient aerodynamics, and advanced technology to help you enjoy
enlightened driving at its best. And thanks to Nissan Intelligent Mo-
bility, you’ll feel more confident and connected than ever. Loaded
with the state of the art features including: -5 Star ANCAP Safety Rat-
ing -Forward-Collision Warning -Flat-Bottom Steering Wheel -Black
Leather-accented Seat and Steering Wheel Trim -Individually Heated
Front Seats -Dual Zone Climate Control -7?809D Touch Screen Display
-Satellite Navigation -Digital (DAB ) Radio -Intelligent Around-View
Cameras -Blind Spot Alert -Rear Cross-Traffic Alert -Rear Privacy
Glass -Fog Lights -Roof Rails -18?809D alloy wheels -LED Daytime
Running Lights and Taillights -ISOFIX Child Restraint anchorage -
Vehicle Dynamic Control -Cruise control with digital speedometer
-Bluetooth hands free system with audio streaming -6 speaker sound
system -AUX/iPod connectivity -Power windows -Power mirrors and
much more! Located on Road in , close to public transport and free-
ways, and only a 25 minute drive from the CBD, we have been selling
and servicing Nissan vehicles across Melbourne for over 25 years.

The kinetic equations for clean superconductors (I ≫ ξ) are derived.
Expanding the equations for the time dependent Green functions in
the quasiclassical parameter, the new contributions are found which
contain the derivatives of the distribution functions with respect to the
quasiparticle momentum. The transition from the ultra-clean case (no
relaxation) to a relaxation-dominated behavior, for which the kinetic
equations coincide with the usual quasiclassical approximation, occurs
for the relaxation time of the order of ℏEF/∆2. The kinetic equa-
tions can be used for various dynamic processes in superconductors
including the flux-flow Hall effect. The derived equations, after neces-
sary modifications for the p-wave pairing, are especially suitable for
nonstationary problems in the theory of superfluidity of 3He.

Our Cartridges for Lexmark X2250 are great value with super fast
delivery! Cartridges for Lexmark X2250 are among our thousands
online products. With our huge range and simple website, it is easy to
find all the cartridges you need for any other printers you may have.
Together with our most competitive prices, we are sure to be your
one-stop online store! Cartridges for Lexmark X2250 are covered by a
60 days warranty. If the product you received is faulty, please contact
us to organise a replacement or refund. Please refer to our Warranty
Return. When will my Cartridges for Lexmark X2250 be delivered? In
most cases you will receive your Cartridges for Lexmark X2250 the
next working day, or within 3 days if outside the next day express post
network. It might takes up to 6 days for some remote areas.

How is this club different from standard Toastmasters Clubs? As an
Advanced Toastmasters Club, Professional Speakers Frankfurt is only
open to experienced members who have completed the Toastmasters
Competent Communicator level or are advanced speakers with proven
experience outside the Toastmasters world. Therefore, we can focus
on more advanced issues. Rather than having the majority of speeches
from the Competent Communicator manual we focus on advanced
projects or practice speeches outside of Toastmasters manuals. We
prepare members for speech competitions or help someone with an
upcoming professional or other important speech. Instead of having
only one evaluator, all attendees will get the chance to provide feed-
back. Depending on the objectives of the speaker, the group might
be divided into task forces to keep an eye on particular aspects and
debrief the speaker afterward. We also use video recording to provide
in-depth analysis of a speaker’s performance. Sounds boring? In fact,
it isn’t. For a speech to become great, it has to go through multiple
iterations. In our club, we give members the opportunity to repeat a
speech and incorporate the feedback they’ve received. We hold regular
advanced workshops run by members or outside experts on specific
speech-related topics. We encourage our members to participate in
Toastmasters speech contests and dedicate special time to prepare
candidates. We will develop a peer coaching system through which
members continuously coach each other. We will set up a Speakers
Bureau, and members will be able to present and promote themselves
and as speakers on the Club website and through the Club’s online
channels.

Rent a Dumpster in Oswego Now! Simply give us a call and we will
answer any questions you may have about the Oswego dumpster rental
procedure, allowed materials, size you may need, etc. Our roll off con-
tainers can usually be delivered in Oswego the day after you place your
order. Make sure to call us early to ensure timely delivery. Whether or
not you require a long-term or roll-off dumpster is dependent upon the
type of job and service you need. Long-Term dumpster service is for
ongoing demands that last more than simply a few days. This includes
matters like day-to-day waste and recycling needs. Temporary service
is precisely what the name suggests; a one time need for project-special
waste removal. Temporary roll off dumpsters are delivered on a truck
and are rolled off where they’ll be utilized. These are typically larger
containers that may manage all the waste that comes with that specific
job. Long-Term dumpsters are generally smaller containers because
they’re emptied on a regular basis and so don’t need to hold as much at
one time. Should you request a permanent dumpster, some firms require
at least a one-year service agreement for this dumpster. Rolloff dump-
sters only require a rental fee for the time that you keep the dumpster
on the job. If you want to rent a dumpster in Oswego, you will find that
costs vary significantly from state to state and city to city. One means
to get genuine estimates for the service you need would be to telephone
a local dumpster company and ask regarding their costs. You can also
request a quote online on some sites. These sites may also contain full
online service that is constantly open. On these sites, you can choose,
schedule and pay for your service whenever it’s convenient for you.
Variables which affect the price of the container contain landfill fees
(higher in some areas than others) as well as the size of the container
you opt for. You also need to consider transportation costs as well as
the kind of debris you will be placing into your container.

Complete replacement of factory floor automation systems program for
the largest auto plant in North America. It was a body assembly plant,
a paint plant and a final assembly plant. The size of the plant was being
doubled to accommodate a new model. With less than three months to
go, the launch was in jeopardy because the systems were not ready for
installation. Failure to install would delay the new model six months.
An unsuccessful installation would shut the plant down.

With SoundcloudToMp3 you can convert and download music in High
Quality MP3 format. Download tons of music from Soundcloud with
our Soundcloud Downloader and listen to them from anywhere by
storing them on your iPod, computer or phone using our ultra fast
downloading service. SoundCloud is audio distribution site, where
users can record, upload and promote their sound tracks. SoundCloud
allows you to listen as many tracks you can but it does not allow
sound track download. Enter the Soundcloud URL that you wish to
convert & Download. Click "Convert it" to start the conversion process.
Click "Download Mp3" to download the file. Once complete you will
have final download link for converted sound. Highly Secure and high
speed. Mp3 Converter supports a wide variety of modern browsers and
devices.

Table 4: Case study in English. The texts favoring reverse are typically high-quality and well-suited for LLM
training. In contrast, those favoring forward modeling often exhibit repetition and occasional lapses in logic and
coherence, which can negatively impact LLM training.
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Language Texts Favoring Reverse (Low
Reverse Loss)

Translation Texts Favoring Forward (Low
Forward Loss)

Translation

German

In aller Munde, in aller Ohren –
an Jonas Kaufmann kommt man
derzeit nicht vorbei. Startenor,
Herzensbrecher, ein echtes
Münchner Kindl noch dazu, hat
sich Kaufmann in die interna-
tionale erste Riege gesungen.
„Seine Intensität und seine
Eleganz, die Geschmeidigkeit
seiner Stimme und seiner
Körpersprache, kombiniert mit
seiner Musikalität und seinem
strahlenden Aussehen, machen
ihn zum Inbegriff des Opernstars
im 21. Jahrhundert“, schwärmte
der Herausgeber der Opera News.
Und so wird Jonas Kaufmann
seit geraumer Zeit weltweit
gefeiert – nicht nur an den
größten Opernhäusern, sondern
auch als Protagonist in Gustav
Mahlers „Lied von der Erde“,
als Interpret von Hugo Wolfs
„Italienischem Liederbuch“ oder
als leidenschaftlicher Tenor,
wenn er in einer Hommage an
die unsterbliche Musik Italiens
ihren Evergreens eine besondere
Magie verleiht. ...

On everyone’s lips, in everyone’s
ears – it’s impossible to over-
look Jonas Kaufmann at the mo-
ment. Star tenor, heartthrob, and
a true Munich native, Kaufmann
has sung his way into the inter-
national top ranks. ’His inten-
sity and elegance, the smoothness
of his voice and body language,
combined with his musicality and
his radiant appearance, make him
the epitome of the 21st-century
opera star,’ enthused the editor
of Opera News. And so, Jonas
Kaufmann has been celebrated
worldwide for quite some time
– not only at the greatest opera
houses, but also as the lead in
Gustav Mahler’s “Das Lied von
der Erde”, as an interpreter of
Hugo Wolf’s “Italian Songbook”,
or as a passionate tenor when he
lends a special magic to Italian
evergreens in a tribute to the im-
mortal music of Italy. ...

... Urlaubsangebote für Yaroslavl
Spielen Sie mit dem Gedanken,
eine Reise nach Yaroslavl zu
buchen? Ob Sie einen Roman-
tikurlaub, eine Familienreise
oder ein All-Inclusive-Paket
planen, die Pauschalreisen
nach Yaroslavl auf TripAdvisor
machen die Reiseplanung einfach
und erschwinglich. Vergleichen
Sie Hotel- und Flugpreise für
Yaroslavl und finden Sie so
auf TripAdvisor die perfekte
Pauschalreise nach Yaroslavl.
Reisende wie Sie haben 7.983
Bewertungen geschrieben und
10.284 authentische Fotos für
Hotels in Yaroslavl gepostet.
Buchen Sie Ihren Urlaub in
Yaroslavl noch heute! Fam-
ilienfreundliche Hotels in
Yaroslavl “Gute Lage, ein Park
und Kotorosl Ufer fußläufig
gut erreichbar. Zimmer sind
sauber und werden immer gut
aufgeräumt. Ein sehr bequemes
Bett, das man sehr selten findet.
Auch einen sehr guten und ...

... Holiday Offers for Yaroslavl
Are you thinking about book-
ing a trip to Yaroslavl? Whether
you are planning a romantic get-
away, a family trip, or an all-
inclusive package, the vacation
packages to Yaroslavl on Tri-
pAdvisor make planning your
trip easy and affordable. Com-
pare hotel and flight prices for
Yaroslavl, and find the perfect
package on TripAdvisor. Travel-
ers like you have written 7,983 re-
views and posted 10,284 authen-
tic photos of hotels in Yaroslavl.
Book your vacation to Yaroslavl
today! Family-Friendly Hotels in
Yaroslavl “Good location, with
a park and the Kotorosl River-
bank within walking distance.
The rooms are clean and always
well-maintained. A very comfort-
able bed, which is hard to find.
Also, a very good and...” ...

... Elisabeth von Luxemburg
wurde 1422 13jährig mit dem
25 Jahre alten Thronanwärter
Albrecht V. verheiratet (verlobt
waren sie bereits seit ihrem 2.
Lebensjahr). Nach den ersten
zehn Jahren Ehe bekam sie ihr er-
stes von vier Kindern; fünf Jahre
später wurde ihr Gemahl durch
den Tod seines Vaters römisch-
deutscher König sowie König
von Ungarn, Kroatien und Böh-
men. Elisabeth war im fünften
Monat mit dem vierten Kind
schwanger, als er 1439 während
eines Feldzuges gegen die in
Ungarn einfallenden Türken an
der Ruhr verstarb. Entgegen dem
politischen Drängen des Adels,
den 15jährigen polnischen König
Wladislaw III. zu heiraten –
weil ein männlicher König gle-
ich welchen Alters und Charak-
ters für das Land im Krieg gegen
die Türken „sicherer“ sei –, er-
griff sie selbst die Regentschaft,
um so bald als möglich ihren
Sohn Ladislaus Postumus zum
König zu machen. Bevor der
Adel Wladislaw per Königswahl
vor ihren Sohn setzen konnte,
bemächtigte sich Elisabeth der
Stephanskrone, die als heilig be-
trachtet wurde und deren Be-
sitz den König von Ungarn legit-
imierte. Hierfür sandte sie ihre
Kammerfrau Helene Kottannerin
in die Plintenburg, aus der die
Kottannerin die Insignie erfol-
greich entführte und mit einer
Schlittenfahrt über die gefrorene
Donau (es war Februar) zu ihrer
Königin brachte. Die Kottannerin
schrieb darüber später in ihren
Memoiren „Denkwürdigkeiten“.
Elisabeth krönte ihren Sohn zum
König von Ungarn, Kroatien
und Böhmen und behielt die
Stephanskrone auch, nachdem
sie sie eigentlich hatte zurück-
geben sollen, durch einen Betrug
in ihrem Besitz. ...

... Elisabeth of Luxembourg was
married to the 25-year-old heir
to the throne, Albert V, in 1422
at the age of 13 (they had been
betrothed since she was 2 years
old). After the first ten years
of marriage, she gave birth to
the first of their four children.
Five years later, upon the death
of his father, her husband be-
came King of the Romans (Holy
Roman Emperor-elect), as well
as King of Hungary, Croatia,
and Bohemia. Elisabeth was five
months pregnant with their fourth
child when her husband died in
1439 during a military campaign
against the Turks, who were in-
vading Hungary. Despite polit-
ical pressure from the nobility
to marry the 15-year-old Pol-
ish king Wladyslaw III—because
having a male king, regardless
of his age or character, was seen
as “safer” for the country in
the war against the Turks—she
took on the regency herself. Her
goal was to secure the throne
for her son, Ladislaus Postumus,
as quickly as possible. Before
the nobility could elect Wladys-
law as king over her son, Elisa-
beth took possession of the Holy
Crown of Hungary, which was
regarded as sacred and essential
for legitimizing the king of Hun-
gary. To achieve this, she sent
her chambermaid, Helene Kot-
tanner, to Visegrád (Plintenburg),
from where Kottanner success-
fully stole the crown and deliv-
ered it to her queen by sled across
the frozen Danube (it was Febru-
ary). Kottanner later recounted
this event in her memoirs, Mem-
orabilia. Elisabeth crowned her
son as King of Hungary, Croa-
tia, and Bohemia. Even after she
was supposed to return the Holy
Crown, she kept it in her posses-
sion through deceit. ...

... Entdecken Sie, wie viel eine
Busfahrt von Mundo Novo nach
Maracaju kostet. Verwenden
Sie unsere Filter und Sortier-
funktionen, um die billigsten
Bus-Tickets von Mundo Novo
nach Maracaju, oder Luxus-
Fernbusse zu finden. Busse, die
von Mundo Novo nach Maracaju
fahren, starten von der Station
Terminal Rodoviaria Mundo
Novo. Ein Bus nach Maracaju
wird Sie an der Station Maracaju
Onibus absetzen. Streckenplan
Mundo Novo nach Maracaju
Wenn Sie im Ausland sind,
sollten Sie auch etwas von dei
Landessprache lernen. Auf Ihrer
Busreise von Mundo Novo nach
Maracaju könnte das in einer
misslichen Lage sehr nützlich
sein und die einheimische
Bevölkerung wird sich bestimmt
über Ihre Anstrengungen, eine
neue Sprache zu lernen, freuen.
Freuen Sie sich bei Ihrer Busreise
von Mundo Novo nach Maracaju
auf einen wahren Augenschmaus
mit wunderschönen Naturland-
schaften und eindrucksvollen
Sehenswürdigkeiten auf vielen
Kilometern. Busse haben von
alle motorisierten Fortbewe-
gungsmitteln den geringsten
CO2-Ausstoss. Ein Fernbus von
Mundo Novo nach Maracaju
wird im Vergleich zu einem Zug
nur halb so viel CO2 ausstoßen,
und die Bilanz sieht im Vergleich
zum Auto oder einem Flugzeug
sogar noch wesentlich besser aus.
Erstellen Sie einen Soundtrack
für Ihr eigenes Leben, indem Sie
eine personalisierte Playlist für
die Busreise erstellen. Kann es
einen besseren Begleiter für Ihre
Busfahrt von Mundo Novo nach
Maracaju geben als Ihre Musik?
...

... Discover how much a bus ride
from Mundo Novo to Maracaju
costs. Use our filters and sort-
ing features to find the cheapest
bus tickets from Mundo Novo
to Maracaju, or opt for luxury
coaches. Buses traveling from
Mundo Novo to Maracaju depart
from the Terminal Rodoviaria
Mundo Novo station. A bus to
Maracaju will drop you off at the
Maracaju Onibus station. Route
Plan: Mundo Novo to Maracaju
If you are traveling abroad, it’s
a good idea to learn some of the
local language. On your bus jour-
ney from Mundo Novo to Mara-
caju, this could be very helpful
in an emergency, and the locals
will surely appreciate your efforts
to learn a new language. Look
forward to a visual feast on your
bus journey from Mundo Novo to
Maracaju, with stunning natural
landscapes and impressive sights
stretching over many kilometers.
Of all motorized modes of trans-
portation, buses have the lowest
CO2 emissions. A coach from
Mundo Novo to Maracaju will
emit only half as much CO2 as
a train, and the environmental im-
pact compared to a car or airplane
is even better. Create a sound-
track for your life by making a
personalized playlist for your bus
journey. Could there be a better
travel companion for your trip
from Mundo Novo to Maracaju
than your music? ...

Table 5: Case study in German. Included are both the original German texts and their English translations.
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Korean

"미국 동영상 서비스 시장, 최
종 승자는 누구? - B2B IT 전
문가 진행 생방송토크 웨비나
전 세계에서 인터넷 동영상 서
비스(Over The Top, OTT) 경쟁
이 한창이다. 글로벌 온라인 동
영상스트리밍서비스의선두주
자 넷플릭스, 아마존닷컴의 인
터넷 주문형 동영상 서비스 아
마존 비디오, 동영상 공유 사이
트 유튜브 등 각자의 서비스를
내세우며 피 터지는 경쟁을 하
고 있다. 중심지는 아무래도 미
국이다. 글로벌 IT기업의 집결
지인 미국 무대를 먼저 사로잡
아야 전 세계 고객들을 사로잡
을 수 있다는 생각으로 오리지
널 콘텐츠 개발 등 각종 공격적
마케팅 전략을 쏟아내고 있다.
콘텐츠 개발을 위한 투자 예산
도 어마어마하다. 지난 4월7일
<비즈니스인사이더> 보도에 따
르면, 아마존이 2017년 동영상
서비스 강화를 위해 투입할 예
산이 45억달러, 우리 돈 5조1천
억원규모라는 JP모건애널리스
트들의 분석이 나왔다. 브라이
언 올사브스키 아마존 CFO 역
시 “아마존 비디오에 대한 투자
를두배가까이늘릴것”이라고
말한 바 있다. 넷플릭스도 만만
치 않다. 넷플릭스는 지난해 말,
2017년 서비스 강화를 위해 50
억달러, 우리돈 5조7천억원 규
모를 투입할 예정이라고 말했
다. 두 회사의 투자 규모만 합
쳐도 우리돈 12조원 정도 예산
이니 가히 엄청나다고 할 수 있
다. (자료=컴스코어) 미국 인터
넷시장조사연구기업컴스코어
가 OTT 서비스 시장에 대한 조
사 보고서를 4월10일 내놓았다.
컴스코어에 따르면, 2016년 12
월을 기준으로 미국 내에 인터
넷 연결망을 가진 가구 중 53%
인 약 4900만 가구가 인터넷 동
영상서비스에가입했다고한다.
단순히 가입 규모에 그치지 않
는다.이들의전체평균시청시
간은 월 평균 19일, 일 평균 2.2
시간이다. 현재 미국인들의 하
루 평균 TV 시청 시간은 4시
간 수준이다. 케이블 위성 방송
으로만 TV를 시청하던 전통적
인 시청 패턴이 완전히 변화하
고있음을알수있다. ...

"US video service market, who
will be the final winner? - Live
talk webinar hosted by B2B IT
experts Competition in Internet
video services (Over The Top,
OTT) is in full swing around
the world. Netflix, the leader
in global online video stream-
ing services, Amazon.com’s In-
ternet video-on-demand service
Amazon Video, and video shar-
ing site YouTube are competing
fiercely by offering their own ser-
vices. The center is obviously the
United States. They are pouring
out various aggressive marketing
strategies, including the develop-
ment of original content, with the
belief that they can captivate cus-
tomers around the world only by
capturing the American stage, the
gathering place of global IT com-
panies, first. The investment bud-
get for content development is
also enormous. According to a
report by <Business Insider> on
April 7, JP Morgan analysts an-
alyzed that Amazon’s budget to
invest in strengthening video ser-
vices in 2017 is $4.5 billion, or
5.1 trillion won. Amazon CFO
Brian Olsavsky also said, “We
will nearly double our investment
in Amazon Video.” Netflix is no
slouch either. Netflix said at the
end of last year that it plans to
invest $5 billion, or 5.7 trillion
won, to strengthen its services in
2017. The combined investment
size of the two companies alone
amounts to a budget of approx-
imately 12 trillion won, which
can be said to be truly enormous.
(Data = ComScore) ComScore,
an American internet market re-
search company, released a re-
search report on the OTT service
market on April 10. According to
ComScore, as of December 2016,
approximately 49 million house-
holds, or 53% of households with
an Internet connection in the
United States, had subscribed to
Internet video services. It’s not
just about the size of subscrip-
tions. Their overall average view-
ing time is an average of 19 days
per month and 2.2 hours per day.
Currently, the average amount of
time Americans watch TV per
day is around 4 hours. It can
be seen that the traditional view-
ing pattern of watching TV only
through cable and satellite broad-
casting is completely changing.
...

"[37% 세일] Star Wars Battle-
front II 2 - Celebration Edition
Xbox One (US) 쿠폰 코드 인
기 쿠폰, Jul 2020 - iVoicesoft
인기 쿠폰 › Cdkeys 쿠폰 코드
2020 › Star Wars Battlefront II
2 - Celebration Edition Xbox
One (US) Star Wars Battlefront
II 2 - Celebration Edition Xbox
One (US) 쿠폰의 할인 할인 코
드 37% 세일, 여름 제공 간단히
버튼을 클릭하십시오 [할인 된
가격으로 즉시 구매] 쿠폰을 사
용하려면 37% 할인 코드. 쿠폰
코드가포함되었습니다.결제시
코드를입력하십시오.특별승진
의 (16.42Φ˝)16.42 절약 여름
은 위대하 Cdkeys 제공 받기에
완벽한시기입니다. 2020 년 여
름 제공 위해 지금 청구하십시
오. 현재 거래: 37% 할인 Star
Wars Battlefront II 2 - Celebra-
tion Edition Xbox One (US). Cd-
keys 에서 원하는 것을 가져올
수있는 최고의 기회. 제한된 시
간 동안 만. 결제시 코드를 입
력하십시오. Cdkeys 쿠폰 코드:
최고의세일즈프로모션사용하
여 매력적인 가격으로 훌륭한
제품을 찾으십시오. 37% 할인
Star Wars Battlefront II 2 - Cele-
bration Edition Xbox One (US),
16.42 절약. 쇼핑하려면 클릭하
세요.제한된시간동안만. Star
Wars Battlefront II 2 - Celebra-
tion Edition Xbox One (US)에
대하여 Star Wars Battlefront II 2
- Celebration Edition Xbox One
(US)소개 Get 37% OFF of Star
Wars Battlefront II 2 - Celebra-
tion Edition Xbox One (US), a위
대하 in여름제공 Star Wars Bat-
tlefront II 2 - Celebration Edition
Xbox One (US) 쿠폰 코드. Star
Wars Battlefront II 2 - Celebra-
tion Edition Xbox One (US) 위
대하 여름 제공 37% 쿠폰 코드.
왜우리의 Star Wars Battlefront
II 2 - Celebration Edition Xbox
One (US)쿠폰코드를적용해야
합니까?간단해!최신 Star Wars
Battlefront II 2 - Celebration Edi-
tion Xbox One (US) 프로모션
코드를 수집하여 제공했습니다,
가장큰할인으로.또한모든 Cd-
keys 제품에 대한 최고의 절감
효과를 제공합니다. Star Wars
Battlefront II 2 - Celebration Edi-
tion Xbox One (US)할인코드에
대한의견"

"[37% Sale] Star Wars Battle-
front II 2 - Celebration Edi-
tion Xbox One (US) Coupon
Code Popular Coupons, Jul 2020
- iVoicesoft Popular Coupons ›
Cdkeys Coupon Codes 2020 ›
Star Wars Battlefront II 2 - Cel-
ebration Edition Xbox One (US)
Star Wars Battlefront II 2 - Cel-
ebration Edition Xbox One (US)
Coupon Discount Discount Code
37% Sale, Summer Offer Simply
click the button [Buy Instantly at
Discounted Price] to use coupon
37% discount code. Coupon code
included. Enter code at check-
out. Special Promotion (Save
$16.42)Save $16.42 Summer is
the perfect time to get great Cd-
keys offers. Claim now for sum-
mer 2020 offer. Current deal:
37% off Star Wars Battlefront II 2
- Celebration Edition Xbox One
(US). Best chance to get what you
want from Cdkeys. Only for a
limited time. Enter code at check-
out. Cdkeys Coupon Code: Find
great products at attractive prices
using our best sales promotions.
37% off Star Wars Battlefront
II 2 - Celebration Edition Xbox
One (US), saving 16.42. Click
to shop. For a limited time only.
About Star Wars Battlefront II 2
- Celebration Edition Xbox One
(US) Star Wars Battlefront II 2
- Celebration Edition Xbox One
(US)Introduction Get 37% OFF
of Star Wars Battlefront II 2 -
Celebration Edition Xbox One
(US), a great offer in summer
Star Wars Battlefront II 2 - Cel-
ebration Edition Xbox One (US)
Coupon Code. Star Wars Battle-
front II 2 - Celebration Edition
Xbox One (US) Greatest Summer
Offer 37% Coupon Code. Why
apply our Star Wars Battlefront II
2 - Celebration Edition Xbox One
(US) coupon code? It’s simple!
We have collected and provided
you with the latest Star Wars Bat-
tlefront II 2 - Celebration Edition
Xbox One (US) promo codes,
with the biggest discounts. We
also offer the best savings on
all Cdkeys products. Opinions on
Star Wars Battlefront II 2 - Cel-
ebration Edition Xbox One (US)
Discount Code"

Table 6: Case study in Korean. Included are both the original Korean texts and their English translations.

319



Language Texts Favoring Reverse (Low
Reverse Loss)

Translation Texts Favoring Forward (Low
Forward Loss)

Translation

Arabic

�IK
Ym�
�' Q 	k

�
@ Q�KXAJ.� �é¢�@ñK.

�
@

hQå� 2015 �PAÓ 10 , ZA�KC�JË @
P 	Y�JªK
 	áË é 	K


AK. 	á�
K. 	àñ �� É�JÒÖÏ @

ú

	̄ Q 	kA�Ë@ é�®J
Êª�K 	á« A�̄C£@

ék. @ð ø

	YË@ PA¾�ð


B@ 	QK @ñk. É 	®k

ÈA�̄ AÓY 	J« ½Ë 	X ð éJ. �.��. AÓñj. ë
ðPY	KA 	jJ
Ë

�
@ ú
¾J
�ºÖÏ @ h. Q

	jÖÏ @ 	á«
ø


	YË@ 	áÓ ñ�JK
PA 	JK
 @ ��
Ë @ 	Q 	Kñ 	«
ð XPA¿ 	áK
Q 	ªË @ 	á�
ªÊË @ @ 	YêË ù¢«


@

É 	� 	̄ @ �è 	QKAm.Ì éÖß
Y�®�K ÈC 	g ½Ë 	X
AîE. 	PA 	̄ ú


�æË @ð ù

KAÒ 	J�
� ÕÎJ


	̄
	à@ 	YË @ 	áÓXQ�ÒÊJ
 	̄ 	á« ú
¾J
�ºÖÏ @
.�ÓQk. 21 ÕÎJ


	̄ ú

	̄ AK
ñ� CÔ«

�éJ
m.�'
ðQ��Ë @ �éÊÒmÌ'@ ÈC 	g ÈA�̄ 	àñ ��
I. j. ª�JK
 é 	K


AK. 	áÒ 	Jk. YK
Ym.Ì'@ éÒÊJ
 	®Ë

Ñ 	«P �èPQº�JÖÏ @ �H@XA�®�J 	KB @ 	áÓ
ñë ðY	KA 	jJ
Ë

�
@ 	à


@ úÎ« èYJ
»


A�K

ú

	̄ ÐC 	̄ B@ ù
 ª

	KA� Ñë

@ øYg@

ø


@ ÉÒm�'
 ÕË ��J
Êª�JË @ @

	Yë ð A¾K
QÓ

@

ù
 ë ¡�® 	̄ é�JK
A 	«ð �éK
Qå� 	J« AK
 @ñ 	K
ù

KA 	J�JË @ 	à


@ Q» 	YK
 . �HA¾j 	�Ë@ �èPA�K @

	áÓ AªÓ CÔ« Y�̄ ��
Ë@ 	Q 	Kñ 	«ð 	á�
K.
Y�̄ ð �ÓQk. 21 ÕÎJ


	̄ ú

	̄ ÉJ. �̄

�èQå��AJ.Ó ú
¾J
�ºÖÏ @ h. Q
	jÖÏ @ hQå�

¼A 	Jë 	à

@ PA¾�ð


B@ É 	®k I.

�®«
©Ó éªÒm.�

�' �èYJ
£ð �é�̄ @Y� �é�̄C«
��J
Êª�JË @ @ 	Yë ÉJ. �®�JK
 ñë @ 	YË É�JÒÖÏ @
�ék 	QÓ AëQ�. �JªK
ð I. kP PY��.
ðPY	KA 	jJ
Ë


A 	JÓXQ� . @Yg. �éºj 	�Ó
�	á�
K. 	àñ ��ñ�JK
PA 	K


@ ��
Ë @ 	Q 	Kñ 	«

“By sbo-editor last updated Tues-
day, March 10, 2015 Actor Sean
Penn said that he will never
apologize for his sarcastic com-
ment at the Academy Awards, for
which he faced attacks, when he
said about Mexican director Ale-
jandro Gonzalez Inarritu, “Who
gave this motherfucker the green
card?” during his presentation of
the award for Best Motion Pic-
ture, which the Mexican won.
About the movie Birdman, they
worked together in the movie 21
Grams. Sean said during the pro-
motional campaign for his new
movie, Gunman, that he is sur-
prised by the repeated criticism,
despite his assertion that Ale-
jando is one of the most impor-
tant filmmakers in America. This
comment did not carry any racist
intentions and was only intended
to provoke laughter. It is notewor-
thy that the duo, Ben and Gon-
zalez, had previously worked to-
gether in the film 21 Grams, and
the Mexican director stated im-
mediately after the Oscar cere-
mony that there is a close friend-
ship between him and the actor,
so he accepts this comment with
open arms and considers it a very
funny joke. Birdman Alejandro
Gonzalez Anaritoshon Bea”
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Buy Chanel Allure Sensual for
Women Eau de Parfum - 100 ml
online - Easy Click Chanel Al-
lure Sensual is a sophisticated
women’s perfume. It has a beau-
tiful and charming oriental flo-
ral scent. Its fragrance is fragrant
and has a strong consistency. It
adds elegant touches that catch
the eye and are irresistible and
last for long periods. See de-
scription for more information
Chanel Allure Sensual is a so-
phisticated women’s perfume. It
has a beautiful and charming ori-
ental floral scent. Its fragrance
is fragrant and has a strong con-
sistency. It adds elegant touches
that catch the eye and are irre-
sistible and last for long periods.
It was launched by Chanel in
2005 and is considered one of
the most important releases. It
is characterized by a charming,
lively scent that gives a feeling
of softness and warmth. Chanel
Allure Sensual perfume comes
in a 100 ml transparent rectangu-
lar bottle with a burgundy metal
cap, adding beauty and charm
to the color of the perfume, and
its concentration as eau de par-
fum. It consists of: Top notes:
Top notes: bergamot, patchouli,
mandarin, and pink pepper Heart
of perfume: Heart of perfume:
iris, jasmine, rose and dried fruits
Base notes: Base notes: spices,
woods, vetiver, vanilla and am-
ber Chanel Allure Sensual per-
fume is characterized by a charm-
ing and delicate scent that adds
beauty to a woman and reflects
her elegance and femininity. The
fragrance opens with a refresh-
ing citrus scent and transports us
smoothly and softly to a heart of
flowers and fruits. It concludes
with woods, amber and vanilla,
creating an aura of enchanting
imaginative scents. It is used at
all times and occasions.

Table 7: Case study in Arabic. Included are both the original German texts and their English translations.
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