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Abstract

Chain-of-thought (CoT) and subsequent meth-
ods adopted a deductive paradigm that decom-
poses the reasoning process, demonstrating
remarkable performances across NLP tasks.
However, such a paradigm faces the challenge
of getting bogged down in low-level seman-
tic details, hindering large language models
(LLMs) from correctly understanding, select-
ing, and compositing conditions. In this work,
we present Overarching Prompting (OAP), a
simple prompting method that elicits the high-
level thinking of LLMs. Specifically, OAP first
abstracts the whole problem into a simplified
archetype and formulates strategies grounded
in concepts and principles, establishing an over-
arching perspective for guiding reasoning. We
conducted experiments with SoTA models, in-
cluding ChatGPT, InstructGPT, and Llama3-
70B-instruct, and received promising perfor-
mances across tasks including Knowledge QA,
Mathematical, and Open-Domain Reasoning.
For instance, OAP improved ChatGPT and
CoT by 19.0% and 3.1% on MMLU’s College
Physics, 8.8% and 2.3% on GSM8k, and 10.3%
and 2.5% on StrategyQA, respectively.

1 Introduction

Recent astonishing advancements in large language
models (LLMs), including GPT (Ouyang et al.,
2022a; OpenAI, 2023) , LLama (Touvron et al.,
2023a,b), Mistral (Jiang et al., 2023, 2024) family
models, have greatly propelled the progress of natu-
ral language process (NLP). Scaling up model size
and training corpus has yielded various emergent
abilities (Wei et al., 2022a; Chan et al., 2022) in
LLMs, such as instruction following (Chung et al.,
2022; Webson and Pavlick, 2022; Min et al., 2022)
and multi-step reasoning (Wei et al., 2022b; Zhou
et al., 2022; Creswell et al., 2022). Among these
remarkable abilities, Chain of Thought (CoT) (Wei
et al., 2022b; Kojima et al., 2022) specifically en-
hances LLMs’ multi-step reasoning performances

on complex tasks by prompting models to follow a
bottom-up thinking paradigm. Instead of directly
answering the question, CoT deductively constructs
intermediate rationales and utilizes them to update
premises, until reaching the desired result.

However, recent studies have shown that such a
deductive paradigm, which relies directly on low-
level details, exhibits failure modes that similar
to human-like cognitive biases (Berglund et al.,
2023; McCoy et al., 2023; Chen et al., 2024).
For instance, LLMs can easily be misled as be-
ing extremely sensitive to irrelevant context (Shi
et al., 2023), minor disturbances (Qiu et al., 2023)
and premise order (Chen et al., 2024). Despite
their knowledge, LLMs can still struggle to parse
the problem to acquire what is required (Bian
et al., 2023), or which conditions should be com-
bined (Press et al., 2022). Additionally, the multi-
step process could fail by either missing necessary
steps (Wang et al., 2023a) or accumulating hallu-
cination (Lanham et al., 2023; Ling et al., 2024)
during rationale generation.

Intuitively, diving immediately into intricate de-
tails can be inefficient in tackling complex prob-
lems. As the saying goes, can’t see the forest for
the trees, humans tend to abstract and simplify the
problem, focusing on its essence and the key to
its solution at a high level. Compared to handling
nested and ambiguous low-level details, adopting
a global perspective could improve the precision
of semantics and evoke the inherent knowledge of
LLMs about concepts and principles. Abstraction
could also simplify problem parsing and provide
global planning, guiding the subsequent reasoning.

Abstract thinking as an idea has been explored
in various domains including mathematics, psy-
chology, and computer science, and is considered
crucial to human intelligence (Tenenbaum, 2018;
Lachmy et al., 2021; Zheng et al., 2023b). Re-
cent studies have implicitly adopted this idea to
investigate how to transcend the vanilla deductive
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paradigm in LLMs. Some works introduced top-
down perspectives in reasoning via problem de-
composition (Zhou et al., 2022; Khot et al., 2022;
Wang et al., 2023a), while others examined induc-
tive skills from raw context (Honovich et al., 2022;
Wang et al., 2023b). However, a clear and sys-
tematic mechanism for enabling models to think
abstractly still remains unexplored. These meth-
ods often require high-level inferences directly
from raw context, which can produce content and
patterns that significantly differ from human ap-
proaches (Qiu et al., 2023).

In this work, we introduce a novel prompting
method called Overarching Prompting (OAP) to
stimulate high-level thinking in LLMs. In specific,
we start by abstracting the entire problem context
to form a problem archetype. This process is simi-
lar to compression or filtration, but it emphasizes
conceptualizing and transcending low-level details
to distill the problem’s essence using precise se-
mantics. The archetype further allows LLMs to
concentrate on concepts, rules and global relations
rather than locally nested details, thereby eliciting
inherent advanced knowledge and forming high-
level strategies for subsequent reasoning process.

We empirically validated our approach on a va-
riety of datasets, including three knowledge QA
datasets from MMLU, two mathematical reasoning
datasets, and three open-domain reasoning datasets.
Through the experiments, we observed that the pro-
posed method consistently outperforms baselines
across various tasks. Comprehensive analyses are
further conducted to investigate the enhancements
of OaP, examining the behaviors and failure modes
of LLMs when applying abstract thinking. While
generating archetype and strategies were less prone
to produce errors, OaP sometimes can lead to inef-
fective analysis or overgeneralization errors.

2 Related Works

Modern LLMs and CoT Reasoning Modern
large language models (Brown et al., 2020; Ouyang
et al., 2022a; Touvron et al., 2023b), honed through
large-scale unsupervised pre-training, exhibit re-
markable emergent abilities like in-context learn-
ing (Webson and Pavlick, 2022; Min et al., 2022;
Pan et al., 2023), instruction following (Ouyang
et al., 2022b; Chung et al., 2022), and chain-
of-thought (CoT) reasoning (Brown et al., 2020;
Chowdhery et al., 2022; Touvron et al., 2023a). Nu-
merous methods have been proposed to improve

the vanilla CoT paradigm (Jung et al., 2022; Wang
et al., 2022; Madaan et al., 2024; Yao et al., 2023).
CoT has also shown significant potential in diverse
applications like retrieval (Trivedi et al., 2022; Patil
et al., 2023), tools (Gao et al., 2023; Chen et al.,
2023), and agents (Park et al., 2023; Shinn et al.,
2023; Hong et al., 2023).

Human-like Biases in CoT Paradigm The de-
ductive paradigm of CoT may lead to errors similar
to human cognition, including exemplar bias (Fu
et al., 2022; Honovich et al., 2022; Du et al., 2023),
irrelevance distraction (Shi et al., 2023), narrative
orders misleading (Berglund et al., 2023; Chen
et al., 2024). Researchers proposed methods to
tackle these issues, including self-improve (Zheng
et al., 2023a; Madaan et al., 2024), step-by-step ver-
ification (Ling et al., 2024; Lightman et al., 2023),
faithful process (Jung et al., 2022; Creswell and
Shanahan, 2022), and problem clarification (Xi
et al., 2023; Liao et al., 2024). Differently, our
method grounds in human cognition, applying ab-
straction to reduce confusion caused by details.

High-level Thinking in LLMs Recent works
have implicitly integrated the idea of abstrac-
tion, but still requiring results directly from low-
level details, lacking systematical design and be-
haviour discussion centered on abstraction. For
instance, breaking down a problem into simpler
sub-problems provides a high-level perspective,
yet still diving into details for examination (Zhou
et al., 2022; Khot et al., 2022). Planning ahead
offers a global view, yet instructions could be de-
pendent (Wang et al., 2023a). Asking either be-
fore (Zheng et al., 2023b) or during (Press et al.,
2022) reasoning helps to only transcend details lo-
cally. In contrast, our method overcomes these
limitations by staring to transform the entire prob-
lem to establish a high-level semantic hierarchy,
enabling abstraction based reasoning.

Besides, our work is also related to research
about inductive skills (Yang et al., 2022; Mirchan-
dani et al., 2023; Tang et al., 2023) and model be-
haviours (Chan et al., 2022; Prystawski and Good-
man, 2023) of LLMs. Some of these works might
involve a similar process of moving from general to
specific, such as creating keywords and then filling
in the details (Ning et al., 2023). However, these
methods differ fundamentally from OaP, as they do
not preprocess the original context, and are gener-
ally unsuitable for reasoning tasks. In other words,
they emphasize rehearsal over abstraction.
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Given... We can use the formula for
the ef�iciency of a heat pump:
Ef�iciency = 1 - (T1/T2)... B) 1,000
J.

To �ind..., we can use the formula for the coef�icient
of performance (COP) of a heat pump: COP = Qh /
W... COP = 15,000 / (15,000 - W) Since the heat
pump is extracting heat from the outdoor
environment, the heat pump is acting as a
refrigerator, and the COP can be expressed as: COP =
T1 / (T2 - T1), Substitute the given temperature
values: COP = 7 / (27 - 7) = ... = 0.35
Now, set the two expressions for COP equal to each
other: 0.35 = 15,000 / (15,000 - W) ...
W ≈ 27,857 J ..., which is closest to option D) 2,000 J.

A heat pump is to extract heat
from an outdoor environment at
7°C and heat the environment
indoors to 27°C. For each 15,000 J
of heat delivered indoors, the
smallest amount of work that
must be supplied to the heat pump
is approximately A) 500 J B) 1,000
J C) 1,100 J D) 2,000 J

A heat pump is transferring heat
from a colder outdoor
environment to a warmer indoor
environment, ... task is ... options
presented four values ... 

we need to understand the
principles of thermodynamics,
speci�ically the relationship
between heat transfer, work, and
temperature differences in a heat
pump system. This involves
applying concepts such as the �irst
law of thermodynamics and the
ef�iciency	of	heat	pumps.
step 3: answering

First, calculate the total cost...:
3+2=$5 per gallon. Next, calculate
the total revenue...: 20 x 0.50 = 10.
Then, calculate the pro�it...: $10 - $5
= $5. Since they made $25 in pro�it,
they must have sold 5 gallons of
lemonade ($25 pro�it ÷ $5 pro�it per
gallon). Finally...: $3/gallon x 5
gallons = $15.

First, calculate the total cost of making one gallon of
lemonade by adding the cost of lemons and sugar:
$3 + $2 = $5.
Next, calculate the pro�it made from selling one
gallon of lemonade by subtracting the cost from the
revenue: $25 (pro�it) = $5 (cost) + $20 (revenue).
Therefore, the revenue from selling one gallon of
lemonade is $25.
Since they sell 20 glasses per gallon at $0.50 per
glass, the total revenue from selling one gallon is
$20 (20 glasses x $0.50).
Subtract the total revenue from the pro�it to �ind the
cost of lemons: $25 - $20 = $5. Therefore, Juan and
Carlos spent $5 on lemons.

Juan and his brother Carlos are
selling lemonade. For	each	gallon
they	make	it	costs $3 for lemons
and $2 for sugar. They sell each
glass for $0.50 and get	20	glasses
per	gallon. If they made $25 in
pro�it, how much did they spend
on lemons?

Two individuals are running a
lemonade stand, with speci�ic
costs	for	ingredients and
revenue	per	glass. The task is to
calculate the cost of lemons based
on the given	pro�it.

we need to calculate the total
cost of making lemonade
(lemons and sugar) per gallon
and then determine the pro�it
per gallon. Finally, we can use
the pro�it amount to calculate
the cost of lemons speci�ically.

Question

Archetype Strategy

Solutionstep 1: abstract

step 2: 
analyze

step 3: answering

Chain-of-Thoughts

Chain-of-Thoughts

step 2:
analyze

Overaching Prompting

Overaching Prompting

Question

Solution

StrategyArchetype

step 1: abstract

Figure 1: Examples of Overarching Prompting (OAP) based on ChatGPT. Top: Given a mathematical problem,
CoT was misled by low-level details, compositing conditions incorrectly. Instead, OaP decoupled the spurious
correlations by abstracting details into a high-level archetype, which is accurately precise in semantics and elicits
correct reasoning order. Bottom: When solving a physics problem, CoT made incorrect associations based on
local details, whereas OaP grasped the overall scenario via abstraction and introduced relevant physical concepts,
successfully deriving the correct formula.

3 Overarching Prompting

Abstract thinking singles out the rational, logical
qualities of a given content from its intellectually
irrelevant components. – Carl Gustav Jung

Our intuition stems from the observation that the
deductive paradigm of CoT may be overly detail-
oriented and lacks a broader perspective. By ab-
stracting the problem into an archetype, we can
enhance semantic precision, simplify the problem’s
parsing, and evoke LLMs’ intrinsic knowledge.

Two examples are shown in Fig. 1. In multi-step
mathematical tasks, the deductive process of CoT
focuses on capturing local relationships for reason-
ing. This narrow focus can lead to cognitive errors,
such as incorrect composition order (Press et al.,
2022; Chen et al., 2024). In contrast, OaP empha-
sizes abstracting details to form a clearer archetype,
helping to avoid misguidance. For knowledge in-
tensive tasks, like physics problems, reasoning di-
rectly from low-level details can hinder access to
the correct knowledge. By abstracting and concep-
tualizing the problem into a high-level semantic

archetype, the context becomes clearer and more
independent, assisting LLMs in connecting to the
correct principles and concepts.

Our work is inspired by recent studies that also
embrace the idea of abstraction. For example, de-
composing methods (Zhou et al., 2022; Khot et al.,
2022; Wang et al., 2023a) dissect the final question
from a top-down perspective, while the step-back
method (Zheng et al., 2023b) prompts LLMs to
identify required concepts or principles. They typi-
cally derive advanced strategies or actions directly
from contextual details. In contrast, OaP initially
transforms the entire problem by considering se-
mantic layers to promote abstract thinking.

3.1 Method Formulation
Given X = {x1, x2, · · · , xn} ∈ D as the problem
statements, where x could represent the premise
sentences, asked question, and available options.
CoT based prompting methods attempt to guide
LLMs’ behaviours by generating intermediate ra-
tionale yi = fM (X; pt, Pk|y<i) step by step, until
achieving the final yt. Specifically, M denotes the
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employed LLM, while pt and Pk represent optional
task instructions and k exemplar pairs, separately.

In the deductive paradigm of CoT, LLMs typi-
cally focus on local dependencies within the con-
text based on attention. They then either deduce
from a single condition as xi −→ yi or composite
multiple conditions as {xi}xi∈D −→ yi. The newly
generated rationale yi is added to the premises set
as X = X

⋃
yi for the next deduction step.

Our proposed OaP aids the LLMs to preprocess
and transcend the given problem X into an easier-
to-parse archetype PA = {p1, p2, · · · , pm} ∈ D
via abstraction:

pi = fM ({xj}xj∈Npi
; pt, Pk,ΘNpi

), (1)

where the set of xj is regarded as belonging to
the same concept related to pi in high semantic
level, according to the inherent advanced knowl-
edge ΘN of model M , referring to given exemplars
Pk. Then, the LLM can continue its abstract think-
ing to generate overarching strategy Ŷ = {ŷi}li=1

by
ŷi = fM ([X,PA]; pt, Pk|ΘN ), (2)

where both X and PA are concatenated as inputs,
but PA played a more significant role. Finally, the
strategy Ŷ can be considered a rehearsal or plan of
the whole reasoning path and participates in the fi-
nal CoT process: yi = fM (X,PA, Ŷ ; pt, Pk|y<i),
until reaching the final yt.

3.2 Exemplar Designing
Given the wide-ranging meanings of abstraction,
we employ few-shot learning to implement OaP in
this work. While the abstract thinking may differ
across tasks, therefore requiring separate exemplars
creation for each task, the exemplars composition
designing remains inherently straightforward and
unambiguous. For the exemplars, we steer the gen-
eration of OaP analysis with “Let’s start with some
high-level thinking.”, and conduct the formulation
of archetypes and strategies as follow:

Archetype: We instruct the model to abstract
and conceptualize details with the prompt “The
problem statements can be abstracted as follows:”.
We employ a succinct, high-level description that
maintains the overall narrative structure while omit-
ting low-level details. For simpler contexts, we
elevate the level of abstraction in both expression
and vocabulary. This process differs from standard
summarization, which focuses on extracting key
points. In OaP, irrelevant details are also abstracted,

but elevating the semantic level enhances semantic
precision and reduces interference. Additionally,
we conclude the problem and options if exists.

Strategy: Given an advanced view from the
problem archetype, OaP further generates overarch-
ing strategies with the prompt “From a high-level
perspective, the problem could be addressed as fol-
lows:”. These strategies consist of only abstract
plans or ideas, mentioning potential concepts and
principles for certain tasks, but do not detail any
specific operations and calculations.

Given the simplicity of OaP’s intermediates, we
invoke LLMs once to generate them before reason-
ing, resulting in a slight increase in complexity than
CoT. While creating exemplars requires manual ef-
fort, their purpose is to help LLMs understand the
concepts and structures of OaP. Thus, the creation
of exemplars does not require extensive expertise.

4 Exeperimental Setup

4.1 Datasets

We evaluated OaP on diverse reasoning bench-
marks, which vary in terms of reasoning difficulties,
context length, and context relevance to the ques-
tion. We describe these datasets as following:

Knowledge Question Answering: We first eval-
uated knowledge QA tasks that contain shorter
context but require more challenging knowledge.
Three subtopics of MMLU (Hendrycks et al., 2020)
are considered: (1) College Physics (Col_Phy), (2)
College Chemistry (Col_Chem), and (3) Clinical
Knowledge (Clin_Knowl.), which are some of the
most challenging subsets.

Mathematical Reasoning: Two mathematical
datasets are considered: (4) GSM8k (Cobbe et al.,
2021) and (5) AQuA (Ling et al., 2017), since they
require comprehensive understanding of complex
problems and powerful abilities like bottom-up
composition and multi-step reasoning.

Open-domain Reasoning: We experiment with
(6) StrategyQA (Geva et al., 2021), a hard open-
domain dataset that implies multiple steps in the
question and provide more complex details that
could be irrelevant, and (7) ANLI (Nie et al., 2020)
with open-domain questions that are enhanced via
an iterative, adversarial procedure. We utilized its
challenging subsets ANLI-A2 and ANLI-A3.

4.2 Models & Baselines

We compared OaP with diverse baselines, includ-
ing (1) three foundation models, (2) standard few-
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shot CoT, (3) an abstraction-based method, and (4)
two decomposition-based methods, as follows:

Foundation Models: We employ three SOTA
LLMs as foundations in zero-shot, including two
GPT-3.5 models (Ouyang et al., 2022a; OpenAI,
2023): (1) ChatGPT (“gpt-3.5-tubo-0125”), (2)
InstructGPT (“gpt-3.5-turbo-instruct”) and
recently released (3) LLaMa3-70b-instruct of Meta-
LLaMa family (Touvron et al., 2023a,b; AI@Meta,
2024). Due to cost constraints, we use LLaMA3-
70B-instruct for only knowledge QA and employ
both GPT models for all tasks, without GPT-4.

Chain-of-Though (CoT): We basically demon-
strated LLMs exemplar QA pairs in the style of
CoT (Wei et al., 2022b), where the answers were
regenerated by GPT-4 using “let’s think it step by
step” (Kojima et al., 2022). To ensure fairness, we
provided the same QA pairs to all few-shot base-
lines, making the metrics more favorable for CoT.

Step-back Prompting (SBP): SBP (Zheng et al.,
2023b) is an abstraction-based method that prompts
LLMs to associate required prior knowledge or
questions. For MMLU and Math tasks, we em-
ployed SBP by identifying required concepts. For
open-domain tasks, we deployed SBP by formulat-
ing a step-back question before providing answers.

Least-to-Most prompting (L2M) and Plan-
and-Solve prompting (PaS): L2M (Zhou et al.,
2022) and PaS (Wang et al., 2023a) both offer a
top-down perspective for problem solving. L2M
breaks down original problem into simpler sub-
problems, while PaS constructs planning steps.

4.3 Few-shot Learning & Decoding
Except for the direct predictions of the founda-
tion models, we employed a few-shot setting for all
comparison methods, using two examples to ensure
the models understood the required answer style.
For fairness, we used the same question-answer
pairs from in the CoT style for all experiments,
which means CoT was considered the standard for-
mat, while SBP, L2M, PaS, and our proposed OaP
were uniformly treated as the “Analysis” part. We
adopt a two-stage generation process to incorporate
them into the QA pairs. We randomly selected two
examples from the trainset or valset of each task
and regenerated exemplars using GPT-4 following
the original paper.

For all the experiments in this work, we con-
ducted a greedy search, setting the temperature as
zero. We ran each experiment five times and re-
ported the average results with standard deviations.

All used templates, prompts, and exemplars can be
found in the Appendix C.

5 Experimental Results

5.1 Knowledge Question Answering

Table 1: Solve Rates (%) on Knowledge QA tasks of
MMLU, including college physics, college chemistry
and clinic knowledge. We report the average mean and
standard derivation of five runs. The best was high-
lighted in bold and the second best was underlined.

Method Col_Phy ↑ Col_Chem↑ Clin_Knowl↑
LLAMA3-70B 55.88±0.9 53.6±0.5 80.60±1.5

+ CoT 66.87±1.4 57.4±0.8 77.18±0.9

+ SBP 66.47±0.7 58.4±0.8 74.19±1.5

+ L2M 68.04±0.8 60.6±0.8 79.02±0.5

+ PaS 67.85±0.7 56.0±0.6 78.64±0.5

+ OaP (Ours) 70.59±1.6 61.4±0.5 82.19±0.8

CHATGPT 38.83±1.3 37.8±2.3 62.49±1.1

+ CoT 54.70±3.5 50.4±1.9 70.57±1.6

+ SBP 54.90±3.9 47.0±4.0 67.74±1.3

+ L2M 52.94±2.7 51.4±3.9 73.21±0.9
+ PaS 57.64±2.5 44.8±2.1 70.11±0.6

+ OaP (Ours) 57.84±1.2 52.6±2.6 73.21±1.3

INSTRUCTGPT 36.08±1.6 43.6±1.0 69.74±1.7

+ CoT 49.02±0.0 48.2±0.7 74.64±1.2
+ SBP 51.76±1.1 48.0±1.3 69.81±1.0

+ L2M 55.68±1.4 47.0±1.3 67.10±1.4

+ PaS 47.84±1.7 42.2±1.0 67.85±0.6

+ OaP (Ours) 50.24±1.6 52.2±1.0 71.04±1.4

In this subsection, We first assessed OaP using
three sub-topics from MMLU (Hendrycks et al.,
2020) for specialized domain question answering.
In these tasks, the necessity of abstraction typi-
cally lies not in information filtering, but often in
adopting a higher-level perspective that captures or
correlates more conceptual information to correctly
parse the problem and figure out required scientific
concepts, principles, or formulations.

Main Results We evaluated MMLU on three
models: ChatGPT, InstructGPT, and the newly
released LLaMa3-70b-instruct, with results pre-
sented in Table 1. We can observed that OaP consis-
tently outperforms CoT and other baselines in most
cases, showing an improvement of up to 19.01%
over the foundation model. Although InstructGPT
+ OaP does not lead in College Physics and Clini-
cal Knowledge, it remains competitive with SOTAs.
Since we use CoT as the standard input-output and
include other methods in the analysis part, base-
line methods may underperform compared to CoT
sometimes. However, OaP generally provides a
stable improvement over CoT (up to 5.01%).
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Figure 2: Left: Ablation studies of exemplar few shots. For each result, we run ChatGPT + CoT/OaP five times on
College Physics. Right: Error analysis from results of ChatGPT + OaP on College Physics.

Ablation Fig. 2 (left) presents a few-shot ablation
of ChatGPT + OaP and ChatGPT + CoT on College
Physics. As the number of examples increases, the
context length for OaP also increases, potentially
leading to more error accumulation compared to
CoT. However, OaP’s performance continues to
improve, indicating that the intermediate content
generated by OaP is abstract and conceptual, with
minimal errors introduced by the archetype and
strategy. Besides, CoT’s growth trend appears bet-
ter in the initial, but it plateaus between 4 and 5
shots, while OaP maintains a steady increase.

Error Analysis To better comprehend OaP’s per-
formances, we annotated failure cases of ChatGPT
+ OaP on College Physics and classified them into
four categories:

(1) Overarching Error: OaP wrongly abstracts
the problem or provides misled strategies.

(2) Inoperative Analysis: The analysis of OaP
is correct, but it’s too general to be of any use.

(3) Knowledge Deficiency: Although OaP is
correct and elicits some valid reasoning, it fails to
solve the problem due to the model’s ignorance or
potential deficiency in OaP.

(4) Reasoing Error: Despite OaP being re-
garded as correct and off to a good start, the model
ultimately failed to solve the problem due to inter-
mediate errors or unknown reasons.

The error analysis, as depicted in Fig. 2 (right),
suggest that the primary reasons for failure could be
attributed to the model’s knowledge deficiency and
inherent reasoning errors. OaP seldom introduces
new errors during abstraction and thinking, such as
altering the meaning or overlooking special cases.
However, in 15% of the error cases for knowledge
QA tasks, OaP’s archetype and strategies might be

overly general, rendering them ineffective. This
could be due to the process of OaP inadvertently
leading to the model’s lack of comprehension of
specific details, or its inability to establish deep
conceptual associations. In the remaining cases,
while OaP can be deemed at least beneficial, it
might be insufficient to bridge the reasoning gap.

5.2 Mathematical Reasoning

Table 2: Solve Rates (%) on Mathematical Reasoning,
presenting average results of five runs. The best was
highlighted in bold and the second best was underlined.

Method CHATGPT INSTRUCTGPT

GSM8k↑ AQuA↑ GSM8k↑ AQuA↑
BASE 72.51±0.3 40.39±2.2 38.53±0.2 28.19±0.2

+ CoT 79.08±0.4 58.82±1.9 71.37±0.2 55.12±0.1

+ SBP 79.04±0.3 53.94±1.2 66.16±0.3 55.12±1.2

+ L2M 78.27±0.6 60.86±3.7 73.36±0.3 51.10±1.1

+ PaS 78.59±0.5 59.13±2.6 65.08±0.4 53.94±1.0

+ OaP 81.34±1.0 60.87±2.0 74.02±0.8 56.17±1.3

We further validate the efficacy of OaP in han-
dling multi-step tasks on two challenging mathe-
matical datasets. These tasks involve contexts that
present mathematical entities, relationships, and
background information, most of which are per-
tinent to the problem and necessitate multi-step
derivation and composition. Unlike MMLU, min-
imal specialized knowledge is required, with the
primary challenge being accurate deduction and
reasoning. In this scenario, abstraction could assist
in shielding local information, thereby simplifying
the parsing of underlying patterns and properties.

Main Results We performed experiments on two
challenging datasets, GSM8k and AQuA, utilizing
two state-of-the-art GPT-3.5 models: Chatgpt and

1438



Figure 3: Left: Ablation study of few-shot setting, evaluated on GSM8k. For each result, we run five times and
report the average. The relative improvements are presented via bars. Right: Five error types of error analysis on
GSM8k, as annotated from failure cases from ChatGPT + OaP.

InstructGPT. Each experiment was replicated five
times, with the mean and standard deviation re-
ported. Table 2 presents the final results. As shown
in the Table, OaP consistently outperformed the
foundation model and other baselines, except that
ChatGPT+L2M came close to ChatGPT + OaP on
the AQuA dataset. SBP struggled with mathemat-
ical tasks, failing to outdo CoT. This could be be-
cause GSM8k and AQuA do not require elementary
mathematical concepts or principles in SBP’s style
additionally (see exemplars in Appendix C.5), as
also discussed in their paper (Zheng et al., 2023b).
But the abstraction paradigm of OaP still proved
beneficial. Besides, L2M and PaS performed well
only for certain tasks, but since CoT was the bench-
mark for both input and output, the results might
be skewed towards CoT. Conversely, OaP always
showed more consistent improvements under the
same conditions, highlighting the significance of
advanced cognitive processes in enhancing CoT.

Ablation The few-shot ablation study is depicted
in Fig. 3 (left). Notably, CoT outperforms OaP
when only one example is provided (1-shot), pos-
sibly due to the abstraction difficulty in com-
plex mathematical tasks being higher compared
to Knowledge QA. Thus, a single exemplar may be
insufficient for the model to understand the intent
and how to think at a higher level. As the number of
examples increases, OaP gradually gains a relative
advantage over CoT, underscoring OaP’s strength
in mathematical reasoning. Simply increasing the
number of examples does not consistently improve
the model’s performance, which exhibits fluctua-
tions. Given the similar trends in OaP and CoT,
this variability could be attributed to the influence

of our exemplar design on performance.

Error Analysis To investigate OaP’s behaviors,
we also annotated error cases from the Chat-
GPT+OaP on testset of GSM8k, categorizing the
failure modes into five major types:

(1) Archetype Error: The model implemented
abstraction inaccurately, leading to deviations and
omissions in the contextual meaning.

(2) Strategy Error: The strategy may be flawed
or misleading; or the strategy may be sound, but
the model applied the strategy too rigidly, failing to
capture the problem’s nuances and even occasion-
ally not completing the reasoning process.

(3) Deductive Error: Errors stemming from the
deductive paradigm of CoT, such as missing steps,
incorrectly compositing conditions, or reasoning in
a wrong order.

(4) Math Error: Despite the textual part being
correctly stated, the model wrongly formulates the
equation, erroneously inputs values, or performs
incorrect calculations.

(5) Reasoning Error: While OaP provides ap-
propriate guidance, the model fails in execution,
producing errors such as misinterpretation of con-
ditions and mathematical relationships, and inaccu-
rate acquisition of mathematical knowledge.

Fig. 3 (right) presents the Error Analysis results.
The error rate in OaP generation has increased com-
pared to the knowledge QA tasks but remains rel-
atively low at around 18%. A primary error in
abstraction arises from the model’s inadequate un-
derstanding, such as misinterpreting specific sce-
narios as more general situations and missing de-
tails. The proportion of strategy errors has also in-
creased compared to MMLU’s tasks. Some errors
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Table 3: Solve rates of OaP on Open-domain Reasoning,
presenting average results of five runs. The best was
highlighted in bold and the second best was underlined.

Method StrategyQA↑ ANLI-A2↑ ANLI-A3↑
CHATGPT 73.26±0.7 48.8±0.2 48.75±0.5

+ CoT 81.08±0.7 52.6±0.4 52.14±0.3

+ SBP 81.85±0.3 53.7±0.7 53.25±0.9

+ L2M 78.16±0.2 50.3±0.7 51.28±0.9

+ PaS 79.86±0.3 52.1±0.9 53.94±0.5

+ OaP (Ours) 83.60±1.1 52.7±0.4 54.08±0.3

INSTRUCTGPT 72.30±0.7 43.2±0.1 44.50±0.1

+ CoT 76.91±0.2 49.5±0.1 48.28±0.2

+ SBP 70.31±0.4 49.2±0.6 47.22±0.0

+ L2M 77.92±0.2 45.5±0.2 46.47±0.2

+ PaS 71.13±0.2 47.8±0.1 48.75±0.2

+ OaP (Ours) 76.56±0.5 51.3±0.3 50.92±0.3

are due to incorrect analysis, while others occur
when the model fails to execute despite appropriate
OaP guidance. An interesting aspect of strategy
error is that models might overly adhere to the
strategy, strictly following the outlines rather than
adapting to the actual problems. LLMs may even
sometimes analyze how to solve the problem with-
out actually solving it.

Most errors are due to the model’s misconcep-
tions and reasoning errors, including misinterpreta-
tion of conditions and mathematical relationships,
and inaccurate mathematical knowledge acquisi-
tion. Deductive errors and calculation mistakes also
make up a significant proportion. We believe this
suggests that the OaP process is clear and concise,
but it is still limited by the model’s capabilities.

5.3 Open-Domain Reasoning

We evaluated OaP’s performances on open-domain
tasks, which contain complex, diverse contexts
with abundant irrelevant details. Unlike the pre-
cise expression in knowledge QA and mathemati-
cal problems, these tasks require a wider range of
knowledge domains and involve more colloquial
expressions, requiring the model to have broader
contextual comprehension and reasoning abilities.

Main Results The experimental results are pre-
sented in Table 3. We can observe that OaP con-
sistently ranked first or second in all tasks, indicat-
ing its robust performance across various models
and task types. Conversely, the baselines showed
less stable inferential performance due to task and
model variations. Due to the lengthy context of
theses task data, we did not provide corresponding
few-shot ablation experiments.

Figure 4: Error Analysis on StrategyQA.

Error Analysis Similar to previous sections, we
performed error analysis on StrategyQA using re-
sults from ChatGPT + OaP. We categorize the er-
rors as following four types:

(1) Reasoning Error: LLMs made errors like
logical errors during reasoning;

(2) Knowledge Error: the models introduced
misled, unexpected or incorrect knowledge;

(3) Overarching Error: the model generated
incorrect archetype or strategies;

(4) Overgeneralization: OaP unnecessarily
broadened the problem, introducing superfluous
analysis.

As shown in Fig. 4, the major error types origi-
nate from the model’s capacities (0.58). OaP intro-
duces relatively few errors (0.14) but can lead to an
overgeneralization problem (0.27). The overgen-
eralization may occur since StrategyQA requires
reasoning from given premises, but overly invok-
ing the model’s internal knowledge, accurate or not,
can disrupt this process. Therefore, while OaP’s
analysis sometimes conceptualizes relevant scenar-
ios, fostering a more comprehensive discussion
that could be considered correct, it often results
in unnecessary additions and analysis, causing the
reasoning to exceed the intended scope of the ques-
tion’s original setup.

6 Conclusion

In this study, we present a simple method, Overar-
ching Prompting (OaP), to elicit high-level thinking
in LLMs, investigating the idea of applying abstrac-
tion across reasoning tasks. OaP involves two key
steps: archetype generation and strategy formula-
tion. Experiments showed that OaP excels on most
datasets, aiding in accurately pinpointing essentials
of the problems and reducing details’ distractions.
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Limitation

While OaP rarely makes errors on its own, it can
sometimes produce inoperative analysis or over-
generalization errors. LLMs may struggle to apply
OaP correctly or may overly adhere to outlines
without delving into details. We see the balance
between abstract and detailed reasoning as future
research, hoping it will inspire studies in human-
like cognition. Additionally, OaP may not be suit-
able for tasks with simple or unique contexts and
often requires tailored examples for different tasks.
Given its simplicity, conceptual clarity, and consis-
tent gains, concerns about complexity, costs, and
human effort are likely minimal. We provide more
error cases in Appendix A and token analysis in
Appendix B.

Despite its potential in a wide range of reasoning
tasks, OaP is not universally applicable for gener-
alization. Some tasks may not need or benefit from
abstraction, and in certain cases, abstraction and
conceptualization can introduce errors or unneces-
sarily complicate reasoning. Some tasks require
models to focus on specific local steps or details
rather than a global perspective.
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A Error Cases

To more clearly illustrate the behavioral patterns
of OaP, we present several typical error cases in
Tables 4 to 7.

Table 4: Abstract and strategy Error. Necessary condi-
tion “restart” is neglected.

Question Carla is downloading a 200 GB file. Normally she can down-
load 2 GB/minute, but 40% of the way through the down-
load, Windows forces a restart to install updates, which
takes 20 minutes. Then Carla has to restart the download
from the beginning. How load does it take to download the
file? (Answer: 160.0)

Archetype Carla is downloading a large file at a certain speed, but a
disruption occurs during the process, causing a delay. The
task is to calculate the total time it takes to download the
file.

Strategy we need to calculate the time it takes to download 40% of
the file, then factor in the 20-minute delay caused by the
restart, and finally calculate the time it takes to download the
remaining 60% of the file. By adding these times together,
we can find the total time it takes to download the file.

Table 5: Strategy Error. The strategy can be regarded as
correct but potential misleading.

Question Tom found 214 seashells, Nancy found 432 seashells, and
Benny found 86 seashells on the beach. When they cleaned
them, they discovered that 67 were cracked. How many
good seashells did they find together? (Answer: 665.0)

Archetype Three individuals found different numbers of seashells on
the beach, and a certain number of them were cracked. The
task is to calculate the total number of good seashells found
by all three individuals.

Strategy we need to calculate the total number of seashells found
by each individual, subtract the cracked seashells, and then
sum up the good seashells found by all three individuals to
get the final answer.

Answer First, let’s calculate the number of good seashells found
by each individual after subtracting the cracked seashells:
Tom found 214 seashells - 67 cracked seashells = 147 good
seashells Nancy found 432 seashells - 67 cracked seashells
= 365 good seashells Benny found 86 seashells - 67 cracked
seashells = 19 good seashells Now, let’s sum up the good
seashells found by all three individuals: 147 good seashells
(Tom) + 365 good seashells (Nancy) + 19 good seashells
(Benny) = 531 good seashells Therefore, Tom, Nancy, and
Benny found a total of 531 good seashells together

B Token Analysis

We use TikToken to count the output tokens on
three datasets as an example. We calculate the
average number of output tokens used to solve a
problem and report the mean and standard devi-
ation over five runs. The first stage (generating
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Table 6: Overgeneralization on StrategyQA. OaP might
be correct, but exceeds the original setup.

Question Durian is a plant type that produces several kinds of fruit.
Olfactory refers to the human sense of smell. Pleasant
smells according to polls include flowers and sweet foods.
Durian fruits have been banned in Singapore due to its
overwhelming smell. Are Durian fruits an olfactory delight?
(False)

Archetype Durian fruits are known for their strong smell, which has led
to them being banned in certain places. The sense of smell
is subjective, with pleasant smells varying from person to
person. The task is to determine if Durian fruits can be
considered an olfactory delight, despite being banned in
some places.

Strategy we need to consider the subjective nature of smell and
whether the strong smell of Durian fruits can be considered
pleasant to some individuals despite being overwhelming
to others.

Answer Durian fruits are known for their strong and pungent smell,
which has led to them being banned in certain places like
Singapore. While the smell of Durian fruits may be over-
whelming and unpleasant to some individuals, it is impor-
tant to note that the sense of smell is subjective. What one
person finds unpleasant, another may find delightful. In the
case of Durian fruits, there are indeed people who enjoy the
smell and taste of the fruit, considering it to be an olfactory
delight. Therefore, despite being banned in some places,
Durian fruits can still be considered an olfactory delight to
those who appreciate their unique aroma. The answer is
True.

intermediates) is shown in Table 8 and the second
stage (answering) is shown in Table 9. The token
consumption can be seen to be on the same order
of magnitude when compared with other methods.

In addition, we propose that OaP was inher-
ently designed with cost efficiency in mind. By
using exemplars and guiding phrases, the LLM op-
erates in a two-stage process, with costs similar
to other two-stage models. Moreover, OaP gener-
ally abstracts and conceptualizes problems, simpli-
fying intermediate outputs and producing limited
tokens. Although it doesn’t completely resolve
cost-effectiveness concerns, it suggests that any
potential issues are likely to be less severe.

C Prompts and Exemplars

Table 10 displays the templates utilized. We em-
ployed directly via question-answering, while im-
plementing methods like OaP via two steps: first
acquires the analysis and then requires answering.
Table 11 illustrates the response templates for anal-
ysis. We called the LLMs only once to generate
both the archetype and strategies for OaP. Besides,
the upper template of SBP is designed for knowl-
edge QA and mathematical reasoning, whereas the
second is customized for open-domain Reasoning
tasks.

In subsequent sections, we present all the QA

Table 7: Overgeneralization on StrategyQA. OaP might
be correct, but exceeds the original setup.

Question Jack Sparrow is the main character of the popular ’Pirates of
the Caribbean’ movie franchise. Jack Sparrow is the captain
of a pirate ship. Jack Sparrow sings many songs while on
the sea. Does Jack Sparrow know any sea shantys? (True)

Archetype Jack Sparrow is a fictional character known for being a
pirate captain who sings songs while at sea. The task is to
determine if Jack Sparrow knows any sea shanties, which
are traditional work songs sung by sailors.

Strategy we need to analyze the character of Jack Sparrow in the
’Pirates of the Caribbean’ franchise to see if there are any
instances of him singing sea shanties in the movies or if it
is mentioned in any other media related to the franchise.

Answer In the ’Pirates of the Caribbean’ movie franchise, Jack
Sparrow is indeed the captain of a pirate ship and is known
for his charismatic and eccentric personality. While Jack
Sparrow is shown singing various songs throughout the
movies, there is no specific mention or depiction of him
singing traditional sea shanties. Sea shanties are typically
work songs sung by sailors to coordinate their efforts while
performing tasks onboard a ship. Jack Sparrow’s songs
in the movies are more for entertainment and storytelling
purposes rather than traditional sea shanties. Therefore,
based on the information available from the movies, it can
be concluded that Jack Sparrow does not know any sea
shanties. The answer is False.

Table 8: First Stage Results

Method College Physics GSM8k StrategyQA

L2M 70.1± 1.2 58.8± 0.2 83.5± 0.4
PaS 135.2± 4.0 89.8± 7.9 86.1± 0.4
SBP 193.0± 3.0 79.7± 0.3 118.1± 0.4
OaP 128.4± 0.9 117.4± 0.2 127.9± 0.1

pairs used as exemplars, in Sec C.1, adopting the
CoT outputs as the standard response style. Then,
in Section C.2 through C.5, we individually show-
case exemplars of analyses for OaP, L2M, PaS, and
SBP.

C.1 Questions & CoT Reasoning

C.1.1 College Physics
Q: “Characteristic X rays, appearing as sharp lines on a
continuous background, are produced when high-energy
electrons bombard a metal target. Which of the follow-
ing processes results in the characteristic X rays? A)
Electrons producing Čerenkov radiation B) Electrons col-
liding with phonons in the metal C) Electrons filling inner

Table 9: Second Stage Results

Method College Physics GSM8k StrategyQA

L2M 227.0± 4.2 140.7± 0.9 144.5± 0.7
PaS 134.0± 16.4 119.6± 30.0 117.7± 0.7
SBP 152.4± 7.2 147.0± 0.7 83.0± 0.5
OaP 270.2± 6.6 146.2± 0.5 101.9± 0.2
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Table 10: Templates for two-stage question answering.

General Template for Analysis General Template for Q/A tasks

Question: <input/exemplar> Question: <input/exemplar>
Analysis: <none/exemplar> Analysis: <generation or exem-

plar>
Answer: <none/exemplar>

Table 11: Response templates for OaP’s and baselines’
analyses.

Method Template

L2M Let’s break down this problem: {break_down questions}

PaS Let’s devise a plan and solve the problem step by step:
{instructions}

SBP
The physical/chemistry/clinical/mathematical principles
and concepts required to solve this task include: {step-back
concepts & principles}

Let’s step back and paraphrase a question to a more generic
step-back question, which is easier to answer: {step-back
question & its answer}

OaP Let’s start with some high-level thinking. The problem state-
ments can be abstracted as follows: {high-level archetype}
From a high-level perspective, the problem could be ad-
dressed as follow: {high-level strategy}

shell vacancies that are created in the metal atoms D)
Electrons combining with protons to form neutrons”
A: “A) Čerenkov radiation is a type of electromagnetic ra-
diation emitted when a charged particle passes through
a dielectric medium at a speed greater than the phase
velocity of light in that medium. This is not related to
the production of characteristic X rays.\n B) Phonons
are quasiparticles related to the vibrations of atoms in
a crystal lattice. They are not involved in the production
of characteristic X rays.\nC) When high-energy elec-
trons bombard a metal target, they can knock out inner
shell electrons from the metal atoms, creating vacancies.
These vacancies are then filled by electrons from higher
energy levels, and the energy difference is released in
the form of characteristic X rays. So, this is the correct
answer.\nD) Electrons combining with protons to form
neutrons is a process that occurs in neutron stars, not
in the production of characteristic X rays.\nSo, the pro-
cess that results in the characteristic X rays is electrons
filling inner shell vacancies that are created in the metal
atoms.”

Q: “Electromagnetic radiation emitted from a nucleus
is most likely to be in the form of A) gamma rays, B)
microwaves, C) ultraviolet radiation, D) visible light”
A: “The nucleus of an atom is where nuclear reac-
tions occur, such as radioactive decay or nuclear fusion.
These reactions involve changes in the nuclear structure
and are typically associated with the emission of very
high-energy particles or radiation. \nA) Gamma rays are

a type of electromagnetic radiation that originates from
the nucleus of an atom during radioactive decay. They
have the highest energy and shortest wavelength of all
types of electromagnetic radiation.\nB) Microwaves are
a type of electromagnetic radiation with longer wave-
lengths and lower energy than visible light. They are
typically associated with technologies like microwave
ovens or radar, not nuclear reactions.\nC) Ultraviolet ra-
diation is a type of electromagnetic radiation with shorter
wavelengths and higher energy than visible light. It is
typically associated with processes like the emission
of light from hot objects or chemical reactions, not nu-
clear reactions.\nD) Visible light is a type of electromag-
netic radiation that is visible to the human eye. It is
typically associated with processes like the emission of
light from hot objects or chemical reactions, not nuclear
reactions.\nSo, the electromagnetic radiation emitted
from a nucleus is most likely to be in the form of A)
gamma rays.”

C.1.2 College Chemistry
Q: “A set of hybrid spˆ3 orbitals for a carbon atom is
given above. Which of the following is NOT true about
the orbitals? A) The orbitals are degenerate. B) The
set of orbitals has a tetrahedral geometry. C) These
orbitals are constructed from a linear combination of
atomic orbitals. D) Each hybrid orbital may hold four
electrons.”
A: “A) The orbitals are degenerate. This is true. In
the context of quantum mechanics, “degenerate” means
that the orbitals have the same energy level. In a carbon
atom with spˆ3 hybridization, all four orbitals are indeed
degenerate.\nB) The set of orbitals has a tetrahedral
geometry. This is also true. The spˆ3 hybridization
results in a tetrahedral geometry, with the four orbitals
pointing towards the corners of a tetrahedron.\nC) These
orbitals are constructed from a linear combination of
atomic orbitals. This is true as well. The spˆ3 hybrid
orbitals are formed by the combination of one s orbital
and three p orbitals from the carbon atom.\nD) Each
hybrid orbital may hold four electrons. This is NOT true.
Each orbital can hold a maximum of two electrons, not
four. Therefore, the correct answer is D.”

Q: “The anhydride of Ba(OH)2 is A) BaH2 B) BaOH
C) Ba D) BaO”
A: “An anhydride is a compound that is formed by re-
moving water from another compound. In this case, we
are looking for the anhydride of Ba(OH)2. \nBa(OH)2
is barium hydroxide, which consists of one barium ion
(Ba2+), two hydroxide ions (OH-). If we remove water
(H2O) from this compound, we are left with one barium
ion and one oxygen ion (O2-).\nTherefore, the anhydride
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of Ba(OH)2 is BaO. So, the correct answer is D) BaO.”

C.1.3 Clinical Knowledge
Q: “Mr Wood has just returned from surgery and has
severe internal bleeding. Which of the following obser-
vations would you NOT expect to find on undertaking
post-operative observations? A) Hypotension. B) Brady-
cardia. C) Confusion D) Tachypnoea.”
A: “A) Hypotension, or low blood pressure, can be a
sign of internal bleeding as the body may not be able to
pump enough blood due to the loss.\nB) Bradycardia, or
slow heart rate, is not typically associated with internal
bleeding. In fact, the heart rate often increases (tachy-
cardia) in response to blood loss as the body tries to
maintain adequate blood flow.\nC) Confusion can occur
if the brain is not getting enough blood due to internal
bleeding, leading to a lack of oxygen and nutrients.\nD)
Tachypnoea, or rapid breathing, can be a response to
internal bleeding as the body tries to get more oxygen
to compensate for the reduced blood flow.\n\nSo, the
observation you would NOT expect to find in a patient
with severe internal bleeding is B) Bradycardia.”

Q: “Which of the following represents Cushing’s re-
sponse? A) Low blood pressure, tachycardia. B) High
blood pressure, tachycardia. C) Low blood pressure,
bradycardia. D) High blood pressure, bradycardia.”
A: “Cushing’s response is a physiological nervous sys-
tem response to increased intracranial pressure. It re-
sults in Cushing’s triad of increased blood pressure, irreg-
ular or abnormal respirations, and bradycardia. There-
fore, the correct answer is D) High blood pressure, brady-
cardia.”

C.1.4 GSM8k
Q: “Joe plays a soccer tournament with his team.
Matches won score 3 points for the winning team and
tied matches score 1 point for both teams. Joe and his
team won 1 game and drew 3. The first-place team has
won 2 games and tied 2. By how many points did the
first-place team beat Joe’s team?”
A: “The first-place team has won 2 games, which gives
them 6 points (2 games x 3 points per game). They also
tied 2 games, which gives them an additional 2 points
(2 games x 1 point per tie). Therefore, the first-place
team has a total of 8 points.\nJoe’s team won 1 game,
giving them 3 points, and tied 3 games, giving them an
additional 3 points (3 games x 1 point per tie). Therefore,
Joe’s team has a total of 6 points.\nThe first-place team
beat Joe’s team by 2 points (8 points - 6 points). The
answer is 2.”

Q: “Jenny signs up for dinner theater with 5 of her
friends. Each person pays $50 for the ticket and $10

for their entrée, and half the people also buy unlimited
drink tickets for $30/person. Then the dinner theater is
canceled due to COVID, and each person gets a 90%
refund. How much money did the group of six friends
lose?”
A: “First, calculate how much each person paid for their
ticket and entreee by adding the cost of the ticket to the
cost of the entrée: $50/ticket + $10/entrée = $60/per-
son.\nThen multiply the cost per person by the number
of people to find the total cost:$60/person x 6 people =
$360.\nNext, calculate how many people bought drink
tickets by dividing the total number of people by 2: 6
people / 2 = 3 people.\nThen multiply the number of
people who bought drink tickets by the cost per drink
ticket to find the total cost of the drink tickets: 3 people
x $30/person = $90.\nThen add the cost of the tickets,
entrées, and drink tickets to find the total cost: $360 +
$90 = $450.\nThen multiply the total cost by the refund
rate to find how much money they got back: $450 x 90%
= $405.\nThen subtract the refund from the total cost to
find how much money the group lost: $450 - $405 = $45.
The answer is $45.”

C.1.5 AQuA
Q: “In the coordinate plane, points (x, 1) and (5, y) are on
line k. If line k passes through the origin and has slope
1/5, then what are the values of x and y respectively?
Options: A)4 and 1, B)1 and 5, C)5 and 1, D)3 and 5,
E)5 and 3”
A: “Line k passes through the origin and has slope 1/5
means that its equation is y=1/5*x.\nThus: (x, 1)=(5, 1)
and (5, y) = (5,1) –>x=5 and y=1\nAnswer: C”

Q: “For all numbers p and q, the operation @ is de-
fined by p@q = pˆ2 - pq. If xy \u2260 0, then which of the
following can be equal to zero?\nI. x@y\nII. (xy)@y\nIII.
x@(x + y) Options: A)II, B)I and II, C)I and III, D)II and
III, E)All of the above”
A: “p@q = pˆ2 - pq=p(p-q).... so p@q will be zero if
p=q or p=0.. but a cannot be equal to 0.. as per Q, x
and y can take any int value except 0...\nnow lets look
at the choices..\nwhen x=y, it will be 0... so ok...\nwhen
we put xy=y, it is possible when x=1 and y any inte-
ger... so ok again\nwhen we put x=x+y.... only possibility
when y=0 and it is given x and y cannot be 0....so not
possible\nonly l and ll possible ans B....”

C.1.6 StrategyQA
Q: “Mixed Martial arts in the UFC takes place in an en-
closed structure called The Octagon. The Roman Colos-
seum games were fought in enclosed arenas where
combatants would fight until the last man was standing.
Mixed martial arts contests are stopped when one of the
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combatants is incapacitated. The Roman Colosseum
was performed in front of crowds that numbered in the
tens of thousands. Over 56,000 people attended UFC
193. Is Mixed martial arts totally original from Roman
Colosseum games?”
A: “Firstly, both Mixed Martial Arts (MMA) and Roman
Colosseum games involve combat sports, where the ob-
jective is to incapacitate the opponent. They both take
place in enclosed structures and are performed in front
of large crowds. However, there are also significant dif-
ferences.\nThe rules and regulations of MMA are much
more stringent and are designed to ensure the safety of
the fighters. In contrast, Roman Colosseum games were
often fights to the death with little regard for the safety
of the combatants.\nMoreover, the types of combat in
MMA and Roman Colosseum games are different. MMA
combines various martial arts disciplines, while Roman
Colosseum games often involved gladiators, animals,
and other forms of spectacle. \nSo, while MMA may
have some similarities with Roman Colosseum games,
it is not a direct continuation or copy of them. It has its
own unique characteristics and has evolved in its own
right. Therefore, it can be considered as original from
Roman Colosseum games. The answer is False.”

Q: “Giant squids live between 1,000 and 3,800 feet
in the ocean. With a dry dive suit, a scuba tank, gloves,
and so on, divers can reach depths of around 1000 feet.
Without scuba gear people can safely dive a maximum
of 60 feet without feeling the negative risks associated
with diving beyond the limit. Is capturing giant squid in
natural habitat impossible with no gear?”
A: “Firstly, giant squids live between 1,000 and 3,800
feet in the ocean. This is their natural habitat. Secondly,
without any scuba gear, humans can safely dive a maxi-
mum of 60 feet. This is far less than the minimum depth
at which giant squids live. Therefore, it would be impos-
sible for a human to reach a giant squid in its natural
habitat without any gear. Even with scuba gear, divers
can only reach depths of around 1,000 feet, which is still
less than the maximum depth at which giant squids live.
So, capturing a giant squid in its natural habitat would
be extremely difficult, if not impossible, even with gear.
The answer is True.”

C.1.7 ANLI
Q: “The premise is \“one of the orders issued by Ochola
in April Login to license this image from 1$. In short
At Kira Road police station, the photocopier business
has moved behind the station, far away from the prying
eyes of those passing on the road to Bukoto while at
Old Kampala Police station, clients are now buying the
forms across the road.\” The hypothesis is \“The decision

to move the photocopier business was done for privacy
reasons.\” The Relation between the premise and hy-
pothesis is a) entailment b) neutral c) contradiction?”
A: “The premise states that the photocopier business
has been moved away from the view of those passing by,
implying that the move was made for privacy reasons.
This directly supports the hypothesis that the decision
to move the photocopier business was done for privacy
reasons. Therefore, the relation between the premise
and hypothesis is a) entailment.”

Q: “The premise is \“OK! Everybody sing! “I”m dream-
ing of a wet Christmas just like the ones we used to
know.” While it may not compare with Bing Crosby”s clas-
sic “White Christmas,” it should be an accurate forecast
for the remainder of the week. The National Weather
Service is calling for a string of cold, wet storms coming
to Northern California for the rest of the week. However,
the weather guesseers don”t think it will be cold enough
to bring snow to the valley or even the lower foothills.\”
The hypothesis is \“There will be a string of rainy days in
Southern California.\” The Relation between the premise
and hypothesis is a) entailment b) neutral c) contradic-
tion?”
A: “The premise talks about a forecast of cold, wet
storms coming to Northern California for the rest of the
week. The hypothesis, on the other hand, talks about a
string of rainy days in Southern California. The premise
does not provide any information about the weather in
Southern California. Therefore, the relation between the
premise and the hypothesis is b) neutral.”

C.2 Overarching Prompting

C.2.1 College Physics

A1: “A spherical conductor carries a net charge, and the
task is to identify the charge’s distribution. The options
presented four possibilities, differing in terms of charge
motion, location (surface or volume), and influence of
external charges.”
S1: “we need to understand the properties of conductors
and make judgments based on behind physical princi-
ples like Coulomb’s Law regarding their charge distribu-
tion.”

A2: “The nucleus of an atom is emitting electromag-
netic radiation, and the task is to identify the most likely
form of this radiation. The options presented four possi-
bilities, differing in terms of the type of electromagnetic
radiation.”
S2: “we need to understand the properties of differ-
ent types of electromagnetic radiation and their sources,
particularly in relation to atomic nuclei. This involves
knowledge of nuclear physics and the electromagnetic
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spectrum.”

C.2.2 College Chemistry
A1: “A set of hybrid spˆ3 orbitals for a carbon atom is
given, and the task is to identify the statement that is
NOT true about these orbitals. The options presented
four possibilities, differing in terms of the properties and
characteristics of the orbitals.”
S1: “we need to understand the properties and charac-
teristics of hybrid spˆ3 orbitals, including their geometry,
degeneracy, construction, and electron capacity. This
involves knowledge of atomic structure, orbital hybridiza-
tion, and quantum mechanics.”

A2: “The task is to identify the anhydride of Ba(OH)2.
The options presented four possibilities, differing in terms
of the chemical composition.”
S2: “we need to understand the concept of anhydrides
and how they are formed from their corresponding hy-
droxides. This involves knowledge of inorganic chemistry
and chemical reactions.”

C.2.3 Clinical Knowledge
A1: “Mr. Wood has undergone surgery and is experienc-
ing severe internal bleeding. The task is to identify which
symptom would not be expected in this situation. The
options presented four possibilities, differing in terms of
physiological responses.”
S1: “we need to understand the physiological responses
to internal bleeding, particularly post-surgery. This in-
volves knowledge of human physiology and medical
symptoms.”

A2: “The task is to identify the correct representation
of Cushing’s response. The options presented four pos-
sibilities, differing in terms of blood pressure and heart
rate conditions.”
S2: “we need to understand the physiological changes
associated with Cushing’s response. This involves knowl-
edge of cardiovascular physiology and the effects of
certain medical conditions on the body.”

C.2.4 GSM8k
A1: “In a point-based competition, different results (win,
draw) yield varying points. Two teams have different
results, and the task is to compare their total points.”
S1: “we need to first calculate each team’s total points
according to the problem. Then, the difference can be
calculated based on their scores.”

A2: “In a group transaction, different items (tickets,
food, drinks) have different costs. Some members pur-
chase all items, while others purchase only some. Due
to an event, a percentage of the total cost is refunded.
The task is to calculate the total loss.”

S2: “we need to calculate the total cost for each person
according to the problem and get the total cost for the
group. Then, we can calculate the refund amount and
finally find out the loss for the group.”

C.2.5 AQuA
A1: “Two points are on a line. A slope of the line that
passing through the origin is given. The task is to deter-
mine the coordinates of these points.”
S1: “we need to use the slope formula to find the equa-
tion of the line passing through the origin. Then, we can
substitute the coordinates of the given points into the
equation to solve for x and y.”

A2: “The problem defines a specific operation (@)
and given two variables with its multiplyed result. The
task is to determine which expressions of the two vari-
ables based on @ can be equal to zero under certain
conditions.”
S2: “we need substitute the given expressions into the
defined operation and simplifying to see which ones can
result in zero.”

C.2.6 StrategyQA
A1: “Two different types of combat sports (Mixed Mar-
tial Arts and Roman Colosseum games) are compared
in terms of their fighting arenas, rules, and audience
size. The task is to determine if Mixed Martial Arts is
completely original or if it has similarities with Roman
Colosseum games.”
S1: “we need to compare the characteristics of both
sports according to the problem and then make a judg-
ment based on the similarities and differences.”

A2: “There are two depths given, one for the habitat
of the giant squids and one for the maximum depth a
person can dive with or without gear. The task is to
compare these two depths and determine if it’s possible
for a person to reach the squids without gear.”
S2: “we need to compare the maximum depth a person
can dive to the minimum depth at which giant squids live.
If the maximum diving depth is less than the minimum
squid depth, then it is impossible to reach the squids
without gear.”

C.2.7 ANLI
A1: “There is a premise that describes a directive issued
by a specific authority, Ochola, related to the photocopier
business. Following this directive, a business operation
was relocated to a more secluded area at two different
police stations. A hypothesis is presented suggesting
that the relocation was made for privacy reasons. The
task is to determine the relationship between the premise
and the hypothesis.”
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S1: “we need to understand and analyze the premise
and the hypothesis using logical reasoning methods. For
example, we could consider the nature of the authority,
the reasons they might have for relocation, and the im-
plications of the new location. We should validate our
analysis by seeking evidence that supports or refutes
our conclusions.”

A2: “There is a premise that initially invoking a jovial
atmosphere with song lyrics, then transitioning into a
weather forecast for Northern California, predicting a
series of storms, with a specific note in certain areas. A
hypothesis is presented suggesting that a series of rainy
days in Southern California. The task is to determine the
relationship between the premise and the hypothesis.”
S2: “we need to understand and analyze the premise
and the hypothesis using logical reasoning methods. For
example, we could consider the geographical locations
mentioned in both the premise and the hypothesis, the
weather patterns, the specific conditions predicted, and
the potential implications. We should validate our anal-
ysis by seeking evidence that supports or refutes our
conclusions.”

C.3 Least2Most Prompting

C.3.1 College Physics
A1: “1. What is the process that results in characteristic
X rays? 2. What are the characteristics of characteristic
X rays? 3. Which of the given options aligns with the
process of producing characteristic X rays?”

A2: “1. What is electromagnetic radiation? 2. What
are the different types of electromagnetic radiation? 3.
Which type of electromagnetic radiation is typically emit-
ted from a nucleus?”

C.3.2 College Chemistry
A1: “1. What are hybrid orbitals? 2. What is the
significance of sp3̂ hybrid orbitals for a carbon atom? 3.
Which statement does not align with the characteristics
of sp3̂ hybrid orbitals?”

A2: “1. What is an anhydride? 2. What is the formula
for barium hydroxide (Ba(OH)2)?”

C.3.3 Clinical Knowledge
A1: “1. What are the typical signs and symptoms of
internal bleeding? 2. Which of the given options does
not align with the expected post-operative observations
for a patient with severe internal bleeding?”

A2: “1. What is Cushing’s response? 2. What are the
typical physiological changes associated with Cushing’s
response? 3. Which of the given options aligns with the
characteristics of Cushing’s response?”

C.3.4 GSM8k
A1: “1. What’s each team’s total points? 2. What’s their
point difference?”

A2: “1. What’s the total cost for each person? 2.
What’s the total cost for the group? 3. How much is the
refund amount? 4. What’s the total loss for the group?”

C.3.5 AQuA
A1: “1. What is the equation of a line passing through
the origin with a slope of 1/5? 2. How can we use this
equation to find the values of x and y for the given points
on the line? 3. Which option satisfies the conditions
given in the problem?”

A2: “1. What is the operation @ defined as? 2. What
does it mean for an expression to be equal to zero? 3.
Can we determine which expressions can be equal to
zero based on the given information about the operation
@?”

C.3.6 StrategyQA
A1: “1. What are the similarities between Mixed Mar-
tial Arts in the UFC and Roman Colosseum games?\n2.
What are the differences between the two forms of com-
bat sports?\n3. How has the concept of combat sports
evolved from ancient times to modern times?”

A2: “1. What is the maximum depth that divers can
safely reach with scuba gear?\n2. What is the maximum
depth that people can safely dive without scuba gear?\n3.
Are the depths at which giant squids live within the safe
diving limits for divers with and without scuba gear?\n4.
Based on the safe diving limits, is capturing giant squid
in their natural habitat possible without gear?”

C.3.7 ANLI
A1: “1. What is the premise of the statement? 2. What
is the hypothesis of the statement? 3. What is the rela-
tion between the premise and hypothesis - entailment,
neutral, or contradiction?”

A2: “1. What is the premise? 2. What is the hypoth-
esis? 3. What is the relationship between the premise
and the hypothesis?”

C.4 Plan-and-Solve Prompting

C.4.1 College Physics
A1: “1. Understand the concept of characteristic X
rays and how they are produced.\n2. Eliminate options
that do not align with the process of characteristic X ray
production.\n3. Identify the correct process that results
in characteristic X rays, which is electrons filling inner
shell vacancies that are created in the metal atoms.”

A2: “1. Understand that electromagnetic radiation
emitted from a nucleus is typically in the form of gamma
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rays.\n2. Recall that gamma rays are the highest energy
form of electromagnetic radiation and are emitted during
nuclear reactions or decay.”

C.4.2 College Chemistry
A1: “1. Understand the concept of hybridization and
spˆ3 orbitals.\n2. Examine each statement and deter-
mine if it is true or false based on the properties of spˆ3
orbitals.\n3. Identify the statement that does not align
with the characteristics of spˆ3 orbitals.”

A2: “1. Determine the formula for Ba(OH)2. Ba(OH)2
is barium hydroxide.\n2. Identify the anhydride of
Ba(OH)2. An anhydride is a compound formed by re-
moving water from a hydrate.”

C.4.3 Clinical Knowledge
A1: “1. Understand the normal physiological responses
to surgery and post-operative care.\n2. Identify the signs
and symptoms of internal bleeding.\n3. Determine which
observation would be unexpected or concerning in the
context of post-operative care for internal bleeding.”

A2: “1. Understand what Cushing’s response is.\n2.
Identify the option that matches the description of Cush-
ing’s response.”

C.4.4 GSM8k
A1: “1. Calculate the total points earned by Joe’s team
(3 points for a win and 1 point for a draw). 2. Calculate
the total points earned by the first-place team. 3. Find
the difference in points between the first-place team and
Joe’s team.”

A2: “1. Calculate the total cost per person for the
ticket and entrée.\n2. Calculate the total cost per person
for the ticket, entrée, and unlimited drink tickets (for half
the group).\n3. Calculate the total cost for Jenny and
her 5 friends.\n4. Calculate the 90% refund each person
receives.\n5. Calculate the total amount the group of six
friends lost.”

C.4.5 AQuA
A1: “1. Use the formula for slope to find the slope of
the line passing through the points (x, 1) and (5, y).\n2.
Since the line passes through the origin, the y-intercept
is 0.\n3. Set up the equation using the slope and the
y-intercept to find the values of x and y.”

A2: “1. Substitute the given operation into the ex-
pressions provided. 2. Simplify each expression to see
which ones can be equal to zero. 3. Determine which
options satisfy the condition xy \neq 0.”

C.4.6 StrategyQA
A1: “1. Compare the similarities and differences be-
tween Mixed Martial Arts in the UFC and Roman Colos-

seum games.\n2. Consider the rules and structure of
both types of combat sports.\n3. Analyze the historical
context and cultural significance of both Mixed Martial
Arts and Roman Colosseum games.\n4. Determine if
Mixed Martial Arts is a totally original concept or if it has
been influenced by Roman Colosseum games.”

A2: “1. Determine the maximum depth that a person
can safely dive without scuba gear, which is 60 feet.\n2.
Compare this depth to the depth at which giant squids
live, which is between 1,000 and 3,800 feet.”

C.4.7 ANLI
A1: “1. Understand the premise, which is about the
photocopier business at Kira Road police station being
moved behind the station and clients at Old Kampala
Police station now buying forms across the road.\n2.
Understand the hypothesis, which suggests that the de-
cision to move the photocopier business was done for
privacy reasons.\n3. Determine the relation between the
premise and the hypothesis.”

A2: “1. Identify the premise and hypothesis.\n2.
Compare the premise and hypothesis to determine their
relationship.”

C.5 Step-Back Prompting
C.5.1 College Physics
A1: “1. Atomic structure and electron transitions: Un-
derstanding the structure of an atom, particularly the
arrangement of electrons in different energy levels or
shells, is crucial. When an electron from a higher en-
ergy level fills a vacancy in a lower energy level, energy
is released in the form of X-ray radiation.\n2. Energy
conservation: The energy difference between the higher
and lower energy levels corresponds to the energy of
the emitted X-ray photon.\n3. Interaction of radiation
with matter: This involves understanding how electrons
interact with the atoms of the metal target, leading to the
ejection of inner shell electrons and subsequent electron
transitions that emit characteristic X-rays.”

A2: “1. Nuclear physics: Understanding the types of
radiation that can be emitted from the nucleus of an atom
is essential. This includes knowledge of alpha, beta, and
gamma radiation.\n2. Electromagnetic spectrum: Famil-
iarity with the different types of electromagnetic radiation,
including their energy levels and wavelengths, is crucial.
Gamma rays, microwaves, ultraviolet radiation, and vis-
ible light are all parts of the electromagnetic spectrum,
but they differ significantly in their properties and ori-
gins.\n3. Energy levels in the nucleus: The nucleus of
an atom can undergo transitions that involve changes in
energy levels. These transitions can result in the emis-
sion of electromagnetic radiation, typically of very high
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energy, such as gamma rays.”

C.5.2 College Chemistry
A1: “1. Orbital Hybridization: This concept involves the
mixing of atomic orbitals into new hybrid orbitals that
are suitable for the pairing of electrons to form chemical
bonds in molecular geometries. \n2. Molecular Geom-
etry: The spatial arrangement of atoms in a molecule
and the chemical bonds that hold the atoms together.
Hybridization influences molecular geometry.\n3. Pauli
Exclusion Principle and Hund’s Rule: These principles
dictate the arrangement of electrons in orbitals. The
Pauli Exclusion Principle states that no two electrons in
an atom can have the same set of four quantum num-
bers, meaning an orbital can hold a maximum of two
electrons with opposite spins. Hund’s Rule states that
electrons will fill degenerate orbitals singly before filling
them in pairs.”

A2: “1. Understanding of chemical compounds and
their nomenclature: Knowing the structure and naming
conventions of chemical compounds helps in identify-
ing the correct anhydride form of a given compound.\n2.
Knowledge of chemical reactions: Understanding how
dehydration (removal of water) reactions work, espe-
cially in the context of forming anhydrides from hydrates
or hydroxides.\n3. Concept of anhydrides: Anhydrides
are compounds that can be formed by the removal of
water molecules from a more complex compound. In the
context of inorganic chemistry, anhydrides often refer to
oxides formed from the dehydration of a hydroxide.”

C.5.3 Clinical Knowledge
A1: “1. Vital signs: Vital signs include blood pressure,
heart rate, respiratory rate, and mental status. Changes
in these can indicate various health conditions.\n2. Phys-
iological responses to blood loss: Severe blood loss
can lead to specific physiological responses such as hy-
potension (low blood pressure) due to decreased blood
volume, tachycardia (increased heart rate) as the body
attempts to maintain adequate circulation, tachypnea
(increased respiratory rate) to meet oxygen demands,
and confusion due to reduced oxygen supply to the
brain.\n3. Post-operative complications: Identifying what
is expected versus what is an unusual response post-
surgery.”

A2: “1. Cushing’s response: Cushing’s response is
a physiological nervous system response to increased
intracranial pressure that results in Cushing’s triad of
increased blood pressure, irregular or decreased respi-
ration, and bradycardia.\n2. Knowledge of medical ter-
minology: Tachycardia refers to a fast heart rate, while
bradycardia refers to a slow heart rate.”

C.5.4 GSM8k
A1: “1. Basic arithmetic: Addition and multiplication
are used to calculate the total points based on the num-
ber of wins and draws.\n2. Understanding of scoring
rules in sports: Knowing how points are awarded in the
tournament for wins and draws is crucial to solving the
problem.”

A2: “1. Basic arithmetic operations: Addition, sub-
traction, multiplication, and division are used to calculate
total costs, refunds, and losses.\n2. Percentages: Un-
derstanding how to calculate a percentage of a number,
which is crucial for determining the refund amount.”

C.5.5 AQuA
A1: “1. linear equations: A linear equation in two vari-
ables can be expressed in the form y = mx + b, where m
is the slope and b is the y-intercept.\n2. Slope calcula-
tion: The slope of a line through two points (x1, y1) and
(x2, y2) is given by (y2 - y1) / (x2 - x1).\n3. Substitution
and solving equations: Substituting given values into the
equation of the line to find unknown coordinates.”

A: “1. Algebraic manipulation: Understanding how
to manipulate and simplify expressions using algebraic
operations.\n2. Function properties: Analyzing the prop-
erties of the defined operation to determine under what
conditions the result can be zero.”

C.5.6 StrategyQA
A1: “Is there a direct connection between mixed martial
arts in the UFC and the Roman Colosseum games?
While there are some similarities between mixed martial
arts in the UFC and the Roman Colosseum games, such
as the enclosed arena and the combatants fighting until
one is incapacitated, there is not a direct connection be-
tween the two. The UFC is a modern sport with rules and
regulations in place to ensure the safety of the fighters,
while the Roman Colosseum games were often brutal
and deadly events with no such regulations. Additionally,
the motivations and cultural contexts of the two events
are vastly different. The UFC is a professional sport with
athletes competing for titles and prize money, while the
Roman Colosseum games were often used as a form
of entertainment and political propaganda. While there
may be some parallels between the two, it is important to
recognize the distinct differences between mixed martial
arts in the UFC and the Roman Colosseum games.”

A2: “Can humans capture giant squids in their nat-
ural habitat without any diving equipment? Based on
the information provided, it is clear that humans cannot
safely dive to the depths where giant squids live without
diving equipment. The maximum depth a person can
safely dive without gear is 60 feet, while giant squids live
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between 1,000 and 3,800 feet in the ocean. Therefore, it
would be impossible for a human to capture a giant squid
in its natural habitat without the use of diving equipment.”

C.5.7 ANLI
A1: “Does the information in the premise support the
hypothesis that the photocopier business was moved for
privacy reasons? Based on the information provided in
the premise, it is mentioned that the photocopier busi-
ness has moved behind the station, far away from the
prying eyes of those passing on the road. This could
suggest that the move was done for privacy reasons, as
stated in the hypothesis. Therefore, the relation between
the premise and the hypothesis could be considered as
entailment. However, without more specific information
confirming that privacy was the reason for the move,
there could also be a possibility of neutrality.”

A2: “Does the information in the premise support,
contradict, or have no bearing on the hypothesis? The
premise states that the National Weather Service is pre-
dicting a series of cold, wet storms for Northern Califor-
nia, but it does not mention Southern California. There-
fore, the relation between the premise and the hypothe-
sis is neutral, as the premise neither supports nor con-
tradicts the hypothesis.”

1453


