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Abstract

Automatic code question answering aims to
generate precise answers to questions about
code by analyzing code snippets. To provide an
appropriate answer, it is necessary to accurately
understand the relevant part of the code and cor-
rectly interpret the intent of the question. How-
ever, in real-world scenarios, the questioner of-
ten provides only a portion of the code along
with the question, making it challenging to
find an answer. The responder should be ca-
pable of providing a suitable answer using such
limited information. We propose a knowledge-
based framework, CoRAC, an automatic code
question responder that enhances understand-
ing through selective API document retrieval
and question semantic intent clustering. We
evaluate our method on three real-world bench-
mark datasets and demonstrate its effectiveness
through various experiments. We also show that
our method can generate high-quality answers
compared to large language models, such as
ChatGPT.

1 Introduction

Online communities such as Stack Overflow, Red-
dit, and GitHub have become essential resources
for developers seeking solutions to coding chal-
lenges. Developers frequently rely on these plat-
forms to overcome obstacles, deepen their under-
standing of programming concepts, and enhance
their productivity. These communities serve as
knowledge hubs for a wide audience, ranging from
professional software developers to students study-
ing programming, and they have accumulated vast
amounts of information. The growing volume of
question-and-answer interactions on these plat-
forms has led to a need for automated methods
to efficiently provide accurate and relevant answers
to code-related queries.

† Corresponding author.

Code
def mw_snippet(server, query):
    snippet_url = u'https://' + server
    snippet_url += query
    snippet = json.loads(web.get(snippet_url))
    snippet = snippet[u'query'][u'pages’]
    snippet = snippet[list(snippet.keys())[0]]
    return snippet[u'extract']

Question #2
What is the function of the 
keys() method? 
Answer #2
The keys() method is used to 
retrieve all the keys in a 
dictionary. 

Question #1
How is the JSON data 
retrieved from the URL?
Answer #1
The JSON data is retrieved 
from the URL using the 
web.get() function.

Figure 1: An illustration of code question answering.
The knowledge of necessary API functions varies de-
pending on the specific question and the intended pur-
pose behind each question also differs.

Recently, many pre-trained language models
(PLMs) for programming and natural language
have been developed, such as CodeBERT (Feng
et al., 2020), PLBART (Ahmad et al., 2021), Unix-
Coder (Guo et al., 2022), CodeT5 (Wang et al.,
2021), and CodeGen (Nijkamp et al., 2023). These
models have achieved remarkable success across
various code understanding tasks, including defect
detection (Zhou et al., 2019), clone detection (Sva-
jlenko et al., 2014; Mou et al., 2016), code transla-
tion (Lu et al., 2021), code summarization (Husain
et al., 2019), and code generation (Iyer et al., 2018).
This success is due to the utilization of large-scale
corpora of code and text. These PLMs learn not
only from code (uni-modal data) but also code-
comment pairs (bi-modal data) in the pre-training
stage. This allows the models to learn both the se-
mantic information of code and the relationships
between code and natural language. These mod-
els have shown significant performance on various
tasks after fine-tuning. Liu and Wan (2021) also
showed the possibility of PLMs for code question
answering.

However, these PLMs were fine-tuned by sim-
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ply providing a pair of code and question as input
and the answer as output, which is the typical ap-
proach for tasks such as code translation and code
summarization. Unlike these tasks, code question
answering requires a deeper understanding of the
code’s meaning and context, along with the ability
to make inferences. There are three main aspects
to the challenging issues of code question answer-
ing. First, answering questions about code often
requires capabilities for inference and reasoning.
This requires a higher level of understanding and
reasoning than just generating or translating code.
Second, it needs to recognize which API functions
are utilized in the given code and understand the
purpose and usage of those API functions. This is
crucial for understanding the usage and function-
ality of the API function and providing accurate
responses to code questions. Third, code questions
can encompass a variety of problem types. For in-
stance, they might involve tasks such as debugging
code errors, solving algorithmic problems, reason-
ing, or providing explanations. The model needs to
comprehend these various problem types.

To address these challenging aspects of code
question answering, we utilize specific domain
knowledge used within the code and a precise
understanding of the question’ intent to generate
answers. For example, as shown in Figure 1, re-
sponders should have knowledge of the API func-
tions used in the code, such as loads(), get(),
and keys(), to understand the code and infer the
answer. If they lack knowledge of it, API docu-
mentation can provide information on how to use
functions and their parameters.

The key point is to identify the API functions
relevant to the question being asked. Question #1
involves understanding API function calls related
to JSON, while Question #2 specifically requires
knowledge of the keys() function. Therefore, it is
important to identify which API function documen-
tation is helpful in answering the questions.

Furthermore, to provide more accurate and rele-
vant answers, responders should understand the
intent of the questions. As shown in Figure 1,
Question #1 asks about the process of retrieving
JSON data from a URL using the given code,
so the answer should provide information about
Usage of APIs. In contrast, Question #2 inquires
about the purpose and functionality of the given
code, so the answer should provide Purpose or
Functionality information. By understanding
the underlying purpose of the question, responders

can generate a more tailored and relevant answer
that directly addresses the asker’s concerns.

However, in real-world scenarios, questioners
often provide only code and questions without ex-
plicitly indicating their question intent. Misinter-
preting the intent can result in answers that fail to
meet the questioner’s expectations. For example,
if a question seeks the “purpose” of a code block
but the response focuses on its “usage”, the answer
may mislead the questioner even when utilizing
specific domain knowledge such as API documen-
tation. Thus, accurately understanding the intent
of questions is crucial in generating accurate and
relevant answers.

In this paper, we propose a knowledge-based
framework, CoRAC, an automatic Code question
Responder by utilizing API documentation as ex-
ternal domain knowledge and Clustered question
intent instruction. We propose selective API doc-
ument retrieval that extracts helpful API function
descriptions highly relevant to the question through
an external PLM. Also, we design question intent
instruction that represents the semantic intent of
the question about the code. By training question
semantic intent instruction with the cluster prompt
template, we can indirectly inform the type of ques-
tion and guide the model to improve the quality of
answers to code-related questions. To demonstrate
the effectiveness of our model, we conduct exper-
iments on three real-world datasets: two Github
datasets (Java and Python) and one introductory
programming course dataset (Python). We show
that our model can generate high-quality answers
compared to recent large language models (LLMs).

2 Related Work

Automatic question answering has been consis-
tently studied in the field of natural language pro-
cessing (Yang et al., 2015; Rajpurkar et al., 2016,
2018; Yang et al., 2018). Recently, attention has
shifted toward automatic code question answer-
ing in program language processing. Xu et al.
(2017) introduced a system that generates answers
to technical questions from StackOverflow. Simi-
larly, Bansal et al. (2021) designed an answering
system for questions about subroutines using an
RNN encoder-decoder network (Cho et al., 2014).
However, questions in these datasets tend to be sim-
ple, where answers can be easily obtained without
requiring complex inference or reasoning about the
code.
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import pandas as pd

data = {
    'Apples': [3, 2, 0, 1], 
    'Oranges': [0, 3, 7, 2]
}
purchases = pd.DataFrame(data)
purchases['Bananas'] = [1, 2, 1, 0]
purchases.to_csv('purchases.csv')
df = pd.read_csv('purchases.csv')
df.set_index('Apples', inplace=True)
print(df.head())

Code

Which function is utilized to write a CSV file?

Question

DataFrame()

to_csv()

read_csv()

set_index()

head()

Two-dimensional, size-mutable, heterogeneous tabular data.

Write object to a comma-separated values (csv) file.

Read a comma-separated values (csv) file into DataFrame.

Set the DataFrame index using existing columns.

Return the first n rows.
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Figure 2: Overview of CoRAC framework. (a) For code question answering, not only code and question but also
important API documents selected by our method and instruction containing the semantic intent of the question are
given as inputs for training the end-to-end model (Sec. 3.1). (b) For selecting helpful API documents, we parse the
code to extract all API functions and match them with the corresponding database for each programming language
to obtain the description of the respective API function. We then select the important API documentation relevant to
the question based on semantic features utilizing an external PLM (Sec. 3.2). (c) To grasp the intent of the question,
we create a question semantic intent instruction from clustering-based questions based on the semantic features
(Sec. 3.3). (d) With the selected important API function’s documents and question intent instruction, the decoder is
trained to generate free-form answers (Sec. 3.4).

Liu and Wan (2021) constructed a more complex
code question answering dataset, which consists
of free-form answers requiring a deep understand-
ing of both the code and the associated question
to provide comprehensive answers. They were the
first to apply this dataset to the PLMs such as Code-
BERT (Feng et al., 2020) for the task. Addition-
ally, Lee et al. (2022) introduced a more real-world
dataset, CS1QA, that focuses on the introductory
programming education domain.

Recently, the rise of LLMs in program-
ming and natural language processing, such
as Llama3.1 (Dubey et al., 2024), Code
Llama (Roziere et al., 2023), Qwen2.5-Coder (Hui
et al., 2024) has led to notable improvements in
various code intelligence tasks. However, when it
comes to code question answering, these LLMs
often produce responses that are overly detailed
and focused on the code itself, which makes it
difficult to align with the user’s specific intent or
request. GPT-4 (OpenAI et al., 2024) also shows
impressive abilities across various domains due
to its extensive training with vast data, resources,
and instructions. Yet, when given only fragments
of code and questions, GPT-4 also struggles to

provide accurate answers and it also requires
well-structured prompts for proper responses.

3 Proposed Method

In this section, we introduce a knowledge-based
framework, CoRAC, to leverage helpful API doc-
umentation related to the question and to utilize
the semantic intent of the question as shown in
Figure 2.

3.1 CoRAC Encoder

Given a set of source code C and a natural lan-
guage question Q, the goal of the code question an-
swering task is to generate a free-form natural lan-
guage answer A. This task requires understanding
the entire code to generate an appropriate answer.
However, when questioners ask about code, they
provide only a portion of it, making it challenging
for the respondent to give an accurate answer based
on the limited code. To gain a deeper understand-
ing of the code in question, we incorporate external
knowledge by leveraging question-related essential
API documents and question intent instructions for
guiding the proper answer. Our CoRAC encodes
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all inputs into features as follows:

X = [C;S;Q; I] (1)

FX = EncoderCT(X)

where C, S, Q, and I denote the source code, the
retrieved API documentation, the question, and the
question semantic intent instruction, respectively,
and EncoderCT is the Code-Text PLM encoder. We
concatenate the inputs as X = [C;S;Q; I].

In the following subsection, we describe the
methods for selecting the important API descrip-
tion (Figure 2 (b)) and for obtaining the question
semantic intent instruction (Figure 2 (c)).

3.2 Selective API Document Retrieval
To extract API functions used in code for code ques-
tion answering, we first parse the source code as an
Abstract Syntax Tree (AST) parser. By traversing
the AST nodes, we check whether a node repre-
sents an API function call, and we extract the name
of the API function, such as to_csv(). We ob-
tain a list of all API functions used in the code,
denoted as F = {f1, f2, ..., fl}. Next, we use a
database of API-document pairs for each program-
ming language and leverage Elastic Search1 with
the standard BM25 (Robertson et al., 2009) to re-
trieve the document of each API function. Then,
the description for all API functions, denoted as
D = {d1, d2, ..., dl} is obtained and each API func-
tion is matched with its corresponding document.
We then build API-description pairs, denoted as
FD = {fd1, fd2, ..., fdl} where fdi = [fi; di].

However, descriptions of all the functions used
in the code do not necessarily help in generating an-
swers to questions. There may be unnecessary API
functions that are not relevant to the given question,
which can lead to confusion in code question an-
swering. Therefore, we need to consider only the
API functions that are relevant to the given ques-
tion. To select the descriptions of API functions
that are helpful in answering the question, we com-
pute a confidence score for all API documentation
used in the code based on how relevant they are to
the question. To do this, we use an external PLM
to obtain semantic features of the question and the
descriptions of API function.

FQ = EncoderExt(Q) (2)

Ffdi = EncoderExt(fdi) (3)
1https://github.com/elastic/elasticsearch

where the number of Ffd is l and EncoderExt is
external PLM Encoder. Next, we compute their co-
sine similarity between the features of the question
and all API-descriptions used in the code as:

si = similarity(FQ,Ffdi) (4)

Finally, we calculate the relevance score of API
documents for a given question based on a similar-
ity score.

ri =
esi

∑L
j=1 e

sj
(5)

Based on the obtained relevance scores, we select
the top-n important API function documents S as
the input for the CoRAC encoder.

3.3 Question Semantic Intent Clustering

Understanding the intent of the question is crucial
in generating accurate answers. It not only helps re-
sponders provide more relevant and comprehensive
responses but also guides the answer’s formulation.
Different problem types of questions require dif-
ferent kinds of answers, and recognizing the intent
can help generate the appropriate answer.

However, in the real world, questioners typically
do not provide specific intent-related information
about their questions but rather provide only code
and questions. As a result, responders need to infer
the intent of the questions solely from the question
sentences.

If questions have similar intents and problem
types, they should produce similar answers. In situ-
ations where intent is not provided for such ques-
tions, i.e., in unlabelled scenarios, we propose an
effective method to learn question semantic intent.

If we have sufficient data for code-related ques-
tions, we first obtain the semantic features of all
questions based on an external PLM. Then, we ap-
ply the K-means clustering method to group all
questions in the training dataset into K clusters.

V =

N∑

i=1

K∑

j=1

||FQi − uj ||2 (6)

where N is the total number of questions for clus-
tering and K is the number of clusters. We obtain
the centroid points u of group j minimizing V us-
ing Euclidean distance. This can group questions
with similar semantic intent together. K centroid
ids mean representative points for K semantic in-
tents.
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Then, when a question is given in the training
or inference stage, we extract the feature of the
question using the external PLM and identify the
cluster id closest to the centroid points u based on
the Euclidean distance.

k = argmin
j=1,...,K

||FQ − uj ||2 (7)

Then, we use “Question intent is [cluster id]” as
the instruction I for the CoRAC encoder.

3.4 CoRAC Decoder
We utilize the PLM decoder for program and lan-
guage to generate free-form natural language an-
swers. The decoder of our CoRAC takes the feature
FX as input, finally generating the answer.

y = DecoderCT(FC) (8)

where FC is a vector, y denotes the predicted
answer, and DecoderCT represents the Code-Text
PLM decoder model. The decoder generates words
in an autoregressive manner until the </s> token
is produced.

4 Experiment Setup

4.1 Datasets
We conduct experiments on two public datasets,
CodeQA Java and Python (Liu and Wan, 2021),
and a more real-life dataset, CS1QA Python dataset
(Lee et al., 2022), which is collected from an intro-
ductory programming course. Table 6 in Appendix
A.1 provides the detailed statistics of the datasets.

Database of API function documentation are
obtained from Devdocs2 API documentation for
Python language and Oracles3 API documentation
for Java language. We pre-processed API function
documentation and stored about 33,000 pairs for
Python language and about 51,000 pairs for Java
language.

4.2 Evaluation Metrics
We use three evaluation metrics, smoothed BLEU-
4 (Lin and Och, 2004), METEOR (Banerjee and
Lavie, 2005), and ROUGE-L (Lin, 2004) to mea-
sure the quality of the generated answers. The
ground truth consists of the answers provided in
each dataset, including CodeQA and CS1QA, both
of which are hand-curated to ensure quality, accu-
racy, and relevance. Detailed descriptions of the
evaluation metrics are reported in Appendix A.2

2https://devdocs.io/
3https://docs.oracle.com

4.3 Baselines

We compare our proposed model with two cate-
gories: (1) Pre-trained Language Models for code
intelligence (Feng et al., 2020; Ahmad et al., 2021;
Wang et al., 2021; Guo et al., 2022; Nijkamp et al.,
2023), and (2) Large Language Models (Roziere
et al., 2023; Hui et al., 2024; Dubey et al., 2024;
OpenAI et al., 2024).

• CodeBERT (Feng et al., 2020), an encoder-
only model based on RoBERTa (Liu et al.,
2019), designed for code representation and
understanding tasks.

• PLBART (Ahmad et al., 2021), an encoder-
decoder model to support code generation
tasks using BART (Lewis et al., 2020).

• CodeT5 (Wang et al., 2021), a pre-trained
encoder-decoder model based on T5 (Raffel
et al., 2010), to facilitate generation tasks for
source code.

• UnixCoder (Guo et al., 2022), a unified cross-
modal pre-trained language model for pro-
gramming language.

• CodeGen (Nijkamp et al., 2023), a pre-trained
decoder model for programming language.
from 350M up to 16B parameters. They train
a family of large language models from 350M
up to 16.1B parameters.

• Code Llama (Roziere et al., 2023), an ad-
vanced LLM, specifically designed to assist
with code generation and understanding tasks.
We use CodeLlama-7b-Instruct-hf model.

• Llama3.1 (Dubey et al., 2024), a new state-of-
the-art model of the LLaMA language model
series. This is trained on trillions of tokens.
We use the Llama3.1-8B-Instruct model.

• Qwen2.5-Corder (Hui et al., 2024), a
specialized variant of the Qwen language
model series, optimized for programming
tasks such as code generation. We use the
Qwen2.5-Coder-7B-Instruct model.

• GPT-4 (OpenAI et al., 2024), a state-of-the-
art LLM developed by OpenAI, designed
to handle complex language understand-
ing and generation tasks. We utilized the
GPT-4-o-mini on 4-shot in-context learning.
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Models #Param CodeQA (Java) CodeQA (Python) CS1QA

BLEU METEOR ROUGE-L BLEU METEOR ROUGE-L BLEU METEOR ROUGE-L

In-context Learning
Code Llama (4-shot) 7B 2.45 0.81 2.61 3.54 1.57 4.07 1.87 5.87 5.22
Llama3.1 (4-shot) 8B 2.20 0.90 2.33 3.07 1.77 3.49 1.25 4.01 4.81
Qwen2.5-Corder (4-shot) 7B 2.60 0.99 2.88 3.38 1.46 3.78 1.80 5.62 4.35
GPT-4 (4-shot) - 14.97 8.58 21.11 18.37 9.41 23.19 4.91 9.30 12.62

Fine-tuning
CodeBERT 172M 23.93 9.90 27.86 25.37 11.92 29.89 5.51 5.08 12.68
PLBART 139M 25.04 12.04 30.35 28.72 15.70 34.36 7.26 9.59 16.30
UnixCoder 126M 24.11 10.24 26.57 28.63 14.43 31.42 6.06 7.43 14.27
CodeT5 220M 26.59 12.43 32.70 30.18 16.74 36.35 7.31 9.49 16.49
CodeGen 350M 26.69 12.36 32.28 30.03 16.10 36.13 6.71 9.11 14.87

CoRAC (ours) 220M 28.05 13.51 33.57 32.14 17.72 38.42 7.52 9.77 18.07

Table 1: Comparison of our proposed method with the baseline models on the three benchmark datasets. We
conducted statistical testing using paired-sample z-tests to confirm the statistical significance of our results. CoRAC
shows a statistically significant performance improvement over baselines with p < 0.01.

4.4 Implementation Details

We implemented our proposed method and base-
lines based on the Hugging Face Transformer mod-
els4 (Wolf et al., 2020) on 4 Nvidia 3090ti GPUs
(24GB). We selected the CodeT5-base model as
the PLMs for program and language. Our models
were trained using the Adam optimizer (Loshchilov
and Hutter, 2019) with a learning rate of 5e-5 and a
linear learning rate scheduler. We set the input code
and question length to 300, the target answer length
to 32, and the batch size to 32 for all datasets. The
maximum training epoch is 20, with early stopping
applied if the performance does not improve for
3 epochs. The models generate answers using the
beam search with a beam size of 10. For all experi-
ments, including all baselines, we report the mean
value of three folds.

For our external PLM, we selected paraphrase-
MiniLM, which has only 22 million parameters
significantly fewer than other PLMs and LLMs.
This is one of the SentenceBERTs to map sen-
tences and paragraphs to a 384-dimensional dense
vector space and demonstrates strong performance
in tasks such as clustering and semantic search.
Based on initial experiments, we set the number of
API documents to 3 and the maximum length of
API function descriptions to 100. Additionally, we
set the number of clusters K to 10 for the cluster-
based question semantic intent. More details are
discussed in subsection 5.5

4https://github.com/huggingface/transformers

5 Experiment Result

5.1 Overall Result
Table 1 shows the comparison between our CoRAC
and recent state-of-the-art on three benchmark
datasets for code question answering. Among the
fine-tuning methods, the CodeT5 model has the
best performance in the PLMs for program and
language. PLBART and CodeT5 models, which
are encoder-decoder models, show better perfor-
mance than CodeBERT and UnixCoder, which are
only encoder models paired with a randomly initial-
ized Transformer decoder. CodeGen-350M, which
is only a decoder model, has compatible perfor-
mance with CodeT5. Our CoRAC shows a signifi-
cant improvement on the three benchmark datasets.
Rather than simply using code and questions as in-
put (CodeT5), incorporating relevant API function
documents and question semantic intent instruc-
tion results in a much better performance. This
demonstrates that API function documents relevant
to the question help the model gain a deeper un-
derstanding of the code and the question semantic
intent instruction aids in generating appropriate
responses.

Large language models in a four-shot setting
showed poor performance. Code Llama, which
was trained mainly for code generation during pre-
training, struggled with the natural language an-
swer generation task. While Llama is known to
perform adequately in in-context learning for cloze-
test question answering, it showed poor perfor-
mance in our study due to the more challenging
requirement of understanding code and generating
free-form answers. Although GPT4 showed good
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Models BLEU METEOR ROUGE-L

CodeQA (Java)

CodeT5 26.59 12.43 32.70
+ SDR 27.32 (+2.7%) 13.29 (+6.9%) 33.24 (+1.7%)
+ QSI 27.91 (+5.0%) 12.63 (+1.6%) 33.20 (+1.5%)

CoRAC 28.05 (+5.5%) 13.51 (+8.7%) 33.57 (+2.7%)

CodeQA (Python)

CodeT5 30.18 16.74 36.35
+ SDR 31.43 (+4.1%) 17.47 (+4.4%) 37.98 (+4.5%)
+ QSI 31.59 (+4.7%) 17.36 (+3.7%) 37.83 (+4.1%)

CoRAC 32.14 (+6.5%) 17.72 (+5.9%) 38.42 (+5.7%)

CS1QA

CodeT5 7.31 9.49 16.49
+ SDR 7.42 (+1.5%) 9.37 (-1.3%) 17.49 (+6.1%)
+ QSI 7.34 (+0.4%) 9.49 (+0.0%) 17.53 (+6.3%)

CoRAC 7.52 (+2.8%) 9.77 (+3.0%) 18.07 (+9.6%)

Table 2: Ablation Study on two modules of our CoRAC:
Selective API Document Retrieval (SDR) and Question
Semantic Intent Clustering (QSI).

performance due to its extensive training on vast
datasets, it incurs a significant cost and time. Our
CoRAC demonstrates comparable results without
incurring such expenses.

5.2 Ablation Study

We conduct an ablation experiment that focuses on
two modules: Selective API Document Retrieval
(SDR) and Question Semantic Intent Clustering
(QSI). CoRAC (only SDR), CoRAC (only QSI),
and CoRAC (SDR + QSI) correspond to our mod-
els that use only the selective API document re-
trieval, only the question semantic intent clustering,
and both modules, respectively. In Table 2, we ob-
served a significant improvement in code question
answering performance when utilizing just the first
module, CoRAC (only SDR). Instead of merely us-
ing code and questions as input, integrating API
function documents with the code markedly en-
hances performance. This demonstrates that our
method effectively selects important API docu-
ments to address questions relevant to the code.
Moreover, CoRAC (only QIC) employs the ques-
tion semantic intent instruction within the CodeT5
model, proving particularly effective, especially
in terms of BLEU scores. By training the cluster-
based question semantic intent, it helps generate
more appropriate responses. Finally, our CoRAC,
which uses both relevant API document retrieval
and question semantic intent clustering, shows a
significant improvement in all evaluation metrics
compared to CodeT5.
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Figure 3: BLEU score of n-gram overlap recall on code-
answer (orange), question-answer (red), and document-
answer (blue).

PLMs #Param BLEU METEOR ROUGE-L

CodeQA (Java))

SBERT 22M 28.05 13.51 33.57
CodeT5 220M 26.49 12.37 32.58
Llama 7B 27.98 13.47 33.59

CodeQA (Python)

SBERT 22M 32.14 17.72 38.42
CodeT5 220M 30.09 16.34 36.12
Llama 7B 32.16 17.65 38.36

CS1QA

SBERT 22M 7.52 9.77 18.07
CodeT5 220M 6.97 8.84 15.37
Llama 8B 7.61 9.81 18.13

Table 3: Investigation of external PLMs for semantic
feature extraction.

5.3 Effectiveness of API Documents

In Figure 3, we present n-gram overlap recall
between code-answer, question-answer, and API
document-answer to examine whether the API
function documents used in answering the ques-
tions are actually helpful. The result shows that
the overlaps between code-answer and question-
answer are very low in all datasets. There are al-
most no shared words between code and answer,
and there is only a slight overlap between question
and answer. However, in the case of API docu-
ment and answer, we observe that there are many
overlapped words, which means that words in API
documents but not in code or question help in gen-
erating relevant and accurate answers.

5.4 Investigation of External PLMs

We analyzed the results of our investigation into
various external PLMs for extracting the semantic
features of questions and API documentation, as
shown in Table 3. The parameter sizes for SBERT,
CodeT5, and Llama are 22M, 220M, and 8B, re-
spectively. CodeT5, a PLM for code and language,
is trained solely on code and its corresponding com-
ments rather than a variety of textual contexts. As
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Figure 4: Results for varying numbers of relevant API
documents by our selective API document retrieval.
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Figure 5: Results for varying numbers of clusters in our
question semantic intent clustering.

a result, when obtaining the semantic feature of
natural language questions and API documentation,
it performed poorly performance in clustering and
semantic search tasks. This shows the importance
of selecting PLMs appropriate for input relevance
rather than relying solely on a single model like
CodeT5. While Llama showed performance compa-
rable to SBERT, considering that SBERT’s param-
eter size is over 300 times smaller, it demonstrates
that our method effectively performs clustering and
semantic search on questions and API documenta-
tion even with significantly fewer parameters.

5.5 Exploration of Various Parameters
Number of API Documents Figure 4 presents
the results with different numbers of important API
documents by selective API document retrieval.
We selected API documents based on three criteria:
those chosen by our proposed method (blue), those
randomly used in the code (orange), and those ran-
domly selected from the database (red), ranging
from 1 to 5 API documents. As the number of un-
related API documents (red) increased, there was a
noticeable decrease in performance. This can hin-
der the understanding of the code. When randomly
providing documentation of the API functions used
in the code (orange), performance improved as the
count increased. However, since the length of the
input API documentation is limited to 100, the im-
pact was not significantly beneficial. Our method,
which selects relevant API documents for gener-
ating answers to code-related questions, showed
superior performance even with fewer API docu-
ments.

Question Intent BLEU METEOR ROUGE-L

CodeQA (Java)

None 26.59 12.43 32.70
Type 27.14 12.59 33.15
Semantic 27.91 12.63 33.20

CodeQA (Python)

None 30.18 16.74 36.35
Type 31.28 17.19 37.47
Semantic 31.59 17.36 37.83

CS1QA

None 7.31 9.49 16.49
Type 7.27 9.48 16.74
Semantic 7.34 9.49 17.53

Table 4: Comparison of different question intents ap-
proaches.

Number of Clusters In Figure 5, we present
the results for different numbers of clusters in our
question semantic intent clustering. Grouping the
questions into fewer, broader clusters was not as
effective as clustering them into more specific cat-
egories, such as those with 10 to 14 clusters. This
indicates that, due to the high diversity of question
types, it is beneficial to group them into a larger
number of clusters.

5.6 Analysis of Question Semantic Intent

We compared the effectiveness of the clustered
question semantic intent with cases where the ac-
tual intent, such as “How”, “What”, or “Purpose”
was provided. Table 4 presents the result across
three different conditions: (1) without providing
any intent information for the question (None), (2)
providing the actual intent label of the question
(Type), and (3) using question semantic intent ob-
tained by our method (Semantic). The result shows
that providing question intent (Type) and (Seman-
tic) leads to better performance compared to the
CodeT5 model without question intent (None). In
particular, the question semantic intent (Semantic)
demonstrates a significant performance improve-
ment compared to using the actual intent label
(Type). Notably, in the CS1QA dataset, which con-
sists of more complex questions, there is a substan-
tial improvement in ROUGE-L scores. This proves
that rather than providing categorized intent from
the questioner, the clustered question semantic in-
tent based on semantic features for similar ques-
tions provides a more accurate understanding of
the question’s intent, and generates more accurate
answers.
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Cluster 1
For what purpose will it be broken if any of the specified
rows contains a new-line character on that character?
Does the code dump the parse stack for debugging pur-
poses?
What does the code dump for debugging purposes?
For what purpose do rotation change?

Cluster 2
Does the code convert a number into a bit string with
separators between each group of 8?
Does the code convert an unsigned 32-bit integer to a
string?
Does the matrix need to be translated after rotating?
Does the code convert it into string?

Cluster 3
What does this method return?
Does the code return the given charset or the default charset
if the given charset is null?
What does the code return if the given charset is null?
What does the code add to the output suffix?

Cluster 4
What does the code send to ourselves to update the execu-
tion stage?
How does execution cease?
What is performed inside a separate thread of execution?
How can the operation work?

Table 5: Clustering results of question semantic intent
in the CodeQA (Java) dataset.

5.7 Qualitative Results of Clustering

Table 5 presents how effectively questions are se-
mantically clustered using our Question Seman-
tic Intent Clustering method. We extracted sample
questions closest to each cluster centroid. In the
first cluster, questions related to the “purpose” of
the code were grouped together. The second cluster
consists of questions about code transformation,
while the third cluster includes questions regarding
the values returned by the code. Examining each ex-
ample reveals that the questions within each cluster
share similar intents and are well-clustered. There-
fore, our proposed method effectively clusters ques-
tions based on their semantic intent, demonstrating
its usefulness in guiding answer generation.

6 Conclusion

We proposed a knowledge-based framework that
leveraged helpful API function documents (Selec-
tive API Document Retrieval) and instruction of
question semantic intent (Question Semantic Intent
Clustering) to generate more accurate and relevant
answers to code questions. We demonstrated the
effectiveness of our methods and highlighted the
need for more efficient ways to obtain accurate and
relevant answers to code-related inquiries.

In this paper, we focus on generating natural lan-
guage answers that include concise function calls
rather than full function-level code. As future work,
we could explore generating answers that integrate
textual explanations with full function-level code
snippets.

7 Limitation

GPT-4 demonstrates good performance not only in
many natural language tasks but also in code intelli-
gence tasks. However, there are issues with human
evaluation of GPT4 for the dataset discussed in this
paper. The average length of ground truth answers
is between 4 to 5 words as shown in Table 1. GPT4
tends to generate lengthy responses even in few-
shot prompting. This characteristic makes it easy to
detect which method generated an answer, leading
to the conclusion that a comparison might not be
meaningful. Instead, we presented the qualitative
examples generated by GPT4.

For open LLMs like CodeGen and Llama, nei-
ther model was trained with PEFTs like LoRA in
our GPU setting. CodeGen, as an LLM for code
generation, was not sufficiently trained during the
pre-training phase to generate natural language in
the decoder, which is why it performs poorly on
tasks like Code-to-NL. Llama, as an LLM for nat-
ural language, was not primarily trained for code
data. We chose not to use all LLMs as baselines for
our study, as those designed for code generation
performed poorly on Code-to-NL tasks. We believe
solving this issue is a challenge for the field of code
intelligence.
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A Appendix

A.1 Datasets

Dataset CodeQA CS1QA

Java Python Python

Train 95,778 56,085 5,542
Valid 12,000 7,000 1,847
Test 12,000 7,000 1,847

Avg. tokens in code 119.52 48.97 83.87
Avg. tokens in question 9.48 8.15 15.73
Avg. tokens in answer 4.74 4.07 19.60

Avg. API Func. in code 6.60 5.06 7.07
Avg. tokens in API Doc. 27.56 21.95 34.61

Table 6: Statistics of CodeQA and CS1QA datasets.

CodeQA Dataset is a dataset for question-
answering designed for the comprehension of
source code (Liu and Wan, 2021). It consists of
two programming languages, Java and Python, con-
taining 119,778 and 70,085 question-answer pairs,
respectively.

CS1QA Dataset is a dataset designed for code-
based question answering in a real-world class-
room setting (Lee et al., 2022). It consists of 9,237
question-answer pairs collected from chat logs in
an introductory Python programming class. Each
question in the dataset includes the student’s code,
as well as the position of the code related to the
question.

A.2 Evaluation Metrics

• BLEU (Lin and Och, 2004) is a BiLingual
Evaluation Understudy to evaluate the qual-
ity of generated answers. Liu and Wan (Liu
and Wan, 2021) used Corpus BLEU (Papineni
et al., 2002), but higher order n-grams may
not overlap because the generated answers
are short. We solve this problem by using
smoothed sentence BLEU, which is widely
used in PLMs’s document generation tasks
(Feng et al., 2020; Guo et al., 2020; Ahmad
et al., 2021; Wang et al., 2021).

• METEOR(Banerjee and Lavie, 2005) is used
to measure the correlation between the metric
scores and human judgments of translation
quality.

• ROUGE-L(Lin, 2004) is used to apply the
Longest Common Subsequence in code ques-
tion answering evaluation.

A.3 Analysis of Answer Lengths

In Figure 6, we analyze the performance with
respect to answer lengths on CodeQA datasets.
Specifically, there are 822 /562 instances with an
answer length of 1, 9656 /5887 instances with an
answer length between 1-10, 1237 /502 instances
with an answer length between 10-20, and 229 /47
instances with an answer length over 20. Our model
shows better performance across all answer lengths
for both datasets. It demonstrates that our SDR and
CQI help generate appropriate answers regardless
of length.
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Figure 6: BLEU and ROUGE-L scores with respect to
answer lengths (x axis is answer length, y axis is BLEU
or ROUGE-L).

A.4 Versatility Across Diverse PLMs

We conducted an experiment to evaluate the appli-
cability of our framework to other PLMs for both
code and language. Table 7 presents the results of
these experiments, focusing on the performance
of the framework. Our model has an end-to-end
framework by utilizing selective API document re-
trieval and question semantic intent clustering. We
applied our method to PLBART and CodeGen. We
can see that the results improve performance com-
pared to when only code and a question are used as
inputs. This demonstrates that our approach can be
applied to various PLMs without regard to whether
they are encoder-decoder or only decoder.

A.5 LLM based Evaluation

We conduct an LLM-based evaluation on the three
datasets to check the quality of generate answers.
We adopt the GPT-Rank template for the evalua-
tor (Jiang et al., 2023). We randomly select 1,500
code-question samples and shuffle them. For each

12631



Models BLEU METEOR ROUGE-L

CodeQA (Java)

PLBART 26.12 12.44 31.07
CodeGen 28.12 13.47 33.38
CodeT5 28.05 13.51 33.57

CodeQA (Python)

PLBART 29.87 16.34 35.97
CodeGen 31.98 17.27 38.04
CodeT5 32.14 17.72 38.42

CS1QA

PLBART 7.44 9.86 18.04
CodeGen 6.98 9.35 16.21
CodeT5 7.52 9.77 18.07

Table 7: Versatility across other PLMs for program and
language.

CodeQA (Java) CodeQA (Python) CS1QA

Flu. Rel. Flu. Rel. Flu. Rel.

Win 637 650 625 621 706 761
Tie 279 590 291 280 336 323

Loss 584 260 584 599 458 416

Table 8: LLM evaluation of the appropriateness of the
generated answers on three datasets. Flu. and Rel. de-
note Fluency and Relevance.

selected code-question, we provide two answers
generated by CodeT5 and our CoRAC to the LLM
evaluator. We use gpt-3.5-turbo API for LLM eval-
uation. When providing the two generated answers,
we randomly show them without indicating which
model generated them as shown in Table 12. We
ask the LLM to evaluate the two following metrics:
1) Fluency (grammatical correctness) and 2) Rele-
vance (selection of the relevant content in source
code). The LLM evaluator compares the generated
answers with the input code and chooses one of
win, tie, and loss in terms of two metrics. Table 8
summarizes the results of LLM-based evaluation
on the generated answers on the datasets. The win
counts for both fluency and relevance are higher
in CoRAC than in CodeT5. In particular, the rel-
evance of CoRAC significantly outperforms that
of CodeT5 in all the datasets, indicating that our
CoRAC generates more suitable answers.

A.6 Qualitative Analysis

Table 9 and 10 show the answers generated from
our proposed model, CoRAC, and baseline models
on the CodeQA Java and Python datasets. In Table
10, the answers generated by other baseline models
fail to detect the keyword rendered. Also, they

only include specific words such as html or course
info, without fully capturing the overall purpose of
the code. On the other hand, our model generates
appropriate keywords as answers to the question,
which reflects the API function documentation of
render and render_to_string.
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Original Code
@SuppressWarnings("unchecked")
private Class validateClass(ClientConfig cfg) {

Class clazz = null;
try {

clazz = Class.forName(cfg.getAccessRequestHandlerClassname());
} catch (final ClassNotFoundException e) {

LOG.error("Unable to load Handler Class ’" + cfg.getAccessRequestHandlerClassname()
+ "’ for RADIUS client ’" + cfg.getName() + "’. Requests from this client will be ignored.", e);

return null;
}
Object inst = null;
try {

inst = InjectorHolder.getInstance(clazz);
} catch (ConfigurationException | ProvisionException e) {

LOG.error("Unable to instantiate Handler Class ’" + cfg.getAccessRequestHandlerClassname()
+ "’ for RADIUS client ’" + cfg.getName() + "’. Requests from this client will be ignored.", e);

return null;
}
AccessRequestHandler handler = null;
try {

handler = (AccessRequestHandler) inst;
} catch (final ClassCastException e) {

LOG.error("Unable to use Handler Class ’" + cfg.getAccessRequestHandlerClassname()
+ "’ for RADIUS client ’" + cfg.getName() + "’. Requests from this client will be ignored.", e);

return null;
}
return clazz;

}

Question: What does this return?

CodeT5: access request handler
ChatGPT: an access request handler
CoRAC: the access request handler interface
Gold: the proper interface

Table 9: An example of the qualitative comparison on Java dataset (CodeQA).

Original Code
def get_course_info_section(request, user, course, s_key):

info_module = get_course_info_section_module(request, user, course, s_key)
html = ‘’
if (info_module is not None):

try:
html = info_module.render(S_VIEW).content

except Exception:
html = render_to_string(‘error-message.html’, None)
log.exception(u‘Error rendering course_id=%s, s_key=%s’, unicode(course.id), s_key)

return html

Question: What does this return?

CodeT5: the html
ChatGPT: This function return the rendered html content representing the course information section
CoRAC: the snippet of html to be rendered on the course info section
Gold: the snippet of html to be rendered on the course info page

Table 10: An example of the qualitative comparison on Python dataset (CodeQA).

12633



Original Code
from cs1robots import *

load_world("worlds/hurdles1.wld")
hubo = Robot()
hubo.set_trace(’blue’)
hubo.set_pause(0.3)

def turn_right():
for i in range(3):

hubo.turn_left()

def hurdle():
hubo.turn_left()
hubo.move()
turn_right()
hubo.move()
turn_right()
hubo.move()
hubo.turn_left()

for i in range(4):
hubo.move()
hurdle()
if i == 3:

hubo.move()
hubo.pick_beeper()

Question: Please explain why you used the if statement in task2

CodeT5: If i is 3, the beeper is picked up if there is a beeper in its place after Hubo moves, and if i is 4, the beeper is picked
up if.

ChatGPT: The if statement in task2 is used to check if the robot hubo is on the last hurdle (the fourth one in this case).
CoRAC: If the if statement is used, the robot moves one space, picks it up, and moves it another space.
Gold: To pick up the beeper after crossing the last hurdle.

Table 11: An example of the qualitative comparison on CS1QA dataset.
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Instruction
Please read the original text and the two adversarial texts (Candidate-A and Candidate-B), then evaluate and
rank texts generated by two different methods.

Original Text
{orig_text}

Generated Answers
Candidate-A : {generated_text1}
Candidate-B : {generated_text2}

Questions
Template Given the instruction and input above, please compare the two candidates based on the {metric}.

"{metric}" {metric_desc}

You only have 3 choices to output:
If you think A is better, please output: 1. Candidate-A is better
If you think B is better, please output: 2. Candidate-B is better
If you think A and B are tie, please output: 3. tie

Do not output anything else except the 3 choices above.

Output your choice below Comparison Option (1 or 2 or 3)
1. Candidate-A is better
2. Candidate-B is better
3. tie

Variables {orig_text} is original sentence.

{generated_text} is adversarial generated examples by attack methods.

{metric} is metric to evaluate the quality of generated answer. we use two metrics as follows:
Fluency and Relevance.

{metric_desc} is description of the metric. The description is paired with the following two metrics:
Fluency : “evaluates the generated answer is grammatical correctness.”
Relevance : “evaluates the relevance between the generated answer and the given code and question.”

Table 12: Prompt for LLM evaluation. We adopt GPT-rank template for the evaluation prompt. To ensure a fair com-
parison, we randomly select 1,500 examples that were generated by CodeT5 and CoRAC. We use gpt-3.5-turbo
API. To aovid naming bias, we use "candidate-A" instead of the method’s name to avoid naming bias. Additionally,
the generated answer were randomly assigned to the {generated_text1} and {generated_text2} positions to prevent
positional bias.
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