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Abstract

Speech enhancement (SE) is the foundational
task of enhancing the clarity and quality of
speech in the presence of non-stationary ad-
ditive noise. While deterministic deep learning
models have been commonly employed for SE,
recent research indicates that generative mod-
els, such as denoising diffusion probabilistic
models (DDPMs), have shown promise. How-
ever, unlike speech generation, SE has a strong
constraint in generating results in accordance
with the underlying ground-truth signal. Addi-
tionally, for a wide variety of applications, SE
systems need to be employed in real-time, and
traditional diffusion models (DMs) requiring
many iterations of a large model during infer-
ence are inefficient. To address these issues, we
propose ProSE (diffusion-based Priors for SE),
a novel methodology based on an alternative
framework for applying diffusion models to SE.
Specifically, we first apply DDPMs to generate
priors in a latent space due to their powerful
distribution mapping capabilities. The priors
are then integrated into a transformer-based re-
gression model for SE. The priors guide the
regression model in the enhancement process.
Since the diffusion process is applied to a com-
pact latent space, the diffusion model takes
fewer iterations than the traditional DM to ob-
tain accurate estimations. Additionally, using a
regression model for SE avoids the distortion
issue caused by misaligned details generated
by DMs. Our experiments show that ProSE
achieves state-of-the-art performance on bench-
mark datasets with fewer computational costs.
Our code is available on GitHub1.

1 Introduction

Speech enhancement (SE) is a task that focuses on
enhancing speech intelligibility and quality, espe-
cially when speech is degraded by non-stationary
additive noise. SE has important applications in

1https://github.com/sonalkum/ProSE
∗Equal contribution.†Equal Advising.

various areas, including telecommunications (Gay
and Benesty, 2012), medicine (Van den Bogaert
et al., 2009), and everyday communication (Ta-
shev, 2011). Traditionally, deep learning models
have been employed to establish a deterministic
mapping from noisy to clean speech. Although de-
terministic models have been considered superior
in SE, recent developments in generative models
have shown promise and narrowed the performance
gap (Lu et al., 2021; Richter et al., 2023; Lu et al.,
2022a).

Denoising diffusion probabilistic models
(DDPMs) have emerged as a powerful generative
approach for realistic speech synthesis (Kong
et al., 2021; Zhang et al., 2021; Shen et al., 2023).
Specifically, DDPMs are designed to denoise data
iteratively by inverting the diffusion process. These
models demonstrate that structured probabilistic
diffusion approaches can effectively transform
randomly sampled Gaussian noise into complex
target distributions, such as realistic speech or
associated latent distributions, while avoiding the
mode collapse and training instabilities commonly
seen in GANs (Creswell et al., 2018; Donahue
et al., 2018). However, there are two major
problems: (1) As a class of likelihood-based
models, DDPMs require many steps in large
denoising models to generate precise details of the
data distributions, which requires massive compu-
tational resources. Unlike the speech synthesis
tasks that generate each detail from scratch, SE
tasks are only required to remove additive noise.
Therefore, adopting the same extensive iterative
process used for speech synthesis in SE leads to
inefficiencies and excessive computational costs.
(2) The multi-step denoising process in DDPMs
can cause misalignment between the original
clean speech and the enhanced output, potentially
introducing artifacts that degrade the quality of the
enhanced speech (Tai et al., 2023a).
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Main Contributions. To address the challenges
outlined above while efficiently leveraging the pow-
erful distribution mapping abilities of DDPMs, we
propose ProSE, an alternative and novel framework
for applying DDPMs to SE. Specifically, we ap-
ply DDPMs to generate priors in a latent space.
These priors are then integrated into a Transformer-
based regression model. Our regression model
is designed in the shape of a U-Net (Li et al.,
2023; Ronneberger et al., 2015), and we integrate
the DDPM-generated priors into the model using
cross-attention to guide the model for SE. ProSE is
trained in a unique 2-stage manner: (1) In the first
stage, we learn a latent encoder that can compress
clean speech into a highly compact latent space.
We employ a convolution-based latent encoder to
first generate a latent space for clean speech. This
then acts as the prior and is conditioned on the
regression model to generate clean speech from
its noisy version. In this step, both the latent en-
coder and the regression model are jointly trained
in an end-to-end (E2E) fashion. (2) In the second
stage, we learn a latent diffusion model (LDM) that
can generate the prior from Gaussian noise. For
training, the latent learned in stage 1 acts as the
starting point of the forward diffusion process, and
the LDM-generated latent acts as the prior for con-
ditioning the regression model. As in stage 1, we
train the LDM and the regression model in a joint
fashion. This mitigates error propagation from one
component to another. To summarize, our main
contributions are as follows:

1. We propose ProSE, a novel methodology
to leverage the powerful distribution map-
ping abilities of DDPMs for SE. ProSE em-
ploys LDMs to first generate a prior in the
latent space that is then conditioned on a
Transformer-based regression model to guide
the model for SE. ProSE overcomes existing
problems with employing LDMs in SE, in-
cluding the requirement of a large number of
inference steps and their tendency to produce
undesired artifacts not present in the original
clean speech. ProSE is trained in a unique 2-
stage fashion wherein, at each stage, all com-
ponents of the model are trained end-to-end.

2. Experiment on benchmark datasets demon-
strate that our method surpasses recent
diffusion-based models for SE in terms of
both accuracy and efficiency, including in mis-
matched scenarios.

2 Related Work

SE methods that employ DDPMs have been exten-
sively studied in literature. There are 2 dominant
methods that the community has been focused on:
(1) Condition-injecting Strategies. Given clean
data, diffusion models generally add Gaussian
noise to the data in multiple steps (according to
a noise schedule) in the forward diffusion process
to later estimate the noise in the reverse diffusion
process. Though applicable to diverse speech gen-
eration tasks, this is not applicable to SE as addi-
tive noise is not always Gaussian in nature. Thus,
to include actual noisy speech in the process, re-
searchers have found ways to linearly interpolate
between clean and noisy speech (Lu et al., 2021,
2022b) or to perform this transformation using
the drift term of a stochastic differential equation
(SDE) (Richter et al., 2023; Welker et al., 2022).
(2) Auxiliary Conditioning Strategies. These
methods devise auxiliary conditions to guide the
LDM to generate clean speech from Gaussian noise
with diffusion models (Zhang et al., 2021; Tai et al.,
2023a; Serrà et al., 2022). Leveraging conditioning
is generally challenging (Tai et al., 2023b), and
thus, these models need specific architectures.

ProSE is like type 2 in its motivation; however,
it employs an alternative framework. Our objective
is not to devise a good auxiliary condition to guide
DDPMs for SE but rather to generate a good latent
prior with DDPMs to guide a self-attention-based
regression model for SE.

3 Methodology

Primary Objective. Our objective is to integrate
generative DDPMs with deterministic regression-
based models. Through this, we aim to leverage
each of their strengths, mitigating the limitations in-
herent in DDPMs while harnessing their powerful
distribution mapping capabilities. Specifically, we
leverage LDMs to generate a prior, which is then
hierarchically integrated into a Transformer-based
regression model. The prior acts as conditioning
and guides the Transformer model for SE. The fol-
lowing subsections will describe the ProSE archi-
tecture followed by the 2-step training mechanism.
Background on Diffusion models. Diffusion mod-
els consist of two main processes: a forward pro-
cess and a reverse process. Given a data point
x0 with probability distribution p(x0), the forward
diffusion process, gradually adds Gaussian noise
to x0 according to a pre-set variance schedule
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Figure 1: Illustration of ProSE. 1⃝ The SE Transformer adopts a hierarchical encoder-decoder architecture conditioned on
priors to guide the SE process. 2⃝ In Training Stage 1, we aim to learn a latent encoder LES1 that can compress the clean speech
to zS1. We first obtain latent encodings of the clean and noisy speech Xclean and Xnoisy after mel-spectrogram conversion and
VAE encoding. Next, we concatenate both along the channel dimension before feeding it into LES1. zS1 is then integrated with
the SE transformer as the prior (zS1=z1) and LES1 and the SE transformer is trained E2E. 3⃝ For Training Stage 2, we now
employ zS1 from LES1 as the starting point of the forward diffusion process to train the LDM. The LDM iteratively removes
noise from zS1T , to obtain ẑ, and is conditioned on zS2, a compact latent of the noisy speech obtained from another latent encoder
LES2. For Stage 2, the LDM and the Transformer are trained E2E, where ẑ=z1 and ẑ is further downsampled. For inference, we
drop LES1 and start the reverse process from randomly sampled Gaussian noise.

β1, · · · , βT and degrades the structure of the data.
At the time step t, the latent variable xt is only de-
termined by xt−1 due to its discrete-time Markov
process nature, and can be expressed as:

p(xt | xt−1) = N (xt;
√

1− βtxt−1, βtI), (1)

As t increases over several diffusion steps, p(xT )
approaches a unit spherical Gaussian distribution.
The marginal distribution of xt at any given step
can be expressed analytically as:

p(xt | x0) = N (xt;
√
αtx0, (1− αt)I), (2)

where αt =
∏t

s=1(1 − βs). The reverse process
aims to reconstruct the original data from the noise-
corrupted version by learning a series of condi-
tional distributions. The transition from xt to xt−1

is modeled as:

pθ(xt−1 | xt) = N (xt−1;µ
t−1
θ , σt−1

θ ), (3)

µt−1
θ =

xt − βtϵθ(xt, t)√
1− βt

, (4)

σt−12

θ =
1− ᾱt−1

1− ᾱt
· βt, (5)

where αt = 1 − βt, ᾱt =
∏t

i=1 αi, θ represents
the learnable parameters, µt−1

θ is the mean esti-
mate, σt−12

θ is the standard deviation estimate, and
ϵθ(xt, t) is the noise estimated by the neural net-
work. The reverse process estimates the data distri-
bution p(x0) by integrating over all possible paths:

pθ(x0) =

∫
pθ(xT )

T∏

t=1

pθ(xt−1 | xt) dx1 : T

(6)
where pθ(xT ) = N (xT ; 0, I).

3.1 ProSE Architecture
Overview. The overall architecture of ProSE is il-
lustrated in Fig. 1. Given a noisy speech signal, we
first transform it into a mel-spectrogram representa-
tion, which is then compressed using a Variational
Auto Encoder (VAE). The compressed output is fed
into our main speech enhancement (SE) modules,
comprising a latent encoder (LE), an LDM, and a
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Transformer. The flow of information differs in dif-
ferent stages of training, and we elaborate on this
in a later sections. The Transformer generates a la-
tent representation that is sent to the VAE decoder
to reconstruct a mel-spectrogram. Subsequently,
we utilize a HiFi-GAN Vocoder to convert the mel-
spectrogram back into a clean speech signal. We
will now describe each component in detail.
Mel-Spectrogram Conversion (Signal-to-Mel).
Given a speech signal S, we first convert the sig-
nal into a mel-spectrogram ℓ for further process-
ing. For speech or audio synthesis, including SE,
diffusion models have been studied for both mel-
spectrogram generation (Qiang et al., 2024; Chen
et al., 2022) and waveform generation (Lam et al.,
2022; Lee et al., 2021). We choose the former due
to its ease of integration with existing frameworks
and better performance.

VAE. Given the mel-spectrogram ℓ ∈ RT×F, we
use a VAE encoder E(·) to encode it to a latent
space X ∈ RC×t×f where t = T

r , f = F
r and r is

the compression level of the latent space. The SE
transformer outputs R̂ ∈ RC×t×f , and we use the
VAE decoder D(·) to transform it back to ℓ̂ ∈ RT×F.
ℓ̂ can now be passed to a vocoder to obtain the
predicted clean speech signal Ŝclean.

Our VAE is composed of an encoder and a de-
coder with stacked convolutional modules. During
training, we adopt a reconstruction loss, an adver-
sarial loss, and a Gaussian constraint loss. Architec-
ture and training methods are detailed in Appendix
C. In the sampling process, the decoder is used to
reconstruct the mel-spectrogram.
Latent Encoder (LE). Given the latent X, our
objective is to compress it to a highly compact
latent space z ∈ RN×C′

. N and C ′ are the token
number and channel dimensions, respectively, and
N is sufficiently reduced from X or ℓ. We employ
z as conditioning to the SE Transformer and the
LDM, which we describe later.

We illustrate the latent encoder archtecture in
Fig. 1. The layer begins with a convolution layer
followed by the core, which features L residual
blocks, each comprising two convolutional layers,
followed by LeakyReLU activation and an addi-
tional convolutional layer that feeds into the resid-
ual connection. Post-residual processing, an aver-
age pooling layer reduces spatial dimensions, suc-
ceeded by a sequence of linear transformations and
reshaping operations to produce the final output.

SE Transformer. The architecture of the SE Trans-

former is illustrated in Fig. 1. The SE transformer
takes as input the latent X and outputs X̂. The
transformer, shaped in the form of a U-Net, con-
sists of 4 encoder blocks and 3 decoder blocks. U-
Net architectures have shown promise in SE (Choi
et al., 2018), speech generation (Li et al., 2022),
and other audio tasks (Liu et al., 2023a). Each en-
coder block progressively decreases the time and
frequency dimensions of X while increasing its
channels. Each decoder block progressively de-
creases the time and frequency dimensions of X
while increasing its channels to restore it to its orig-
inal dimensions. We employ a Conditioning Block
in front of each encoder and decoder to integrate z
to guide the enhancement process.

Specifically, given an intermediate feature
Xin ∈ Rt̂×f̂×ĉ, we reshaped it as tokens Xr ∈
R(t̂×f̂)×Ĉ ; where t̂ × f̂ is spatial resolution, and
Ĉ denotes channel dimension. Then we linearly
project Xr into the query Q ∈ R(t̂×f̂)×Ĉ . Simi-
larly, we project the prior feature zi ∈ RN̂×C′

into
the key K ∈ RN̂×Ĉ and V ∈ RN̂×Ĉ (value). The
cross-attention is formulated as:

Q = WQXr,K = WKzi,V = WV zi (7)

Attention(Q,K,V) = SoftMax

(
QKT

√
Ĉ

)
·V

(8)

where WQ ∈ RĈ×Ĉ ,WK ∈ RC′×Ĉ , and WV ∈
RC′×Ĉ represent learnable parameters of linear
projections without bias. As vanilla multi-head
self-attention (Vaswani et al., 2017), we separate
channels into multiple "heads" and calculate the at-
tention operations. Finally, we reshape and project
the output of cross-attention and add it with Xin to
derive the output feature Xout ∈ Rt̂×f̂×Ĉ .

We generate the multi-scale priors {z1, z2, z3},
(where z1=z), by downsampling the prior feature
z1 using a simple Downsample block. The multi-
scale prior feature adapts to different intermediate
features of different scales for better fusion.

Latent Diffusion Model (LDM). Our LDM is
based on conditional DDPMs commonly employed
in image and speech generation (Liu et al., 2023b;
Rombach et al., 2021; Ho et al., 2020). Similar
to the process discussed in Section 3, the LDM
involves a forward diffusion process and a reverse
denoising process. The exact working and training
of the LDM in ProSE is elaborated in Section 3.2.2.
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HiFi-GAN (Vocoder). For vocoder, we employ
HiFi-GAN (Kong et al., 2020) to generate the pre-
dicted clean speech signal Ŝclean, from the recon-
structed mel-spectrogram ℓ̂. More details on the
vocoder training can be found in Appendix D.

3.2 ProSE Training and Inference

3.2.1 Training Stage 1
For stage 1 of training, we aim to learn a latent
encoder that can compress the clean speech signal
into the highly compact latent space. We employ
this latent encoder in stage 2 to learn the LDM.

Given clean and noisy speech signals, Sclean

and Snoisy respectively, we first obtain its latent en-
codings Xclean and Xnoisy after mel-spectrogram
conversion and VAE encoding. Next, we concate-
nate both of them along the channel dimension and
feed them into the latent encoder LES1 to gener-
ate a highly compact prior feature zS1 ∈ RN×C′

.
We then integrate zS1 to the SE transformer hi-
erarchically, as illustrated in Fig. 1, to guide the
transformer to outputs a latent X̂clean. X̂clean is
then passed through the VAE decoder to finally
obtain ℓ̂ or the predicted clean mel-spectrogram.
We jointly train LES1 and SE transformer end-to-
end. The VAE encoder and decoder are kept frozen
throughout training. For training, we optimize the
L1 loss function as follows:

LSE =
∥∥∥ℓ̂− ℓ

∥∥∥
1
, (9)

where ℓ̂ is the predicted clean mel-spectrogram and
ℓ is the ground truth mel-spectrogram.

3.2.2 Training Stage 2
For stage 2 of training ProSE, we aim to learn an
LDM to generate the prior feature that enhances
the enhancement process of the SE Transformer.

Given a ground truth clean speech signal, we
employ the latent encoder LES1 from stage one
to generate the prior zS1. This prior zS1 serves as
the initial condition for the forward diffusion pro-
cess, during which Gaussian noise is incrementally
added over T iterations as follows:

q
(
zS11:T | zS10

)
=

T∏

t=1

q
(
zS1t | zS1t−1

)
,

q
(
zS1t | zS1t−1

)
= N

(
zt;
√

1− βtz
S1
t−1, βtI

)

(10)

where t = 1, · · · , T ; zS1t represents the noisy fea-

tures at the t-th step; β1:T ∈ (0, 1) is the pre-set
noise schedule and N denotes the Gaussian distri-
bution. Through reparameterization (Kingma and
Welling, 2013), we can rewrite this as:

q
(
zS1t | zS10

)
= N

(
zS1t ;

√
ᾱtz

S1
0 , (1− ᾱt) I

)
,

α = 1− βt,

ᾱt =
t∏

i=1

αi (11)

During training, for the reverse diffusion process,
we generate the prior feature by learning to remove
the noise added in the forward diffusion process.
For the step from zS1t to zS1t−1, we use the posterior
distribution as:

q
(
zS1t−1 | zS1t , zS10

)
= N

(
zS1t−1;µt

(
zS1t , zS10

)
,

1− ᾱt−1

1− ᾱt
βtI

)
(12)

µt

(
zt, z

S1
0

)
=

1√
αt

(
zS1t − 1− αt√

1− ᾱt
ϵ

)
(13)

where ϵ represents the noise in zS1t . For LDMs,
a neural network estimates the noise at each step.
At this stage, we add another latent encoder LES2,
which is similar to LES1 except for the number
of kernel channels in the input convolution layer.
We employ the latent encoder LES2 to generate the
prior zS2 ∈ RN×C′

from Xnoisy. We now condi-
tion the LDM on zS2 to perform noise estimation,
i.e., ϵθ

(
zS1t , zS2, t

)
.

zS1t−1 =
1√
αt

(
yt −

1− αt√
1− ᾱt

ϵθ
(
zS1t , zS2, t

))

+
√
1− αtϵt, (14)

where ϵt ∼ N (0, I). By iterative denosing (T
times), we can generate the predicted prior fea-
ture ẑ ∈ RN×C . ẑ is then used to guide the SE
Transformer (z1 = ẑ). With much smaller dimen-
sions, ẑ can be predicted with only a few iterations,
and thus, we train the LDM jointly with the SE
Transformer. To train the diffusion model for ac-
curate prior estimation, we optimize an additional
diffusion loss Ldiff between the diffusion estimated
prior ẑ and the actual prior zS1 as follows:

Ldiff = ∥ẑ− zS1∥1, (15)

This differs from optimizing the weighted varia-
tional bound adopted in a wealth of prior work for
LDM training (Ho et al., 2020). However, this
approach solely optimizes the LDM and does not
ensure alignment between the estimated and origi-
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Method Steps VBD TIMIT+MUSAN

STOI (%)↑ PESQ↑ CSIG↑ CBAK↑ COVL↑ STOI (%)↑ PESQ↑ CSIG↑ CBAK↑ COVL↑
Unprocessed - 92.1 1.97 3.35 2.44 2.63 87.27 1.42 3.12 2.43 2.39

Diffwave 1 step (dis) 93.24 2.50 3.71 3.27 3.10 88.36 1.96 3.39 2.88 2.68
DiffuSE 6 steps 93.47 2.37 3.70 3.03 3.03 89.44 1.79 3.32 2.83 2.62
CDiffuSE 6 steps 93.59 2.41 3.76 3.08 3.07 90.24 1.86 3.37 2.81 2.62
SGMSE 50 steps 93.20 2.34 3.70 2.90 2.99 89.02 1.74 3.29 2.73 2.59
DR-DiffuSE 6 steps 92.94 2.48 3.68 3.27 3.05 87.82 1.91 3.45 2.91 2.65
DOSE 50 steps 93.52 2.54 3.80 3.27 3.14 90.66 2.02 3.48 2.95 2.74

SE Transformer (ours) 50 steps 92.98±0.03 2.31±0.02 3.78±0.03 3.04±0.08 2.90±0.07 88.39±0.04 1.82±0.03 3.39±0.07 2.84±0.06 2.61±0.08

ProSE (ours) 2 steps 94.10±0.07 2.87±0.03 3.99±0.04 3.59±0.06 3.26±0.04 92.73±0.01 2.28±0.08 3.61±0.03 2.99±0.06 2.91±0.05

Table 1: Comparison of ProSE with different diffusion-based SE methods on VBD and TIMIT+MUSAN (synthetically noised
datasets). ProSE outperforms our baselines by 0.5% - 13% with just 2 diffusion steps for inference.

nal priors, which is essential for ProSE. Our final
training objective Lall for joint training can be de-
fined as follows:

Lall = LSE + Ldiff (16)

3.2.3 Inference
For inference, given a noisy speech signal Snoisy,
we first obtain its latent encoding Xnoisy and then
compress it to a compact space zS2 ∈ RN×C′

us-
ing LES2. We then generate the prior ẑ using the
LDM. Precisely, we perform the reverse process T
times starting from a randomly sampled Gaussian
Noise ϵ ∼ N (0, I). The generation is conditioned
on zS2 (Equation 12). The generated prior is now
conditioned on the SE Transformer to guide it for
enhancement. The SE Transformer takes Xnoisy as
input and predicts clean speech encoding X̂clean.
X̂clean is then passed through a VAE decoder fol-
lowed by a HiFi-GAN vocoder to obtain the Ŝclean.

4 Experimental Setup
Datasets. Following a wealth of prior work in
SE (Lu et al., 2021, 2022b; Tai et al., 2023b,a),
we use the VoiceBank-DEMAND (VBD) dataset
to train and evaluate our models. The dataset
comprises noisy speech recordings generated by
mixing clean speech from the VoiceBank collec-
tion (Veaux et al., 2013) with noise from the DE-
MAND dataset (Thiemann et al., 2013). It has 30
distinct speakers, with 28 speakers allocated for
training and 2 for testing. Clean samples were
mixed with noise samples at four signal-to-noise
ratios (SNRs) during training ([0, 5, 10, 15] dB)
and testing ([2.5, 7.5, 12.5, 17.5] dB). The train-
ing dataset comprised a total of 11,572 utterances,
while the testing set included 824 utterances. Addi-
tionally, to evaluate the generalization capabilities
of our models trained on VBD, we also test them
on CHiME-4 (Barker et al., 2015). CHiME-4 is

Method STOI (%)↑ PESQ↑ CSIG↑ CBAK↑ COVL↑
Unprocessed 71.50 1.21 2.18 1.97 1.62

Diffwave 72.35 1.20 2.23 1.97 1.65
DiffuSE 83.66 1.57 2.89 2.18 2.18
CDiffuSE 82.75 1.57 2.87 2.13 2.17
SGMSE 84.41 1.56 2.92 2.18 2.16
DR-DiffuSE 78.03 1.31 2.41 2.07 1.82
DOSE 85.42 1.50 2.70 2.14 2.07

SE Transformer (ours) 83.90±0.03 1.39±0.05 2.84±0.03 2.09±0.04 1.99±0.01

ProSE (ours) 88.18±0.02 1.73±0.04 2.89±0.01 2.25±0.07 2.30±0.08

Table 2: Comparison of ProSE with different diffusion-based
SE methods on CHiME-4 (real-world dataset). ProSE outper-
forms our baselines by 0.7% - 44.1%.

sourced from the Wall Street Journal corpus with
sentences spoken by talkers situated in challeng-
ing, noisy environments. In addition to VBD and
CHiME-4, we also train and evaluate our models
on TIMIT-MUSAN corpus. We synthesize this
dataset by mixing clean speech from the TIMIT
dataset (Garofolo, 1993) with noise from the MU-
SAN dataset (Snyder et al., 2015). The mixing is
done at SNRs ([-3, 0, 3, 5] dB).
Evaluation metrics. We evaluate ProSE on the
common evaluation metrics: perceptual evalua-
tion of speech quality (PESQ) (Rix et al., 2001),
short-time objective intelligibility (STOI) (), seg-
mental signal-to-noise ratio (SSNR) (Taal et al.,
2010), mean opinion score (MOS) prediction of the
speech signal distortion (CSIG) (Hu and Loizou,
2007), the MOS prediction of the intrusiveness
of background noise (CBAK) (Hu and Loizou,
2007) and the MOS prediction of the overall ef-
fect (COVL) (Hu and Loizou, 2007).
Baselines. We compare ProSE with recent
open-sourced diffusion-based SE methods Dif-
fuSE (Lu et al., 2021), CDiffuSE (Lu et al., 2022b),
SGMSE (Richter et al., 2023), DR-DiffuSE (Tai
et al., 2023b) and DOSE (Tai et al., 2023a). Details
about baselines can be found in Appendix F.
Hyper-parameters. We process speech at 16kHz.
For mel-spectrogram conversion, we set the win-
dow, FFT, and hop sizes to 1024, 1024, and 160,
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Figure 2: Comparison of mel-spectrograms generated by ProSE with DOSE (SOTA diffusion approach) and clean speech.
ProSE generates enhanced speech that is closer to clean speech and does not add artifacts that are not present in the clean speech.

respectively, with fmin and fmax set to 0 and
8000. This results in F=128, and we slice larger
audios and pad smaller ones to a fixed duration of
2 seconds, which results in T=200. We employ
r=4 for VAE. We train ProSE with an Adam op-
timizer (Kingma and Ba, 2014) with β1=0.9 and
β2=0.99. For stage one, the total training itera-
tions are 300K. The initial learning rate is set as
2× 10−4 and gradually reduced to 1× 10−6 with
the cosine annealing. For stage two, we adopt the
same training settings as in stage one. For LDM,
we use T = 2 for training with the variance hyper-
parameters β1:T constants increasing linearly from
β1=0.1 to βT =0.99. We also employ T = 2 during
inference. We train both stages with a batch size of
8 on 4 A100 GPUs. We set N=16 and C ′=256 as
the LE output dimensions for our experiments. For
the first 4 levels of the SE Transformer, the num-
ber of Transformer blocks is [3,5,5,6], the number
of channels is [48,96,192,384], and the attention
heads are [1,2,4,8].

5 Results

Quantitative Results. Table 1 (left) compares
ProSE with other diffusion-based SE methods in
the literature when trained and inferred on the
VBD dataset (matched scenario). Table 2 compares
ProSE with other diffusion-based SE methods in
the literature when trained on VBD and inferred on
the CHiME-4 dataset (unmatched scenario). We
show that: (1) diffusion-based methods offer su-
perior generalizability compared to deterministic
approaches, (2) techniques that incorporate specific
condition-injecting strategies, such as DiffuSE, CD-
iffuSE, and SGMSE, demonstrate robust general-
izability, though they slightly underperform deter-
ministic mapping-based methods in matched sce-

narios, and (3) ProSE outperforms other diffusion-
based SE models in both matched and unmatched
scenarios and does so with fewer computational
steps. Table 1 (right) further compares ProSE when
trained and inferred on TIMIT+MUSAN. All 3
points above hold, and ProSE outperforms our base-
lines on all metrics by significant margins. All the
results shown in both the tables are averaged across
3 runs. Additionally, as an ablation of ProSE, we
show the importance of the LDM prior to the SE
Transformer. For all tables, the SE Transformer
rows show the performance of the U-Net trans-
former without conditioning of the LDM prior, i.e.,
we remove the conditioning block and train the
model for only a single stage with a regression
objective. As we see, without the LDM prior, per-
formance decreases substantially across all metrics
and all datasets.

Qualitative Results. In addition to quantitative
metrics, we employ two varieties of Mean Opinion
Score (MOS) tests to assess the quality of syn-
thesized speech via human evaluation. These 2
metrics include Naturalness and Consistency, as
proposed by Tai et. al (Tai et al., 2023a). Table 4
shows that ProSE outperforms all baseline models
in generating natural-sounding clean speech and
matching the quality and content of the reference
gold-quality clean speech.

6 Discussion

Effect of the number of iterations T in LDM.
Fig. 4 shows the effect of inference timesteps T on
the PESQ score for ProSE. The results shown are
for ProSE trained and evaluated on VBD. As we
can see, ProSE achieves optimal performance on
only T=2 iterations (by default, we use the same
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Figure 3: Comparison of waveforms generated by ProSE with DOSE (SOTA diffusion approach) and clean speech. The blue
waveform is the original clean speech, and the yellow waveform is the enhanced speech generated by the model. We show that
while DOSE generates additional details that are misaligned with the original speech, ProSE does not face this issue.

Method FLOPs (G)↓ PESQ (dB)↑
DiffWave 180.25 2.50
DiffuSE 197.65 2.37
CDiffuSE 227.40 2.41
SGMSE 145.47 2.34
DR-DiffuSE 289.58 2.48
DOSE 174.25 2.54
ProSE 150.78 2.87

Table 3: Model complexity comparison of ProSE.

T for training and inference). We attribute this
characteristic to the way we integrate DMs into
the ProSE architecture: precisely, we only apply
DMs in a compact latent space, and thus, the model
does not need too many iterations to add details to
the output, unlike speech synthesis. Additionally,
the latent generated, which is used as a prior for
conditioning, only adds details for enhancement.
Thus, only a few iterations can lead to a stable prior.
This also makes ProSE much more efficient than
prior work, which employs DMs to generate the
entire enhanced speech.
Waveform and Mel-spectrogram Analysis. Fig-
ures 3 and 2 display and compare waveforms and
mel-spectrograms, respectively. We present a three-
way analysis involving ground-truth clean speech,
speech enhanced by ProSE, and speech enhanced
by a SOTA diffusion-based model, DOSE. Notably,
DOSE tends to introduce extraneous misaligned de-
tails, a problem not observed with ProSE. This dis-
tinction arises because ProSE utilizes DMs solely
to generate a prior, with the actual enhancement
performed by a regression model. This strategy
prevents the misalignment issues commonly seen
when the iterative denoising process is used to gen-
erate enhanced speech over multiple steps directly.

Computational Efficiency. Table 3 compares the
computational efficiency of ProSE with other base-
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Figure 4: Effect of the number of inference timesteps T on
PESQ for ProSE, trained and evaluated on VBD.

lines from the literature. All experiments are con-
ducted on the VBD dataset and we report inference
FLOPs. ProSE is more computationally efficient
than most baselines while achieving SOTA perfor-
mance in SE. We attribute this to applying LDM in
the latent space, which allows us to achieve better
performance with fewer LDM iterations, as op-
posed to all our baselines where DM is employed
to generate enhanced speech directly.

7 Conclusion

In this paper, we propose ProSE, a novel method for
speech enhancement with diffusion models. Specif-
ically, ProSE makes a latent diffusion model gen-
erate a prior. This prior is then conditioned on
a U-Net style regression-based transformer net-
work where the prior guides the network for speech
enhancement. The regression-based method pre-
serves the general distribution, while the prior fea-
ture generated by the diffusion model enhances the
details of the enhanced speech. ProSE achieves
SOTA performance on standard benchmarks in
matched and unmatched scenarios.
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Limitations and Future Work

As part of future work, we would like to address
the current limitations of ProSE, including:

1. The requirement of VAE and HiFi-GAN mod-
ules: Though these modules are standard prac-
tice in speech and audio systems, loss of in-
formation in these modules is generally prop-
agated to the final performance, adding to the
computational overhead. Therefore, a trans-
former architecture with raw audio, input, and
output would help overcome this problem.

2. The requirement of 2 stages of training: Our
proposed algorithm is built on fundamentals
that require two stage training, whereby in the
first stage we learn a prior and in the second
stage we learn the DDPM models. As part of
future work we would like to work towards
simplifying ProSE’s training pipeline.

References
Jon Barker, Ricard Marxer, Emmanuel Vincent, and

Shinji Watanabe. 2015. The third ‘chime’speech sep-
aration and recognition challenge: Dataset, task and
baselines. In 2015 IEEE Workshop on Automatic
Speech Recognition and Understanding (ASRU),
pages 504–511. IEEE.

Zehua Chen, Yihan Wu, Yichong Leng, Jiawei Chen,
Haohe Liu, Xu Tan, Yang Cui, Ke Wang, Lei He,
Sheng Zhao, et al. 2022. Resgrad: Residual denois-
ing diffusion probabilistic models for text to speech.
arXiv preprint arXiv:2212.14518.

Hyeong-Seok Choi, Jang-Hyun Kim, Jaesung Huh,
Adrian Kim, Jung-Woo Ha, and Kyogu Lee. 2018.
Phase-aware speech enhancement with deep com-
plex u-net. In International Conference on Learning
Representations.

Antonia Creswell, Tom White, Vincent Dumoulin, Kai
Arulkumaran, Biswa Sengupta, and Anil A Bharath.
2018. Generative adversarial networks: An overview.
IEEE signal processing magazine, 35(1):53–65.

Chris Donahue, Bo Li, and Rohit Prabhavalkar. 2018.
Exploring speech enhancement with generative ad-
versarial networks for robust speech recognition.
In 2018 IEEE international conference on acoustics,
speech and signal processing (ICASSP), pages 5024–
5028. IEEE.

John S Garofolo. 1993. Timit acoustic phonetic con-
tinuous speech corpus. Linguistic Data Consortium,
1993.

Steven L Gay and Jacob Benesty. 2012. Acoustic
signal processing for telecommunication, volume
551. Springer Science & Business Media.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian
Sun. 2016. Deep residual learning for image recog-
nition. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pages 770–
778.

Jonathan Ho, Ajay Jain, and Pieter Abbeel. 2020. De-
noising diffusion probabilistic models. Advances
in neural information processing systems, 33:6840–
6851.

Yi Hu and Philipos C Loizou. 2007. Evaluation of
objective quality measures for speech enhancement.
IEEE Transactions on audio, speech, and language
processing, 16(1):229–238.

Phillip Isola, Jun-Yan Zhu, Tinghui Zhou, and Alexei A
Efros. 2017. Image-to-image translation with con-
ditional adversarial networks. In Proceedings of
the IEEE conference on computer vision and pattern
recognition, pages 1125–1134.

Diederik P Kingma and Jimmy Ba. 2014. Adam: A
method for stochastic optimization. arXiv preprint
arXiv:1412.6980.

Diederik P Kingma and Max Welling. 2013. Auto-
encoding variational bayes. arXiv preprint
arXiv:1312.6114.

Jungil Kong, Jaehyeon Kim, and Jaekyoung Bae. 2020.
Hifi-gan: Generative adversarial networks for effi-
cient and high fidelity speech synthesis. Advances
in neural information processing systems, 33:17022–
17033.

Zhifeng Kong, Wei Ping, Jiaji Huang, Kexin Zhao, and
Bryan Catanzaro. 2021. Diffwave: A versatile dif-
fusion model for audio synthesis. In International
Conference on Learning Representations.

Max WY Lam, Jun Wang, Dan Su, and Dong Yu. 2022.
Bddm: Bilateral denoising diffusion models for fast
and high-quality speech synthesis. arXiv preprint
arXiv:2203.13508.

Sang-gil Lee, Heeseung Kim, Chaehun Shin, Xu Tan,
Chang Liu, Qi Meng, Tao Qin, Wei Chen, Sun-
groh Yoon, and Tie-Yan Liu. 2021. Priorgrad:
Improving conditional denoising diffusion models
with data-dependent adaptive prior. arXiv preprint
arXiv:2106.06406.

Jialu Li, Junhui Li, Pu Wang, and Youshan Zhang.
2023. Dcht: Deep complex hybrid transformer for
speech enhancement. In 2023 Third International
Conference on Digital Data Processing (DDP),
pages 117–122. IEEE.

12478

https://openreview.net/forum?id=a-xFK8Ymz5J
https://openreview.net/forum?id=a-xFK8Ymz5J


Rui Li, Dong Pu, Minnie Huang, and Bill Huang.
2022. Unet-tts: Improving unseen speaker and
style transfer in one-shot voice cloning. In
ICASSP 2022-2022 IEEE International Conference
on Acoustics, Speech and Signal Processing
(ICASSP), pages 8327–8331. IEEE.

Haohe Liu, Zehua Chen, Yi Yuan, Xinhao Mei, Xubo
Liu, Danilo Mandic, Wenwu Wang, and Mark D
Plumbley. 2023a. Audioldm: Text-to-audio gener-
ation with latent diffusion models. arXiv preprint
arXiv:2301.12503.

Haohe Liu, Zehua Chen, Yi Yuan, Xinhao Mei, Xubo
Liu, Danilo Mandic, Wenwu Wang, and Mark D
Plumbley. 2023b. AudioLDM: Text-to-audio genera-
tion with latent diffusion models. In Proceedings
of the 40th International Conference on Machine
Learning, volume 202 of Proceedings of Machine
Learning Research, pages 21450–21474. PMLR.

Yen-Ju Lu, Yu Tsao, and Shinji Watanabe. 2021. A
study on speech enhancement based on diffusion
probabilistic model. In 2021 Asia-Pacific Signal and
Information Processing Association Annual Summit
and Conference (APSIPA ASC), pages 659–666.
IEEE.

Yen-Ju Lu, Zhong-Qiu Wang, Shinji Watanabe, Alexan-
der Richard, Cheng Yu, and Yu Tsao. 2022a. Con-
ditional diffusion probabilistic model for speech
enhancement. In ICASSP 2022 - 2022 IEEE
International Conference on Acoustics, Speech and
Signal Processing (ICASSP), pages 7402–7406.

Yen-Ju Lu, Zhong-Qiu Wang, Shinji Watanabe,
Alexander Richard, Cheng Yu, and Yu Tsao.
2022b. Conditional diffusion probabilistic model for
speech enhancement. In ICASSP 2022-2022 IEEE
International Conference on Acoustics, Speech and
Signal Processing (ICASSP), pages 7402–7406.
IEEE.

Chunyu Qiang, Hao Li, Yixin Tian, Yi Zhao,
Ying Zhang, Longbiao Wang, and Jianwu Dang.
2024. High-fidelity speech synthesis with mini-
mal supervision: All using diffusion models. In
ICASSP 2024-2024 IEEE International Conference
on Acoustics, Speech and Signal Processing
(ICASSP), pages 10781–10785. IEEE.

Julius Richter, Simon Welker, Jean-Marie Lemercier,
Bunlong Lay, and Timo Gerkmann. 2023. Speech
enhancement and dereverberation with diffusion-
based generative models. IEEE/ACM Transactions
on Audio, Speech, and Language Processing.

Antony W Rix, John G Beerends, Michael P Hollier,
and Andries P Hekstra. 2001. Perceptual evaluation
of speech quality (pesq)-a new method for speech
quality assessment of telephone networks and codecs.
In 2001 IEEE international conference on acoustics,
speech, and signal processing. Proceedings (Cat. No.
01CH37221), volume 2, pages 749–752. IEEE.

Robin Rombach, Andreas Blattmann, Dominik Lorenz,
Patrick Esser, and Björn Ommer. 2021. High-
resolution image synthesis with latent diffusion mod-
els. Preprint, arXiv:2112.10752.

Olaf Ronneberger, Philipp Fischer, and Thomas Brox.
2015. U-net: Convolutional networks for biomedical
image segmentation. In Medical image computing
and computer-assisted intervention–MICCAI 2015:
18th international conference, Munich, Germany,
October 5-9, 2015, proceedings, part III 18, pages
234–241. Springer.

Joan Serrà, Santiago Pascual, Jordi Pons, R Oguz Araz,
and Davide Scaini. 2022. Universal speech enhance-
ment with score-based diffusion. arXiv preprint
arXiv:2206.03065.

Kai Shen, Zeqian Ju, Xu Tan, Yanqing Liu, Yichong
Leng, Lei He, Tao Qin, Sheng Zhao, and Jiang Bian.
2023. Naturalspeech 2: Latent diffusion models are
natural and zero-shot speech and singing synthesizers.
arXiv preprint arXiv:2304.09116.

David Snyder, Guoguo Chen, and Daniel Povey. 2015.
Musan: A music, speech, and noise corpus. arXiv
preprint arXiv:1510.08484.

Cees H Taal, Richard C Hendriks, Richard Heusdens,
and Jesper Jensen. 2010. A short-time objective intel-
ligibility measure for time-frequency weighted noisy
speech. In 2010 IEEE international conference on
acoustics, speech and signal processing, pages 4214–
4217. IEEE.

Wenxin Tai, Yue Lei, Fan Zhou, Goce Trajcevski,
and Ting Zhong. 2023a. DOSE: Diffusion dropout
with adaptive prior for speech enhancement. In
Thirty-seventh Conference on Neural Information
Processing Systems.

Wenxin Tai, Fan Zhou, Goce Trajcevski, and Ting
Zhong. 2023b. Revisiting denoising diffusion proba-
bilistic models for speech enhancement: Condition
collapse, efficiency and refinement. In Proceedings
of the AAAI Conference on Artificial Intelligence,
volume 37, pages 13627–13635.

Ivan Tashev. 2011. Recent advances in human-
machine interfaces for gaming and entertainment.
International journal of information technologies
and security, 3(3):69–76.

Joachim Thiemann, Nobutaka Ito, and Emmanuel Vin-
cent. 2013. The diverse environments multi-channel
acoustic noise database (demand): A database of
multichannel environmental noise recordings. In
Proceedings of Meetings on Acoustics, volume 19.
AIP Publishing.

Tim Van den Bogaert, Simon Doclo, Jan Wouters, and
Marc Moonen. 2009. Speech enhancement with mul-
tichannel wiener filter techniques in multimicrophone
binaural hearing aids. The Journal of the Acoustical
Society of America, 125(1):360–371.

12479

https://proceedings.mlr.press/v202/liu23f.html
https://proceedings.mlr.press/v202/liu23f.html
https://doi.org/10.1109/ICASSP43922.2022.9746901
https://doi.org/10.1109/ICASSP43922.2022.9746901
https://doi.org/10.1109/ICASSP43922.2022.9746901
https://arxiv.org/abs/2112.10752
https://arxiv.org/abs/2112.10752
https://arxiv.org/abs/2112.10752
https://openreview.net/forum?id=2C2WZfCfo9
https://openreview.net/forum?id=2C2WZfCfo9


Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz
Kaiser, and Illia Polosukhin. 2017. Attention is
all you need. Advances in neural information
processing systems, 30.

Christophe Veaux, Junichi Yamagishi, and Simon King.
2013. The voice bank corpus: Design, collection
and data analysis of a large regional accent speech
database. In 2013 international conference oriental
COCOSDA held jointly with 2013 conference on
Asian spoken language research and evaluation
(O-COCOSDA/CASLRE), pages 1–4. IEEE.

Simon Welker, Julius Richter, and Timo Gerkmann.
2022. Speech enhancement with score-based gen-
erative models in the complex stft domain. arXiv
preprint arXiv:2203.17004.

Hongyi Zhang, Moustapha Cisse, Yann N. Dauphin, and
David Lopez-Paz. 2018. mixup: Beyond empirical
risk minimization. In International Conference on
Learning Representations.

Jianwei Zhang, Suren Jayasuriya, and Visar Berisha.
2021. Restoring degraded speech via a modified
diffusion model. arXiv preprint arXiv:2104.11347.

A Appendix

In the Appendix, we provide:

1. Section B: Variational Auto Encoder (VAE)
Architecture Details

2. Section C: Variational Auto Encoder Training
Details

3. Section D: HiFi-GAN Training Details

4. Section E: Dataset Licences

5. Section F: Baseline Details

6. Section G: MOS Test

7. Section H: Broader Impact

B Variational Auto Encoder (VAE)
Architecture Details

We compress the mel-spectrogram ℓ ∈ RT×F into
a small continuous space X ∈ RC× T

r
× F

r with a
convolutional VAE, where T and F represent the
time and frequency dimensions respectively, C is
the channel number of the latent encoding, and r
is the compression level (downsampling ratio) of
the latent space. Both the encoder E(·) and the
decoder D(·) are composed of stacked convolu-
tional modules. This allows the VAE encoder to
preserve the spatial correspondence between the

mel-spectrogram and the latent space, as shown
in Figure 1. Each module consists of ResNet
blocks (He et al., 2016), which include convolu-
tional layers and residual connections. The encod-
ing X is evenly split into two parts, Xµ and Xσ,
with shape C, T

r ,
F
r , representing the mean and vari-

ance of the VAE latent space. The input of the
decoder is a stochastic encoding ẑ = zµ + zσ · ϵ,
where ϵ ∼ N (0, I). During generation, the de-
coder reconstructs the mel-spectrogram from the
generated latent representations.

We employ three loss functions in our training
objective: the mel-spectrogram reconstruction loss,
adversarial losses, and a Gaussian constraint loss.
The reconstruction loss calculates the mean abso-
lute error between the input sample X ∈ RT×F

and the reconstructed mel-spectrogram ℓ̂ ∈ RT×F .
The adversarial losses are used to enhance the re-
construction quality. Specifically, we adopt the
PatchGAN (Isola et al., 2017) as our discriminator,
which divides the input image into small patches
and predicts whether each patch is real or fake
by outputting a matrix of logits. The PatchGAN
discriminator is trained to maximize the logits for
correctly identifying real patches while minimizing
the logits for incorrectly identifying fake patches.
We also apply the Gaussian constraint on the la-
tent space of the VAE. By enforcing a Gaussian
constraint on the latent space, the VAE is encour-
aged to learn a continuous, structured latent space
rather than a disorganized one. This helps the VAE
to better capture the underlying structure of the
data, leading to more stable and accurate recon-
structions (Kingma and Welling, 2013).

C Variational Auto Encoder Training
Details

We train our VAE using the Adam opti-
mizer (Kingma and Ba, 2014) with a learning rate
of 4.5× 10−6 and a batch size of six. The speech
data we use for training is VoiceBank-DEMAND.
We perform experiments with three compression-
level settings r=4, 8, 16, for which the latent chan-
nels are C=8, 16, and 32, respectively. VAEs in all
three settings are trained with at least 1.5M steps
on a single NVIDIA RTX 3090 GPU. To stabilize
training, we do not apply the adversarial loss in the
first 50K training steps. We use the mixup (Zhang
et al., 2018) strategy for data augmentation.
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D HiFi-GAN Training Details

In this study, we utilize HiFi-GAN (Kong et al.,
2020), renowned for its effectiveness in speech
waveform generation, as our vocoder. HiFi-GAN
employs two sets of discriminators, a multi-period
discriminator, and a multi-scale discriminator, to
enhance perceptual quality. We train the vocoder
on the VoiceBank-DEMAND dataset to synthesize
audio waveforms. For input samples with a sam-
pling rate of 16,000Hz, we extract 128-band mel-
spectrograms and adhere to the default HiFi-GAN
V1 settings. The window, FFT, and hop sizes are set
to 1024, 1024, and 160, respectively, with fmin and
fmax set to 0 and 8000. We employ the AdamW
optimizer with β1=0.8 and β2=0.99. The learning
rate is initialized at 2× 10−4 and decays at a rate
of 0.999. Using a batch size of 96, we train the
model on six NVIDIA 3090 GPUs.

E Dataset Licenses

VoiceBank-DEMAND 2: Licensed under CC BY
4.0.
CHiME-4 (WSJ) 3: Licensed under LDC User
Agreement for Non-Members.
TIMIT 4: Licensed under LDC User Agreement
for Non-Members.
MUSAN 5: Licensed under CC BY 4.0.

F Baseline Details

DiffWave: DiffWave (Kong et al., 2021) 6 proposes
a versatile non-autoregressive diffusion probabilis-
tic model designed for conditional and uncondi-
tional audio synthesis. By converting white noise
into structured waveforms through a Markov chain,
DiffWave achieves high-fidelity audio generation
across various tasks, including neural vocoding
and class-conditional generation. The model op-
timizes a variant of the variational bound on data
likelihood and demonstrates superior performance
compared to autoregressive and GAN-based mod-
els, particularly in unconditional audio generation
tasks, achieving high speech quality and synthesis
speed. Licensed under Apache-2.0 license.

2http://homepages.inf.ed.ac.uk/
jyamagis/release/VCTK-Corpus.tar.gz

3https://www.chimechallenge.org/
challenges/chime4/index

4https://catalog.ldc.upenn.edu/LDC93S1
5https://www.openslr.org/17/
6https://github.com/lmnt-com/diffwave

DiffuSE: DiffuSE (Lu et al., 2021) 7 proposes
a speech enhancement model based on diffusion
models. DiffuSE uses a novel supportive reverse
process to eliminate noise by combining noisy
speech signals at each step, improving the quality
of enhanced speech. The model is pretrained with
clean Mel-spectral features and fine-tuned using
noisy spectral features. Experimental results show
that DiffuSE outperforms existing time-domain
generative SE models, providing significant im-
provements in speech quality and robustness. Li-
censed under Apache-2.0 license.
CDiffuSE: CDiffuSE (Lu et al., 2022b) 8 pro-
poses a conditional diffusion probabilistic model
for speech enhancement. By incorporating noisy
speech signals into both diffusion and reverse pro-
cesses, CDiffuSE adapts better to non-Gaussian
noise, improving the quality of enhanced speech.
Experimental results show CDiffuSE outperforms
traditional generative models and demonstrates
strong generalizability to unseen noise conditions.
This method significantly enhances speech clar-
ity and robustness compared to state-of-the-art ap-
proaches. Licensed under Apache-2.0 license.
SGMSE: SGMSE (Richter et al., 2023) 9 presents
a diffusion-based generative model for speech en-
hancement and dereverberation, building upon a
stochastic differential equation framework. Unlike
traditional conditional generation tasks, the model
begins the reverse process from a mixture of noisy
speech and Gaussian noise, aligning it with the for-
ward process that transitions from clean to noisy
speech. By adapting the network architecture and
leveraging only 30 diffusion steps, the model sig-
nificantly improves speech quality and generaliza-
tion across different datasets. Experimental results
show that this method outperforms recent discrimi-
native models and excels in real-world noisy con-
ditions, enhancing both additive noise removal and
dereverberation. Licensed under MIT license.
DR-DiffuSE: DR-DiffuSE (Tai et al., 2023b) 10 ad-
dresses challenges in applying DDPMs to speech
enhancement by introducing techniques to tackle
condition collapse and improve inference efficiency.
The method combines an auxiliary conditional gen-
eration network, a dual-path parallel network, and a
fast sampling technique, followed by a refinement

7https://github.com/neillu23/DiffuSE
8https://github.com/neillu23/CDiffuSE
9https://github.com/sp-uhh/sgmse

10https://github.com/judiebig/
DR-DiffuSE
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network to calibrate the generated speech. Experi-
mental results demonstrate that DR-DiffuSE signifi-
cantly improves speech quality and robustness, out-
performing existing DDPM-based and other gener-
ative SE models.
DOSE: DOSE (Tai et al., 2023a) 11 introduces a
novel speech enhancement method utilizing dif-
fusion dropout with an adaptive prior. DOSE ad-
dresses the challenge of incorporating condition
information in diffusion probabilistic models by
employing dropout during training to prioritize
condition factors and using an adaptive prior to
guide the sampling process. This approach signifi-
cantly enhances the quality and stability of gener-
ated speech, improving consistency with condition
factors and inference efficiency. Experimental re-
sults demonstrate that DOSE surpasses existing
diffusion-based and deterministic methods in terms
of speech quality and robustness.

G MOS Test

We perform two types of Mean Opinion Score
(MOS) tests to assess the quality of generated audio
through human evaluation.

Naturalness: For this test, we ask the raters to
evaluate the audio quality and naturalness while
ignoring differences in style (timbre, emotion, and
prosody). The raters listen to and rate the samples,
scoring the naturalness on a 1-5 Likert scale.

Consistency: For this test, we instruct the raters
to focus on how similar the generated speech is to
the reference in terms of content, timbre, emotion,
and prosody, while ignoring audio quality. This is
slightly different from the original Similarity Mean
Opinion Score (SMOS) test. In SMOS tests, each
generated utterance is paired with a ground truth
utterance to see how well the generated speech
matches the target speaker. The raters listen to and
rate the samples, scoring the consistency on a 1-5
Likert scale.

We conduct these subjective evaluations with the
help of 20 volunteers, and the instructions for the
testers are shown in Figure 6 and Figure 5. The
MOS results with 95% confidence intervals are
shown in Table 4. Based on our test, we find: (1)
Our method outperforms all baselines, showing
its strong capability in producing natural-sounding
speech; (2) Our model generates speech that is
consistent with the reference speech, aligning with
our design goals.

11https://github.com/ICDM-UESTC/DOSE

H Broader Impact

We introduce ProSE, a new approach to speech en-
hancement (SE) that significantly improves the clar-
ity and quality of speech in noisy environments. By
integrating denoising diffusion probabilistic mod-
els with Transformer-based regression, ProSE of-
fers a more efficient solution that requires less com-
putational power compared to traditional methods.
This advancement is particularly important for real-
time applications like voice assistants, telecommu-
nication, and hearing aids, where immediate and
clear speech output is crucial. Moreover, the re-
duced computational demand makes this technol-
ogy more accessible and practical for implemen-
tation in various devices and systems. ProSE is
taking a step forward in enhancing the user ex-
perience and broadening the accessibility of clear
communication technology.

Potential Risks. Our institution’s Institutional Re-
view Board (IRB) thoroughly reviewed and ap-
proved the human study presented in the paper, en-
suring that ethical guidelines and safety measures
were adhered to throughout the research process.
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Figure 5: Similarity MOS Test Application UI

Figure 6: MOS Test Application UI

Method Scenarios MOS(↑) Similarity MOS(↑) Scenarios MOS(↑) Similarity MOS(↑)
DiffWave

Matched

3.65 3.27

Mismatched

3.20 3.05
DiffuSE 3.75 3.43 2.75 1.63
CDiffuSE 3.45 3.31 2.80 1.97
SGMSE 3.60 3.45 3.10 2.21
DR-DiffuSE 3.55 3.47 3.05 2.03
DOSE 3.70 3.62 2.95 2.28
SE Transformer 3.85 3.71 3.35 3.17
ProSE 4.45 4.08 3.45 3.23

Table 4: MOS Test Result
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