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Abstract

Audio-Language Models (ALMs) have demon-
strated remarkable performance in zero-shot
audio classification. In this paper, we introduce
PAT (Parameter free Audio-Text aligner), a
simple and training-free method aimed at boost-
ing zero-shot audio classification performance
of CLAP-like ALMs. To achieve this, we pro-
pose to improve the cross-modal interaction
between audio and language modalities by en-
hancing the representations for both modalities
using mutual feedback. Precisely, to enhance
textual representations, we propose a prompt
ensemble algorithm that automatically selects
and combines the most relevant prompts from
a datastore with a large pool of handcrafted
prompts and weighs them according to their
relevance to the audio. On the other hand,
to enhance audio representations, we reweigh
the frame-level audio features based on the
enhanced textual information. Our proposed
method does not require any additional mod-
ules or parameters and can be used with any
existing CLAP-like ALM to improve zero-shot
audio classification performance. We exper-
iment across 18 diverse benchmark datasets
and 6 ALMs and show that the PAT outper-
forms vanilla zero-shot evaluation with signif-
icant margins of 0.42%-27.0%. Additionally,
we demonstrate that PAT maintains robust per-
formance even when input audio is degraded
by varying levels of noise. We make our code
publicly available 1.

1 Introduction

Advancements in multimodal language models
(MLMs) have significantly improved performance
across various modalities and applications (Turian
et al., 2022; Yang et al., 2021). Audio-Language
Models (Ghosh et al., 2024b), specifically Audio-
Language Encoders (ALEs) like CLAP (Guzhov
et al., 2022; Wu* et al., 2023), are a distinct type of

1Code: https://github.com/cs20s030/PAT.git
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Figure 1: Comparison of zero-shot audio classification per-
formance of ALEs (LAION CLAP (Wu* et al., 2023) and
MS CLAP (Elizalde et al., 2023a)) with and without PAT
on MUSDB (Bertin-Mahieux et al., 2011) (music genre clas-
sification). Our proposed training-free method significantly
enhances zero-shot performance, even in low-resource do-
mains where the ALEs have limited training data.

MLMs that learn a shared representation space be-
tween the audio and language modalities. Trained
on large-scale audio-caption pairs, these models
acquire diverse audio concepts during pre-training,
enabling them to generalize to new, unseen audio
categories. This capability allows ALEs to excel
in zero-shot audio classification, accurately cate-
gorizing any set of classes described with natural
language during inference. Such flexibility is es-
sential for ALEs to effectively adapt to dynamic
environments with diverse and unknown sounds.

Significant progress has been made to enhance
the zero-shot performance of ALEs across a
wide range of audio classification tasks. For in-
stance, Contrastive Language Audio Pretraining
(CLAP) (Wu* et al., 2023) was one of the first
ALE models to achieve notable zero-shot improve-
ments by utilizing descriptive audio captions, as
opposed to the class labels used in earlier mod-
els like Wav2CLIP(Wu et al., 2022) and Audio-
CLIP (Guzhov et al., 2022). Additionally, ALEs
such as LAION-CLAP (Wu* et al., 2023) and MS-
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CLAP (Elizalde et al., 2023a) employ vast collec-
tions of audio-text pairs, while models like CompA-
CLAP (Ghosh et al., 2023) leverage complex learn-
ing objectives during pretraining to show zero-shot
performance gains across various audio classifi-
cation tasks. While these models show zero-shot
improvement, it comes at the additional cost of
pre-training them with either more refined learning
objectives or by improving both the quality and
quantity of audio-text pairs. To overcome these
challenges, researchers have attempted to improve
ALEs’ audio classification capabilities through
parameter-efficient transfer learning. Inspired by
prompt learning (Brown, 2020) and adapter fine-
tuning approaches (Houlsby et al., 2019), Treff
Adapter (Liang et al., 2023) and Audio Prompt
Learner (Liang et al., 2023) incorporate learnable
prompts or lightweight adapters to adapt both tex-
tual and audio features. Although these methods
result in performance improvements, they intro-
duce learnable parameters and require additional
training phases with few-shot labelled data. On the
other hand, training-free methods can utilize the
zero-shot capabilities of ALEs, making them more
scalable and efficient for real-world applications
which can contain diverse and unknown sounds. To
the best of our knowledge, there exists no training-
free method to improve the zero-shot classification
capabilities of such models.
Our Contribution. To this end, we propose
PAT: Parameter-free Audio Text Aligner, a sim-
ple, parameter-free, and training-free approach
for boosting zero-shot audio classification perfor-
mance in ALEs. We first identify two major is-
sues with current ALEs: 1) Current ALEs rely
on simplistic prompts like “The sound of <label>”
during zero-shot evaluation, leading to suboptimal
performance. 2) During zero-shot transfer, when
we align audio and text representations through
cosine-similarity, audio representations are typi-
cally average pooled, which results in information
loss and reduced discriminative power (Ruderman
et al., 2018; Springenberg et al., 2014). Inspired by
our findings, we propose two novel components:
1) Weighted Prompt Ensemble: To enhance zero-
shot performance for ALEs, we enrich the textual
embeddings by creating a task-agnostic prompt
datastore comprising 400 unique prompts. These
prompts are specifically designed to reduce the dis-
tribution shift between the zero-shot setting and the
training data, where audio captions typically con-
tain more than a single-word description, unlike

previous approaches. Each prompt is generated
from handcrafted templates, capable of accommo-
dating unique sound labels while ensuring seman-
tic coherence. Moreover, we show that naively
using all the prompts for various downstream ap-
plications may not consistently yield the desired
performance improvements. To address this, we
introduce weighted prompt ensemble, a method
which computes a score for each prompt using the
ALEs’ response as feedback without the need for
additional labeled data or training. These scores
are then used as weights to perform a weighted
ensemble of the text embedding associated with a
prompt and a class label. 2) Cross Modal Aligner:
We introduce a cross-modal aligner that enhances
audio representations with text-guided information.
Specifically, we first compute an attention map us-
ing parameter-free attention mechanisms between
the frame-level audio representations and the en-
riched textual representations associated with each
label. Next, we use this attention map to perform
weighted pooling on the frame-level audio represen-
tations. Finally, we compute the cosine similarity
between the enriched audio and text representations
to perform zero-shot classification. To summarize,
our main contributions are:

• We propose PAT, a novel approach to improve
zero-shot audio classification performance in
a training-free fashion. PAT introduces a
cross-modal interaction approach aimed at im-
proving audio-text alignment by enhancing
both audio and textual representations in a
zero-shot setting.

• We evaluate PAT across multiple ALEs on
18 audio classification datasets and show
that PAT achieves 0.42%-27.0% improvement
over our baselines.

• We further investigate PAT’s robustness to
noisy audio to show that PAT consistently
outperforms our baselines under varied noise
augmentation settings.

2 Related Work

Audio Language Encoders (ALEs). Previous ex-
plorations on developing multimodal encoders to
learn shared representations across different modal-
ities have shown significant promise. For exam-
ple, building on contrastive pre-training techniques
from vision-language models like CLIP (Radford
et al., 2021), audio-language encoders (ALEs) have
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Figure 2: Illustration of PAT. PAT improves the zero-shot capabilities of ALEs by enriching audio-text representations in a
parameter and training-free fashion. PAT consists of two major components: 1⃝ Weighted prompt ensemble that first utilizes an
in-house generic prompt datastore to transform class labels into diverse textual descriptions, which are then encoded by a text
encoder. Further, each prompt is assigned a unique score based on the level of uncertainty it introduces during zero-shot prediction
(less uncertainty results in a higher score). A weighted average is then performed to generate task-specific, semantically rich
textual representations. 2⃝ Next, the enriched textual representations are used to guide the enhancement of audio representations
using a novel zero-shot cross model alignment. Precisely, frame-level audio representations are paired with enhanced textual
representations to compute a parameter-free attention map, which is used in performing audio and text-guided transformations.
Finally, the transformed frame-level audio representations are pooled, and the audio-text-guided information is added to the
original logit space, boosting the ALE’s zero-shot prediction capabilities.

made advances in audio-language understanding,
achieving state-of-the-art zero-shot performance
across various audio classification tasks. Early
efforts, such as Wav2Clip (Wu et al., 2022) and
AudioCLIP (Guzhov et al., 2022), focused primar-
ily on aligning audio representations with labels.
More recent approaches, like CLAP (Wu* et al.,
2023; Elizalde et al., 2023a) have shifted towards
explicitly mapping audio representations to textual
descriptions, leading to significant improvements
in zero-shot performance across diverse audio clas-
sification tasks. However, most prior ALEs have
relied on compute-intensive strategies, such as re-
fining existing multimodal alignment objectives
during pre-training (Ghosh et al., 2023; Kim et al.,
2024; Ghosh et al., 2024a) or increasing the num-
ber of parameters and training data (Elizalde et al.,
2023a). In contrast, training-free approaches to
improve zero-shot performance for ALEs remain
largely underexplored.

Downstream Adaptation of ALEs for Au-
dio Classification. Recent methods have
employed various parameter-efficient transfer
learning approaches, primarily inspired by
prompt learning (Brown, 2020) and adapter fine-
tuning (Houlsby et al., 2019). For instance, Treff

Adapters (Liang et al., 2023) introduce an addi-
tional learnable cross-attention module to enhance
cross-modal interaction in few-shot settings. Other
approaches, such as Audio Prompt Learners (Li
et al., 2024) and PALM (Hanif et al., 2024), use
soft prompting to append learnable prompt tokens
to textual representations. Although these methods
show improvements in audio classification tasks,
they fail to leverage the core advantage of ALEs,
which is zero-shot transfer.

3 Preliminaries

3.1 Zero-shot transfer in ALEs
Let D be a downstream audio classification dataset
with M class labels, L ← {l1, . . . , lM}. First,
we insert these labels into a fixed prompt tem-
plate p, such as “The sound of <label>,” where
the “<label>” token is replaced with each unique
class label. This creates M textual inputs: p(L)←
p(l1), . . . , p(lM ). Next, we use text encoders T (·)
to transform these textual inputs into latent repre-
sentations: Tp ← Tp(l1), . . . , Tp(lM ). Similarly,
for each audio input ai, we use audio encoders
A(·) to obtain frame-level audio representations
As

i ∈ Rc×d, which we then pool to produce com-
pact representations Ai ∈ R1×d. To ensure consis-
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(1) Prompt Template: A <attribute> sound
of <label>
Attribute: “loud”, “pleasant”, etc.
Example: “A loud sound of a car”, “a pleas-
ant sound of a guitar.”
Paraphrased: “A car produces a loud sound.”,
“A guitar emits a pleasant sound.”

(2) Prompt Template: A sound of <label>
coming from <source>
source: “church”, “garden”, etc.
Example: “A sound of bells coming from
a church”, “a sound of a cat coming from a
garden”.
Paraphrased: “Bells ringing can be heard
from the church.”, “The sound of a cat is com-
ing from the garden.”

Figure 3: Examples of prompt templates and their para-
phrased versions used in the prompt datastore.

tent dimensionality between audio and text repre-
sentations, we pass both through fully connected
layers of the same size. Finally, we compare the
features using cosine similarity to generate the clas-
sification logits: Lpred(ai)← Ai · T T

p

3.2 Prompt Ensemble

Let P ← {p1, ..., pN} be a collection of unique
prompts. We first encode each prompt pi with class
labels lj using a text encoder and then average the
textual representations of similar labels: Tavg ←
{∑N

i=i Tpi(l1)}, ...,
∑N

i=i Tpi(lm)}. We recognize
that one key challenge in applying prompt ensem-
bles to Audio-Language Encoders (ALEs) is the
lack of a collection of diverse prompts specifically
tailored for zero-shot audio classification.

4 Methodology

Fig.2 demonstrates our proposed method PAT. We
propose two simple training-free extensions for
existing zero-shot transfer learning in ALEs. To
enhance textual representation, we introduce a
weighted prompt ensemble that selectively iden-
tifies and scores prompts which are more relevant
to an unseen downstream task. To enhance audio
representation, we introduce a cross-modal align-
ment that utilizes a parameter-free attention mech-
anism to align frame-level audio representations
with textual descriptions in a zero-shot setting. In
upcoming subsections, we explain PAT in detail.

4.1 Prompt Datastore

We adopt prompt ensemble for zero-shot audio clas-
sification tasks by developing a robust prompt data-
store for ALEs. Specifically, our prompt datastore
consists of 400 semantically and linguistically di-
verse prompts. These prompts are designed to min-
imize the distribution shift between the zero-shot
setting and training data, where audio captions typ-
ically contain more than a single-word description.
We first use GPT-4o (OpenAI et al., 2024) to gener-
ate 600 prompts by providing diverse templates and
examples to guide generation. To ensure seman-
tic diversity in our prompts, we design a variety
of prompt-generation templates to avoid vague or
overly open-ended prompts, such as "How does
the sound <label> occur?". Furthermore, to ensure
linguistic diversity, we ask GPT-4o to generate a
paraphrased version of the initial set of generated
prompts. Finally, we conduct a manual filtering
process, selecting 400 prompts by discarding those
that are inaccurate or repetitive. Fig. 3 shows a few
examples of prompt templates (See Appendix 4 for
more examples of prompts generated).

4.2 Weighted Prompt Ensemble

Motivation. Through our experiments, we dis-
cover that despite the vanilla prompt ensemble
method consistently outperforming single prompts
like “The sound of <label>”, not all prompts in
a large prompt datastore P are equally relevant
for unseen downstream tasks. To address this in
VLEs, prior work has utilized prompt engineer-
ing to create task-specific prompts by analyzing
output labels for unseen tasks (Zhou et al., 2022).
However, we argue that such an approach requires
additional manual effort and is not scalable across
diverse downstream tasks.

In response to this, we propose a Weighted
Prompt Ensemble (WPE) algorithm in PAT to adapt
prompt ensembles across unseen downstream tasks
by scoring individual prompts automatically with-
out requiring additional parameters or training. Our
approach is guided by a simple intuition: Given a
set of audio data and class labels, prompts that
introduce greater uncertainty in label predictions
should receive lower scores, and vice versa. In
line with the prior works (Zhang and Xiang, 2023),
we quantify uncertainty in model predictions us-
ing max prediction logits. As shown in Fig. 2,
for a given prompt p in prompt datastore P , au-
dio representation A, and textual representation
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Algorithm 1 Weighted Prompt Ensemble

Require: Downstream task D; Audio Represen-
tations A; Textual Representation, T for N
prompts with M class labels; Prompt scores
w ← {w1, . . . , wN}; N no of prompts: p ∈
{p1, p2, ..., pN}
for p ≤ N do

Compute prediction logits Lp ← A · T T
p

Compute max prediction logits: Lmax
p ←

maxj Lp[i, j].
Compute prompt score wp ←

∑|D|
i=1 Lmax

p,d

Update prompt score w ← w ∪ {wp}
end for
Normalize prompt scores w ← Softmax(w)
Perform weighted prompt ensemble: Tavg ←∑N

p=1wp × Tp

Tp ∈ RM×d, where M , d are the number of class
labels and embedding dimensions respectively, we
first compute the prediction logits Lp ← A · T T

p .
The prompt score wp is then determined by calcu-
lating a cumulative sum of maximum prediction
logits. We formally define this as:

wp =

|D|∑

i=1

maxjLpred[i, j],∀j ∈ {1, . . . ,M} (1)

where |D| is the number of samples in an unseen
downstream task D. Finally, we apply softmax
normalization to the prompt scores and perform a
weighted averaging of the prompt-specific textual
representations to obtain enriched textual represen-
tation Tavg, as shown below:

Tavg =
N∑

p=1

wp ∗ Tp (2)

where N is the number of unique prompts. We
summarize the complete process of our weighted
prompt ensemble in Algorithm 1

4.3 Cross-Modal Alignment

Motivation. We observe that ALEs encode au-
dio and text modalities independently, preventing
them from utilizing cross-modal interactions before
making final predictions. Additionally, audio rep-
resentations are typically average-pooled, leading
to a loss of fine-grained information in the audio.

Inspired by our findings, we propose parameter-
free cross-modal alignment in PAT to improve the

audio-text alignment in ALEs in a zero-shot fash-
ion. As shown in Fig. 2, we utilize the intermediate
frame-level audio representations As ∈ Rc×d and
enriched textual representations Tavg ∈ RM×d to
compute parameter free attention weights ci,j ∈ C
that denotes the correlation between individual au-
dio frames and class labels. We formulate this
below:

C = As · T T
avg ∈ Rc×M (3)

Next, we utilize our parameter-free attention
weights C to enhance cross-modal alignment be-
tween the audio and textual representations. To
achieve this, we project the original audio repre-
sentation As and the average textual representation
Tavg using C as follows:

Ãs = Softmax(C) · Tavg ∈ Rc×d (4)

T̃avg = Softmax(CT ) ·As ∈ RM×d (5)

where Ãs represents the audio-guided representa-
tions that amplify the information of labels strongly
associated with the audio, and T̃avg represents the
text-guided representations that enhance the in-
formation of the audio frames strongly correlated
with specific labels. We then pool the transformed
frame-level audio representation Ãs as follows:
Ã ← AvgPool(Ãs). The transformed represen-
tations Ã and T̃avg are then used to create audio-
guided and text guide logits, Laudio ← Ã · T T

avg and
Ltext ← A · T̃ T

avg respectively. Finally, we combine
the audio and text-guided logits with the original
logits Lpred ← A · T T

avg. We formulate this below:

Lcombine = Lpred + β1Laudio + β2Ltext (6)

where β1 and β2 are the hyper-parameter weights
for audio and text-guided logits, respectively. Ad-
ditionally, we provide details on hyper-parameter
tuning in Appendix E

5 Experimental Setup

5.1 Evaluation Datasets and Metric
For zero-shot evaluation, we utilized 18 open-
source audio classification datasets covering a
broad range of musical and non-verbal audio
types. Specifically, for music-related downstream
tasks such as instrument and genre classification,
we present results on eight widely-used musical
datasets, including NSynth (NSynth Inst/Src) (En-
gel et al., 2017b), Beijing Opera (Beijing Op) (Tian
et al., 2014), MedleyDB (Bittner et al., 2014),
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Model→ L-CLAP LM-CLAP MSCLAP-22 MSCLAP-23 Wav2CLIP CompA
Dataset ↓ ZS PAT ZS PAT ZS PAT ZS PAT ZS PAT ZS PAT

Sound

ESC-50 89.00 93.00+4.00% 85.60 92.65+7.05% 76.95 78.35+1.40% 91.80 94.80+3.00% 24.85 31.60+6.08% 91.35 93.20+1.85%

USD-8K 76.00 80.00+4.00% 28.09 39.93+11.84% 72.54 74.80+2.26% 77.70 82.50+4.80% 20.97 22.69+1.72% 73.53 78.32+4.79%

TUT 36.00 39.00+3.00% 28.09 39.93+11.84% 24.44 25.61+1.17% 45.00 47.00+2.00% 11.54 15.18+3.64% 40.12 46.28+6.16%

VS 78.20 80.00+1.80% 74.46 78.91+4.45% 43.78 54.94+11.16% 79.00 79.60+0.60% 22.72 24.06+1.31% 65.22 71.26+6.04%

DCASE 44.88 50.81+5.93% 56.76 55.94-0.82% 13.93 23.77+9.84% 45.90 45.96+0.06% 09.63 17.21+7.58% 33.20 34.29+1.09%

Gunshot Tri 10.23 22.72+12.49% 13.64 29.52+15.88% 17.05 23.86+6.81% 25.00 25.00+0.00% 25.00 25.00+0.00% 25.00 26.15+1.15%

SESA 67.72 74.28+6.56% 72.38 79.04+6.66% 66.67 68.47+1.80% 70.48 71.61+1.13% 29.52 56.10+26.58% 64.76 69.42+4.66%

AudioSet 31.88 36.98+5.10% 33.12 38.21+5.09% 16.10 17.81+1.71% 25.33 28.73+3.40% 18.03 20.12+2.09% 33.24 35.12+1.88%

FSD50K 46.45 48.76+2.31% 47.12 49.10+2.08% 32.50 33.80+1.30% 44.49 45.52+1.02% 42.31 44.14+2.07% 42.18 43.22+1.04%

Cochlscene 38.56 48.66+10.10% 50.66 55.35+4.69% 25.94 33.51+7.57% 85.00 85.22+0.22% 13.09 16.11+3.02% 31.95 38.21+6.26%

Music

Beijing Op. 45.34 68.64+23.30% 75.00 75.42+0.42% 54.24 73.72+19.48% 71.19 71.61+0.42% 26.69 34.32+7.63% 61.86 63.21+1.35%

GTZAN 43.40 54.20+10.80% 63.92 63.93+0.01% 19.19 20.75+1.56% 56.24 58.56+2.32% 30.00 27.76-2.24% 50.22 52.17+1.95%

MUSDB 55.60 66.00+10.40% 73.20 73.20+0.00% 47.20 47.75+0.55% 61.20 62.40+1.20% 51.60 52.20+0.60% 56.80 59.55+2.75%

Medley 82.50 92.00+9.50% 87.88 94.30+6.42% 84.41 86.20+1.79% 45.00 47.00+2.00% 42.20 47.08+4.88% 56.27 57.24+0.97%

Mri. St 10.81 37.35+26.54% 47.40 47.80+0.40% 14.50 14.80+0.30% 44.09 47.12+3.03% 06.09 19.49+13.40% 06.25 07.42+1.17%

Mri. To 25.10 34.38+9.28% 27.59 31.62+4.03% 16.50 16.63+0.13% 22.02 26.18+4.16% 15.57 24.95+9.38% 17.43 18.79+1.36%

NSynth Inst 37.20 38.00+0.80% 31.67 36.49+4.82% 26.26 29.63+3.37% 63.30 66.30+3.00% 24.39 21.72-2.67% 27.86 29.24+1.38%

NSynth Src 37.00 41.00+4.00% 43.92 46.38+2.46% 37.06 41.45+4.39% 49.70 61.45+11.75% 38.28 42.01+3.73% 53.66 55.97+2.31%

Table 1: Performance comparison between PAT and vanilla zero-shot classification (ZS) across 6 ALEs and 18 diverse audio
classification tasks, including 10 sound and 8 musical datasets. The best scores for each ALE are in bold. Overall, PAT
outperforms vanilla ZS with improvements ranging from 0.42% to 27%.

MUSDB (Rafii et al., 2017a), GTZAN (Tzanetakis
et al., 2001), and Mridangam Stroke/Tonic (Mri.
St/ Mri. To) (Turian et al., 2022). Additionally,
we report results on non-verbal sound classification
tasks using datasets like ESC-50 (Piczak), Urban-
Sound8K (USD8K)(Salamon et al., 2014), TUT-
Urban (TUT)(Mesaros et al., 2018), VocalSound
(VS)(Gong et al., 2022), SESA(Spadini, 2019),
CochlScene (Jeong and Park, 2022), DCASE
Task 4 (Mesaros et al., 2017a), and Gunshot
Triangulation (GT) (Turian et al., 2022). We
also conduct an evaluation on multi-label datasets
like FSD50K (Fonseca et al., 2021) and Au-
dioSet (Gemmeke et al., 2017). For zero-shot evalu-
ation, we report the mean average precision (mAP)
for AudioSet and FSD50K and accuracy for the
other datasets, which averaged over 5 runs. Ap-
pendix C provides additional dataset details.

5.2 Baselines

We demonstrate the scalability and robustness of
the PAT across five open-source audio-language en-
coders (ALEs). Specifically, we integrate PAT with
Wav2CLIP (Wu et al., 2022), trained with 200k
audio-label pairs and various CLAP models, includ-
ing LAION CLAP (L-CLAP) (Wu* et al., 2023),
trained on over 633K audio-text pairs; CompA
CLAP, which is further trained on 60K composi-
tionally aware audio-text pairs; LAION CLAP MU-
SIC (LM-CLAP), which is further trained on mu-

sic datasets; MS CLAP-22 (Elizalde et al., 2023b),
trained on 128K+ audio-text pairs; and MS CLAP-
23 (Elizalde et al., 2023a), which is trained on 4.6M
pairs covering diverse audio types such as speech,
music, and non-verbal sounds. We re-evaluate the
zero-shot accuracy of publicly available ALEs un-
der similar compute settings using A6000 GPUs.

5.3 Audio Augmentations

We further evaluate PAT’s robustness in noisy set-
tings by augmenting audio with various kinds of
audio augmentations. Specifically, we apply gaus-
sian noise to simulate real-world background noise,
pitch shift to test frequency variation, and polarity
inversion to check the model’s sensitivity to phase
changes. Additionally, we use delay to introduce
echo effects, gain to assess performance under vary-
ing volume levels, and both low pass and high pass
filters to evaluate the PAT ability to handle reduced
frequency ranges. Lastly, we use reverb to sim-
ulate different reverberant acoustic environments.
Appendix D provides additional details on various
audio augmentations.

6 Results and Result Analysis

6.1 Main Results

We summarize the results of PAT applied to 6 dif-
ferent ALEs across 18 audio classification datasets,
including 10 non-verbal speech and non-speech
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Method Average Accuracy

MSCLAP-23 58.28
MSCLAP-23+PE 58.91
MSCLAP-23+WPE 59.23
MSCLAP-23+PE+CMA 59.32
MSCLAP-23+ PAT (WPE+CMA) 60.76

Table 2: Performance comparison of MSCLAP-23 using var-
ious components of PAT including Prompt Ensemble (PE),
Weighted Prompt Ensemble (WPE), Cross-Modal Alignment
(CMA) and their combinations. Baseline ZS scores are high-
lighted in grey. Overall, WPE consistently outperforms vanilla
PE, both with and without CMA.

Logits Audio Guided Text Guided Average Accuracy

✓ × × 58.28
✓ × ✓ 59.24
✓ ✓ × 59.55
× ✓ ✓ 58.29
✓ ✓ ✓ 60.76

Table 3: Performance comparison of MS-CLAP with PAT
across different combinations of original, audio-guided, and
text-guided logits with Cross-Modal Alignment (CMA). Base-
line ZS scores are highlighted in grey. Overall, incorporating
all three logits in the final prediction yields the best zero-shot
performance.

sound datasets and 8 musical datasets, in Ta-
ble 1. Our key finding can be summarized as fol-
lows: 1) PAT consistently outperforms the vanilla
zero-shot (ZS) approach across all baselines and
datasets, achieving an absolute improvement of
0.42%-27%. This underlines PAT strength to gen-
eralize across diverse audio classification tasks
and scale with different ALEs in a training-free
fashion. 2) PAT shows a remarkable performance
boost even for less-pretrained ALEs. For instance,
LAION-CLAP (Wu* et al., 2023) pre-trained on
0.6M audio-text pairs, gains an 11% boost on
MUSDB (Rafii et al., 2017b) when combined with
PAT, even surpassing MS CLAP (Elizalde et al.,
2023a) by 5%, which has been pre-trained on 4.6M
pairs. We attribute such gains to our cross-modal
aligner that utilizes enriched textual representa-
tions to reweigh audio representations. 3) PAT
shows a slight performance degradation on ALEs
like Wav2CLIP (Wu et al., 2022). As mentioned
by (Elizalde et al., 2023a), these models are pre-
trained solely on audio labels rather than textual de-
scriptions, thus limiting them to interpret prompts.

6.2 Ablation on various PAT Components

We conduct extensive ablations on individual PAT
components, as shown in Table 2 and Table 3. For
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Figure 4: Measuring MSCLAP-23 zero-shot performance
with the prompt ensemble (PE) vs. PAT on NSynth-Src by
varying the prompt count. Generally, PAT outperforms PE
across different prompt counts.

Dataset Prompt Score

ESC-50 The sound of <label> coming from a cliff edge. 0.0035
A sound of a <label> coming from a parking lot 0.0033

NSynth Inst A major sound of a <label> 0.0038
A minimal sound of a <label> 0.0037

Table 4: Top two highest scoring prompt by PAT for
MSCLAP-23 on ESC-50 and Nsynth-Inst

all ablation studies, we use the best-performing
zero-shot model, MS-CLAP, unless stated other-
wise. In Table 2, we compare the performance
gains from using Prompt Ensemble (PE) versus
Weighted Prompt Ensemble (WPE), which is em-
ployed in PAT, averaging the zero-shot accuracy
across all datasets. Overall, both PE and WPE out-
perform the baseline, with WPE consistently out-
performing PE even with or without Cross-Modal
Alignment (CMA). With this, we show that selec-
tively scoring prompts that reduce uncertainty in
model predictions, as opposed to using uniform
scoring, leads to improved zero-shot performance.
Table 3 further explores CMA by ablating different
combinations of original, audio-, and text-guided
logits. We show that combining all the logits gives
the biggest improvement in zero-shot performance.

6.3 Ablation on Number of Prompts

Fig. 4 shows the effect of increasing the number
of prompts when applying the weighted prompt
ensemble in PAT. The key findings are: 1) While
adding more prompts to the prompt datastore im-
proves zero-shot performance in PAT, the perfor-
mance of MSCLAP-23 plateaus after reaching 400
prompts. This suggests that naively increasing the
number of prompts may not lead to further gains
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Dataset
Gaussian Noise Pitch Shift Polarity Inversion Gain High Pass

ZS PAT ZS PAT ZS PAT ZS PAT ZS PAT

Sound

ESC-50 91.80 94.20+2.40% 78.05 80.10+2.05% 91.85 94.40+2.55% 92.05 94.85+2.80% 82.35 86.15+3.80%

USD8K 77.26 82.70+5.44% 63.61 70.31+6.70% 77.43 82.69+5.26% 77.08 82.67+5.59% 71.12 76.77+5.65%

TUT 44.94 45.74+0.80% 26.05 26.04-0.01% 45.68 47.34+1.66% 38.95 41.97+3.02% 35.80 35.00-0.80%

VS 81.31 77.86-3.45% 76.61 69.64-6.97% 78.98 78.00-0.98% 79.00 79.44+0.44% 74.07 76.16+2.09%

DCASE 38.32 42.21+3.89% 31.76 34.01+2.25% 38.93 45.69+6.76% 43.24 45.28+2.04% 33.40 37.70+4.30%

Gunshot Tri. 25.00 25.00+0.00% 25.00 25.00+0.00% 25.00 25.00+0.00% 25.00 25.00+0.00% 19.32 22.72+3.40%

SESA 67.62 69.52+1.90% 62.86 64.76+1.90% 67.62 69.52+1.90% 68.57 69.52+0.95% 48.57 58.10+9.53%

AudioSet 30.40 31.15+0.75% 22.37 23.06+0.69% 30.40 29.22-1.18% 28.78 30.23+1.45% 23.89 24.38+0.49%

FSD50K 44.54 45.74+1.20% 37.16 43.87+6.71% 44.39 44.96+0.57% 44.56 43.79-0.77% 37.94 43.73+5.79%

Cochlscene 85.07 84.36-0.71% 60.18 61.42+1.24% 85.07 85.17+0.10% 81.97 82.09+0.12% 73.34 75.15+1.81%

Music

Beijing Op. 70.34 70.62+0.28% 61.02 62.74+1.72% 71.19 71.61+0.42% 69.49 69.61+0.12% 65.68 64.86-0.82%

GTZAN 55.77 58.53+2.76% 47.56 50.38+2.82% 56.43 58.26+1.83% 55.20 57.79+2.59% 47.36 50.54+3.18%

MUSDB 63.60 53.60-10.00% 58.00 61.60+3.60% 68.00 56.80-11.20% 68.00 58.40-9.60% 46.80 55.20+8.40%

Medley 96.61 95.96-0.65% 92.09 92.46+0.37% 95.98 96.42+0.44% 95.97 96.53+0.56% 93.37 90.94-2.43%

Mri. St. 42.63 48.93+6.30% 33.15 44.94+11.79% 44.09 47.12+3.03% 41.31 44.67+3.36% 34.73 37.30+2.57%

Mri. To. 24.97 26.61+1.64% 13.54 17.12+3.58% 22.02 26.18+4.16% 19.08 26.78+7.70% 17.24 16.59-0.65%

NSynth Inst 52.86 53.85+0.99% 60.11 64.77+4.66% 63.89 66.33+2.44% 61.89 64.62+2.73% 46.22 47.87+1.65%

NSynth Src 39.75 47.85+8.10% 49.44 59.37+9.93% 49.76 61.45+11.69% 49.49 60.64+11.15% 47.39 56.46+9.07%

Table 5: Zero-shot performance measure of MSCLAP-23 using PAT across 18 audio classification tasks under noisy setting.
Each audio sample is subjected to 5 different varieties of audio augmentations. PAT outperforms vanilla zero-shot (ZS)
classification scores by showing an absolute improvement of 0.10–11.15%.

in zero-shot performance for audio classification
tasks. 2) The Weighted Prompt Ensemble (WPE)
used in PAT consistently surpasses the standard
Prompt Ensemble (PE), even with fewer prompts.
Table 4 lists the top 2 highest-scoring prompts gen-
erated by MSCLAP-23 using PAT on both sound
datasets (e.g., ESC-50) and music datasets (e.g.,
NSynth Inst). We observe that, for sound datasets,
prompts associating sounds to random sources like
“parking lot” or “cliff edge” receive higher scores.
In contrast, for music datasets, prompts describing
random audio attributes like “minimal” or “loud”
tend to score higher. We extend this analysis in Ap-
pendix G, where we show the top 10 best-scoring
prompts for each downstream task.

6.4 Zero-Shot Evaluation under Noisy Setting
Table 5 shows the performance improvement of
MSCLAP-23 using PAT across 16 audio classifica-
tion tasks under noisy conditions, compared to the
baseline zero-shot scores. In particular, individual
audio samples in each task are subjected to five
different types of augmentation, which modify key
audio features such as pitch, frequency, amplitude,
and phase. Under noisy settings, PAT is able to
show promising results by achieving an absolute
improvement of 0.10-11.15% when compared with

simple zero-shot evaluation. This highlights the
robustness of PAT to classify out-of-distribution
audio samples without the need for additional few-
shot data or training. Additionally, we provide
results on 3 other audio augmentations: delay, low
pass and reverb in Appendix D

7 Conclusion

We introduce PAT, a parameter- and training-free
approach to improve zero-shot audio classification
for audio-language encoders (ALEs). Our studies
indicate that current methods that guarantee au-
dio classification improvements are not capable of
leveraging the core strength of ALEs, which is zero-
shot transfer and often require extensive training
or additional parameters to adapt audio and textual
representations for an unseen task. To overcome
this limitation, PAT offers two key contributions:
1) a novel prompt scoring method, called weight
prompt ensemble, which adapts prompt ensembling
for unseen audio classification tasks in a training-
free fashion, and 2) a cross-modal alignment frame-
work, which uses parameter-free attention to better
align audio and textual representation. PAT sig-
nificantly boosts zero-shot performance in ALEs
across various audio classification datasets.
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9 Limitation and Future Work

In this section, we highlight a few limitations and
potential future direction of our proposed method,
PAT

• Due to compute constraints, we did not eval-
uate PAT across speech classification tasks.
In future, we plan to release PAT evaluation
scores against various speech-related down-
stream tasks such as Keyword spotting, Emo-
tion Recognition, etc.

• We acknowledge that PAT increases the space
complexity of existing zero-shot evaluation
algorithms by introducing a prompt datastore.

• While PAT shows significant improvements, it
is limited by ALE’s existing knowledge space
to classify unknown sounds. In future, we
plan to integrate parameter-efficient methods
such as soft prompting to make PAT robust
towards the new evolving sounds.
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A Appendix

In the appendix, we provide:

1. Section B: Baseline Details

2. Section C: Dataset Details

3. Section D: Audio Augmentations

4. Section E: Hyper-Parameter tuning

5. Section F: Additional Details

6. Section G: Filtering Criteria For Prompt Se-
lection

B Baseline Details

LAION-CLAP (Wu* et al., 2023). This is a
contrastive language-audio pretraining (CLAP)
model from LAION-AI trained on LAION-Audio-
630K (Wu* et al., 2023), a large collection
of 633,526 audio-text pairs from different data
sources. To improve the model’s ability to handle
audio inputs of variable lengths and boost overall
performance, it integrates a feature fusion mecha-
nism and keyword-to-caption augmentation. This
enables the model to effectively align and process
both audio and text data for enhanced learning.
LAION-CLAP Music (Wu* et al., 2023). This is a
music-specific version of the LAION-CLAP model.
This version is trained both on audio and music,
with the LAION-Audio-630K dataset contributing
a major portion of its training data. The details of
the music-text data being used for training are not
specified.
MS-CLAP 22 (Elizalde et al., 2023b). This is
a contrastive language-audio pretraining (CLAP)
model from Microsoft. This version is trained on
128k audio and text pairs.
MS-CLAP 23 (Elizalde et al., 2023a). This is
a follow-up to the MS-CLAP 22, from Microsoft.
This version of CLAP uses two innovative encoders
and is trained on massive 4.6M audio-text pairs. To
learn audio representations, the authors trained an

audio encoder on 22 audio tasks instead of the stan-
dard training of sound event classification. To learn
language representations, they trained an autore-
gressive decoder-only model instead of the stan-
dard encoder-only models.
Wav2CLIP (Wu et al., 2022). This is a robust
audio representation learning method by distill-
ing from Contrastive Language-Image Pre-training
(CLIP) (Radford et al., 2021). Wav2CLIP is a
model that maps audio into a shared embedding
space alongside images and text, enabling multi-
modal tasks like zero-shot classification and cross-
modal retrieval. It achieves competitive perfor-
mance on downstream tasks with only about 10%
of the data needed by fully supervised models.
Additionally, Wav2CLIP is more efficient in pre-
training, as it focuses solely on the audio modality
and does not require joint training of visual and
auditory models, unlike some competing methods.
CompA (Ghosh et al., 2023). This is a CLAP
model that is trained specifically to enhance its
compositional reasoning abilities. The authors in-
troduce improvements to contrastive training by
incorporating composition-aware hard negatives,
allowing for more precise and focused training.
Additionally, they propose a modular contrastive
loss designed to help the model learn fine-grained
compositional understanding.

C Dataset Details

ESC-50:2 (Piczak) The ESC-50 dataset is a la-
belled collection of 2,000 environmental audio
recordings, every 5 seconds in length. The dataset
is designed for sound classification tasks and con-
tains recordings organized into 50 semantically dis-
tinct classes, with 40 examples per class. These
classes are further grouped into 5 major categories,
which include Animals, Natural soundscapes &
water sounds, Humans, non-speech sounds, Interi-
or/domestic sounds, and Exterior/urban noises.
USD-8K:3 (Salamon et al., 2014) The Urban-
Sound8K dataset is an audio collection that con-
tains 8,732 labelled sound excerpts, each with
a duration of up to 4 seconds. The dataset is
designed to represent various urban sound en-
vironments, with recordings organized into 10
distinct classes: air_conditioner, car_horn, chil-
dren_playing, dog_bark, drilling, engine_idling,

2https://github.com/karolpiczak/ESC-50
3https://urbansounddataset.weebly.com/

urbansound8k.html
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gun_shot, jackhammer, siren, and street_music.
These classes are derived from the urban sound
taxonomy
TUT Urban Acoustic Scenes (TUT):4 (Mesaros
et al., 2017b) The TUT Acoustic Scenes 2019 is a
large-scale collection of environmental recordings
from various urban sound environments. It consists
of 10 classes, each representing a different acoustic
scene, such as Airport, Metro station, Park, and
Residential area. Each recording is 10 seconds
long.
Vocal Sound (VS):5 (Gong et al., 2022) The Vo-
calSound dataset consists of 21,024 crowdsourced
recordings representing 6 classes of vocal sounds:
laughter, sighs, coughs, throat clearing, sneezes,
and sniffs. These recordings were collected from
3,365 unique subjects, providing a diverse set of
vocal sound samples. This dataset is primarily used
for the study and classification of non-verbal vocal
sounds.
DCASE Task 4:6 (Mesaros et al., 2017a) The
DCASE Task 4 dataset is a sound event detection
dataset with heterogeneous data and missing labels.
It comprises two primary datasets: DESED and
MAESTRO. DESED consists of 10-second-long
audio clips that are either recorded in domestic
environments or synthesized to simulate such en-
vironments. These recordings contain annotated
sound events from 10 different classes. MAESTRO
provides audio recordings with multiple temporally
strong annotated events featuring soft labels across
17 classes. However, for the purposes of DCASE
Task 4, only 11 classes from MAESTRO are con-
sidered.
Gunshot Triangulation:7 (Turian et al., 2022) The
Gunshot Triangulation dataset is designed for a
novel multiclass classification task involving gun-
shot recordings. The dataset consists of 88 au-
dio clips representing 22 gunshots from 7 differ-
ent firearms, recorded in an open field using iPod
Touch devices (Cooper and Shaw, 2020). The ob-
jective of the task is to classify the audio based on
the specific iPod Touch that was recorded, effec-
tively identifying the location of the microphone
during each gunshot event.
SESA:8 (Spadini, 2019) The Sound Events for
Surveillance Applications (SESA) dataset consists

4https://zenodo.org/records/2589280
5https://github.com/YuanGongND/vocalsound
6https://dcase.community/challenge2017/
7https://hearbenchmark.com/hear-tasks.html
8https://zenodo.org/records/3519845

of audio recordings sourced from Freesound. The
audio files have durations of up to 33 seconds and
are categorized into 4 classes: Casual (not a threat),
Gunshot, Explosion, and Siren. This dataset is in-
tended for tasks related to sound event detection
and classification in surveillance contexts.
Cochlscene:9 (Jeong and Park, 2022)The
CochlScene dataset is a crowdsourced collection
consisting of 76,000 audio samples from 831
participants, covering 13 different acoustic scenes.
Each audio file is 10 seconds in length. This
dataset is used for the classification of diverse
acoustic environments, providing a wide range of
real-world audio scenes.
AudioSet10 (Gemmeke et al., 2017) AudioSet is a
large-scale multilabel audio event dataset compris-
ing over 2 million 10-second video clips annotated
by humans. It is labeled using a hierarchical ontol-
ogy of 632 event classes, allowing the same sound
to be tagged with multiple labels.
FSD50K11 (Fonseca et al., 2021) Freesound
Dataset 50k (FSD50K) is an open dataset of human-
annotated sound events, featuring 51,197 audio
clips from Freesound. The clips are unevenly dis-
tributed across 200 classes derived from the Au-
dioSet ontology.
Beijing Opera:12 (Tian et al., 2014) The Beijing
Opera Percussion Instrument dataset is a collec-
tion of audio examples featuring individual strokes
from the four main percussion instruments used in
Beijing Opera. These instrument classes include
Bangu, Naobo, Daluo, and Xiaoluo. The dataset
is designed for the study and classification of tra-
ditional Chinese percussion instruments within the
context of Beijing Opera.
GTZAN:13 (Tzanetakis et al., 2001) The GTZAN
Genre dataset is widely used for music genre clas-
sification tasks. It contains 1,000 audio tracks,
each with a duration of 30 seconds, categorized
into 10 distinct genres: Blues, Classical, Country,
Disco, Hip-hop, Jazz, Metal, Pop, Reggae, and
Rock. Each genre is represented by 100 tracks.
MUSDB:14 (Rafii et al., 2017a) The MUSDB18
dataset consists of 150 full-length music tracks,
totalling approximately 10 hours of audio, cover-
ing various genres. It is primarily used for mu-

9https://github.com/cochlearai/cochlscene
10https://research.google.com/audioset/
11https://zenodo.org/records/4060432
12https://compmusic.upf.edu/bo-perc-dataset
13https://paperswithcode.com/dataset/gtzan
14https://sigsep.github.io/datasets/musdb.html
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sic source separation tasks. The dataset provides
four stem labels: drums, bass, vocals, and others
(which include all other non-specific instruments
and sounds). Each track is broken down into these
stems, allowing for detailed analysis and separation
of musical components.
Medley:15 (Bittner et al., 2014) MedleyDB, is a
dataset of annotated, royalty-free multitrack record-
ings. It was curated primarily to support research
on melody extraction. For each song melody, f0
annotations are provided, as well as instrument ac-
tivations for evaluating automatic instrument recog-
nition. The original dataset consists of 122 mul-
titrack songs, out of which 108 include melody
annotations.
Mridangam Stroke:16 (Anantapadmanabhan et al.,
2014) The Mridangam Stroke dataset is a collec-
tion of 7,162 audio examples featuring individual
strokes of the Mridangam, a pitched percussion
instrument used in Carnatic music, a sub-genre of
Indian classical music. The dataset captures strokes
in various tonics and includes 10 different stroke
types played on Mridangams.
Mridangam Tonic: (Anantapadmanabhan et al.,
2014) This dataset is a subset of the Mridangam
Stroke dataset. It includes 6 different tonic values
associated with the 10 different stroke types played
on the Mridangam.
NSynth Instrument:17 (Engel et al., 2017a)
NSynth Instrument is a part of the NSynth au-
dio dataset, which consists of 305,979 musical
notes, each characterized by unique combinations
of pitch, timbre, and envelope. The NSynth Instru-
ment dataset focuses on the task of identifying the
high-level instrument family to which each note be-
longs. These instrument families include categories
like keyboard, string, brass, reed, and mallet.
NSynth Source: (Engel et al., 2017a) NSynth
Source is a subset of the NSynth dataset, where
the task is to identify the method of sound produc-
tion for each instrument’s note. There are three
categories of sound production: acoustic, elec-
tronic, and synthetic. Acoustic and electronic la-
bels correspond to instruments recorded from phys-
ical sources, while the synthetic label applies to
notes generated using digital synthesis.

15https://medleydb.weebly.com/
16https://compmusic.upf.edu/

mridangam-stroke-dataset
17https://magenta.tensorflow.org/datasets/

nsynth

D Audio Augmentations

We use 8 types of audio augmentations in our exper-
iments. We employ torchaudio-augmentations’ 18

implementation to augment the audios.
Gaussian Noise. Gaussian noise augmentation is a
technique where random noise, following a Gaus-
sian (normal) distribution, is added to audio sig-
nals. This simulates real-world background noise
and helps improve the robustness of audio mod-
els by exposing them to a variety of noisy condi-
tions during training. In our experiment, we set the
Minimum Signal-to-Noise Ratio to 0.0001 and the
Maximum Signal-to-Noise Ratio to 0.01.
Pitch Shift. Pitch shift augmentation is an augmen-
tation technique which involves changing the pitch
of an audio signal without affecting its tempo. In
our experiment, we set the minimum pitch shift to
-7.0 semitones (downward shift) and the maximum
pitch shift to 7.0 semitones (upward shift).
Polarity Inversion. Polarity inversion is an audio
augmentation technique where the polarity of the
audio waveform is inverted by multiplying the sig-
nal by -1. This flips the waveform vertically, turn-
ing positive amplitude values into negative ones
and vice versa. Although it doesn’t affect the audi-
ble characteristics of the sound to human listeners,
it can be helpful in testing how models perform
phase changes in audio signals.
Gain. Gain augmentation involves adjusting the
amplitude of an audio signal by applying a gain
factor, effectively changing the volume of the audio.
It helps in checking how the models perceive the
same audio with different volume levels. For our
experiment, we set the minimum gain to -20 dB
and the maximum gain to -1 dB.
High Pass Filter. High-pass filter augmentation
involves applying a filter that allows frequencies
above a certain cutoff frequency to pass through
while attenuating frequencies below that cutoff. In
our experiment, we set the minimum cutoff fre-
quency to 200 Hz and the maximum cutoff fre-
quency to 1200 Hz.
Low Pass Filter. Low-pass filter augmentation in-
volves applying a filter that allows frequencies be-
low a certain cutoff frequency to pass through while
attenuating frequencies above that cutoff. In our
experiment, we set the minimum cutoff frequency
to 2200 Hz and the maximum cutoff frequency to
4000 Hz.

18https://github.com/Spijkervet/
torchaudio-augmentations/
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Delay. Delay augmentation involves adding a de-
layed version of the audio signal back onto itself,
creating an echo effect. In our experiment, we set
the volume factor to 0.5, minimum delay to 200
ms, maximum delay to 500 ms and delay interval
to 50 ms.
Reverb. Reverb augmentation involves adding re-
verberation effects to audio signals, simulating the
natural reflections of sound in an acoustic environ-
ment like a room or hall. In our experiment, we
set the minimum reverberance to 0, maximum re-
verberance to 100, damping factor to 75 and room
size to 100.

E Hyper-parameter tuning

Table 6 shows the hyper-parameter tuning for
audio-guided and text-guided logit weights, β1
and β2 in PAT. Table 7 shows the list of best-
performing hyper-parameters for PAT when ap-
plied to MSCLAP-23 across all the evaluation
datasets

(β1, β2) (0.01, 0.1) (0.05, 0.5) (0.1, 0.02) (0.01, 0.01) (0.5, 0.5)
Nsynth Inst. 64.34 62.12 65.10 66.34 61.23

ESC-50 94.80 92.13 93.21 91.89 93.08

Table 6: The hyper-parameter tuning for PAT applied on
MSCLAP-23.

Dataset β1 (Audio Guided) β2 (Text Guided)
ESC-50 0.01 0.1
USD8K 0.02 1.2

TUT 0.18 2.2
VS 0.04 0.5

DCASE 0.11 3.1
Gunshot Tri 0.01 0.13

SESA 0.01 0.11
AudioSet 0.01 0.01
FSD50K 0.02 0.01

Cochlscene 0.3 2.5
Beijing Op. 0.13 1.8

GTZAN 0.4 3.2
MUSDB 0.02 2.5
Medley 0.04 1.3
Mri. St. 0.23 1.4
Mri. To. 0.1 0.1

NSynth Inst 0.01 0.01
NSynth Src 0.42 2.13

Table 7: Best hyper-parameter for PAT when used with
MSCLAP-23 across 18 datasets

Dataset
Delay Low Pass Reverb

MS CLAP PAT MS CLAP PAT MS CLAP PAT

Sound

ESC-50 90.10 93.45+3.35% 86.30 89.80+3.50% 90.00 93.25+3.25%

USD8K 76.52 75.95-0.57% 72.79 78.45+5.66% 76.54 81.88+5.34%

TUT 42.72 42.22-0.50% 39.07 43.64+4.57% 42.90 43.64+0.74%

VS 78.39 78.58+0.19% 77.47 76.10-1.37% 76.47 74.82-1.65%

DCASE 38.11 43.44+5.33% 41.19 41.80+0.61% 38.32 44.67+6.35%

Gunshot Tri. 25.00 25.000.00% 25.00 25.000.00% 30.68 27.27-3.41%

SESA 68.57 69.52+0.95% 68.57 69.52+0.95% 68.57 70.48+1.91%

AudioSet 28.76 29.19+0.43% 27.05 28.35+1.30% 28.92 29.43+0.51%

FSD50K 41.84 43.76+1.92% 41.10 43.71+2.61% 43.21 43.88+0.67%

Cochlscene 83.28 84.43+1.15% 59.82 60.32+0.50% 80.72 81.44+0.72%

Music

Beijing Op. 68.54 70.21+1.67% 64.83 65.44+0.61% 71.61 72.45+0.84%

GTZAN 54.41 57.49+3.08% 56.40 56.36-0.04% 55.34 57.33+1.99%

MUSDB 71.20 60.00-11.20% 62.40 62.60+0.20% 69.20 58.80-10.40%

Medley 96.09 95.98-0.11% 93.40 92.57-0.83% 96.27 95.86-0.41%

Mri. St. 45.59 46.36+0.77% 37.54 44.16+6.62% 33.51 28.50-5.01%

Mri. To. 22.36 31.72+9.36% 19.56 22.83+3.27% 13.49 19.32+5.83%

NSynth Inst 59.94 61.66+1.72% 53.91 57.00+3.09% 56.76 59.27+2.51%

NSynth Src 48.12 58.10+9.98% 39.06 49.75+10.69% 47.24 55.73+8.49%

Table 8: Zero-shot performance measure of MSCLAP-23
using PAT across 16 audio classification tasks under noisy
settings. Each audio sample is subjected to 3 different varieties
of audio augmentations—delay, low pass filtering, and reverb.
PAT outperforms vanilla zero-shot (ZS) classification scores
by showing an absolute improvement of 0.10–10.69%.

F Additional Details

Model Parameters: Among the ALEs that we use,
LAION-CLAP and LAION-CLAP Music have ≈
158M parameters. MSCLAP-22 has ≈ 196M pa-
rameters and MSCLAP-23 has≈ 159M parameters.
Wav2CLIP has ≈ 140M parameters. CompA has
≈ 300M parameters.
Compute Infrastructure: All our experiments
are conducted on one NVIDIA A6000 GPUs. No
training is required, and depending on the down-
stream task, a single inference run on a benchmark
requires anywhere between 1 and 5 minutes.
Implementation Software and Packages: For
our baselines, we use the original GitHub repos-
itory provided by the authors: LAION-CLAP 19,
CompA-CLAP 20, MS-CLAP 21, Wav2CLIP 22.
Potential Risks: To create the prompt datastore,
we use GPT4o, which might encode the biases
inherent to an LLM. To avoid this, we manually
filter the prompt templates generated by LLM.

G Filtering Criteria For Prompt Selection

Table 9 shows scores for the top 11 prompts se-
lected during zero-shot evaluation of PAT for each
dataset. We refine our prompt datastore by filter-
ing out incorrect and redundant prompts. First, we

19https://github.com/LAION-AI/CLAP/tree/main
20https://github.com/Sreyan88/CompA
21https://github.com/microsoft/CLAP/tree/main
22https://github.com/descriptinc/

lyrebird-wav2clip
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remove prompts that create inconsistent source-
attribute associations, such as “The sound of a
beach coming from a church” or “A feeble sound
of thunder,” as they are semantically illogical. This
manual filtering ensures meaningful audio-text
alignment for zero-shot evaluation. Next, we elimi-
nate repeated prompts, often caused by GPT hallu-
cinations.
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Dataset Prompt Score

Beijing Op.

A sound of a <sound>coming from a playground. 0.00372
A sound of a <sound>coming from a parade. 0.00365
A sound of a <sound>coming from a swimming pool. 0.00364
A sound of a <sound>coming from a park. 0.00363
A restrained sound of a <sound>. 0.00362
A soft sound of a <sound>. 0.00362
The sound of <sound>can be heard near a playground. 0.00361
A sound of a <sound>coming from a zoo exhibit. 0.0036
A sound of a <sound>coming from a gym. 0.0036
A subtle sound of a <sound>. 0.0036
A gentle sound of a <sound>. 0.00359

Cochlsene

An even sound of a <sound>. 0.00357
The sound of <sound>can be heard near a rooftop garden. 0.00357
A low-key sound of a <sound>. 0.00355
A sporadic sound of a <sound>. 0.00355
An irregular sound of a <sound>. 0.00354
A subdued sound of a <sound>. 0.00354
A delicate sound of a <sound>. 0.00354
The sound of <sound>can be heard near a lighthouse. 0.00353
A moderate sound of a <sound>. 0.00353
A quiet sound of a <sound>. 0.00353
A gentle sound of a <sound>. 0.00353

DCASE

A reverberating sound of a <sound>. 0.00352
An extensive sound of a <sound>. 0.00352
A tremendous sound of a <sound>. 0.00352
An overwhelming sound of a <sound>. 0.00351
A sound of a <sound>coming from a church. 0.0035
The sound of <sound>can be heard near a hedge maze. 0.00348
The sound of <sound>can be heard near a cliff edge. 0.00347
An enormous sound of a <sound>. 0.00347
A massive sound of a <sound>. 0.00347
The sound of <sound>can be heard near a fishing pier. 0.00346
A vibrant sound of a <sound>. 0.00346

ESC50

An extensive sound of a <sound>. 0.00363
An unwavering sound of a <sound>. 0.0036
A sporadic sound of a <sound>. 0.0036
A persistent sound of a <sound>. 0.0036
An all-encompassing sound of a <sound>. 0.00359
A sound of a <sound>coming from a garden. 0.00359
A reverberating sound of a <sound>. 0.00358
A sound of a <sound>coming from a barber shop. 0.00358
An even sound of a <sound>. 0.00358
A continuous sound of a <sound>. 0.00356
An extreme sound of a <sound>. 0.00356

GTZAN

A sound of a <sound>coming from a church. 0.00379
The sound of <sound>can be heard near a church. 0.00374
A sound of a <sound>coming from a park. 0.00374
The sound of <sound>can be heard near a concert hall. 0.00373
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A sound of a <sound>coming from a theater. 0.0037
A sound of a <sound>coming from a zoo. 0.0037
The sound of <sound>can be heard near a fruit orchard. 0.00369
The sound of <sound>can be heard near a theater. 0.00369
A sound of a <sound>coming from a concert hall. 0.00368
An extensive sound of a <sound>. 0.00367
The sound of <sound>can be heard near a garden. 0.00367

Gunshot Tri.

The sound of <sound>can be heard near a forest trail. 0.00418
The sound of <sound>can be heard near a suburban neighborhood. 0.00417
The sound of <sound>can be heard near a wildlife reserve. 0.00416
A sound of a <sound>coming from a sports field. 0.00409
A sound of a <sound>coming from a park. 0.00407
The sound of <sound>can be heard near a golf course. 0.00407
The sound of <sound>can be heard near a lake. 0.00406
A sound of a <sound>coming from a parking lot. 0.00405
A sound of a <sound>coming from a forest. 0.00401
The sound of <sound>can be heard near a greenfield. 0.00398
The sound of <sound>can be heard near a bridge. 0.00396

Medley

A gentle sound of a <sound>. 0.00393
A minor sound of a <sound>. 0.00389
A mild sound of a <sound>. 0.00387
A soft sound of a <sound>. 0.00385
A restrained sound of a <sound>. 0.00382
A feeble sound of a <sound>. 0.0038
A subdued sound of a <sound>. 0.00379
An even sound of a <sound>. 0.00378
A delicate sound of a <sound>. 0.00378
A major sound of a <sound>. 0.00376
A faint sound of a <sound>. 0.00375

Mridangam St.

A minimal sound of a <sound>. 0.00413
A firm sound of a <sound>. 0.00408
A resounding sound of a <sound>. 0.00407
A muted sound of a <sound>. 0.00404
A robust sound of a <sound>. 0.00401
An even sound of a <sound>. 0.00399
A soft sound of a <sound>. 0.00395
A moderate sound of a <sound>. 0.00393
A feeble sound of a <sound>. 0.00392
A major sound of a <sound>. 0.00389
A gentle sound of a <sound>. 0.00384

Mridangam Tonic

A minimal sound of a <sound>. 0.004
A sound of a <sound>coming from a music box. 0.00387
A sound of a <sound>coming from a car wash. 0.00384
A sound of a <sound>coming from a dock. 0.00383
A sound of a <sound>coming from a river. 0.0038
A sound of a <sound>coming from a microwave. 0.00378
The sound of <sound>can be heard near a vineyard. 0.00376
A sound of a <sound>coming from a clock. 0.00375
A sound of a <sound>coming from a washing machine. 0.00375
A sound of a <sound>coming from a car engine. 0.00371
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A sound of a <sound>coming from a toy. 0.00369

MUSDB

A vibrant sound of a <sound>. 0.00397
An even sound of a <sound>. 0.0039
A stentorian sound of a <sound>. 0.00389
A minor sound of a <sound>. 0.00383
A serene sound of a <sound>. 0.00379
A gentle sound of a <sound>. 0.00379
A sound of a <sound>coming from a theater. 0.00377
A restrained sound of a <sound>. 0.00374
A quiet sound of a <sound>. 0.00374
An all-encompassing sound of a <sound>. 0.00374
A major sound of a <sound>. 0.00373

Nsynth Inst

A major sound of a <sound>. 0.00389
A minimal sound of a <sound>. 0.00387
A resonant sound of a <sound>. 0.00385
A mild sound of a <sound>. 0.00384
A gentle sound of a <sound>. 0.0038
A minor sound of a <sound>. 0.00376
A moderate sound of a <sound>. 0.00375
A sharp sound of a <sound>. 0.00373
A slight sound of a <sound>. 0.00372
A soft sound of a <sound>. 0.00372
A resounding sound of a <sound>. 0.00371

Nsynth Source

A resonant sound of a <sound>. 0.00387
A robust sound of a <sound>. 0.00387
A minor sound of a <sound>. 0.00382
A moderate sound of a <sound>. 0.00382
A sound of a <sound>coming from a piano. 0.00382
A resounding sound of a <sound>. 0.0038
A firm sound of a <sound>. 0.0038
A mild sound of a <sound>. 0.00374
A slight sound of a <sound>. 0.00373
A sound of a <sound>coming from a guitar. 0.00372
An even sound of a <sound>. 0.00371

SESA

The sound of <sound>can be heard near a garden. 0.00364
A sound of a <sound>coming from a parking lot. 0.00361
The sound of <sound>can be heard near a fishing pier. 0.00361
The sound of <sound>can be heard near a hedge maze. 0.0036
The sound of <sound>can be heard near a rooftop garden. 0.00358
A sound of a <sound>coming from a garden. 0.00358
The sound of <sound>can be heard near a golf course. 0.00358
The sound of <sound>can be heard near a playground. 0.00357
The sound of <sound>can be heard near a university. 0.00357
A sound of a <sound>coming from a park. 0.00357
An echoing sound of a <sound>. 0.00357

TUT

A quiet sound of a <sound>. 0.00372
A subdued sound of a <sound>. 0.00367
A low-key sound of a <sound>. 0.00366
A hushed sound of a <sound>. 0.00366
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A faint sound of a <sound>. 0.00365
The sound of <sound>can be heard near a beach. 0.00363
An even sound of a <sound>. 0.0036
A calm sound of a <sound>. 0.0036
A sound of a <sound>coming from a hallway. 0.0036
A soft sound of a <sound>. 0.00359
A sound of a <sound>coming from a hospital room. 0.00359

USD8K

A sound of a <sound>coming from a park. 0.0036
A subtle sound of a <sound>. 0.0036
A soft sound of a <sound>. 0.0036
A mild sound of a <sound>. 0.0036
A slight sound of a <sound>. 0.00359
A feeble sound of a <sound>. 0.00358
A faint sound of a <sound>. 0.00357
A muted sound of a <sound>. 0.00357
The sound of <sound>can be heard near a university. 0.00357
A minimal sound of a <sound>. 0.00357
A persistent sound of a <sound>. 0.00357

Vocal Sound

A sudden sound of a <sound>. 0.00377
A sound of a <sound>coming from a barber shop. 0.00377
A quiet sound of a <sound>. 0.00377
An even sound of a <sound>. 0.00376
An abrupt sound of a <sound>. 0.00375
A gentle sound of a <sound>. 0.00372
A low-key sound of a <sound>. 0.00372
A faint sound of a <sound>. 0.00371
A sporadic sound of a <sound>. 0.00371
A major sound of a <sound>. 0.0037
A subtle sound of a <sound>. 0.0037

Table 9: Score of Top 11 prompts across various audio classification datasets
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