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Abstract

Faithfulness evaluators based on large language
models (LLMs) are often fooled by the fluency
of the text and struggle with identifying errors
in the summaries. We propose an approach
to summary faithfulness evaluation in which
multiple LLM-based agents are assigned initial
stances (regardless of what their belief might
be) and forced to come up with a reason to
justify the imposed belief, thus engaging in
a multi-round debate to reach an agreement.
The uniformly distributed initial assignments
result in a greater diversity of stances leading to
more meaningful debates and ultimately more
errors identified. Furthermore, by analyzing
the recent faithfulness evaluation datasets, we
observe that naturally, it is not always the case
for a summary to be either faithful to the source
document or not. We therefore introduce a new
dimension, ambiguity, and a detailed taxonomy
to identify such special cases. Experiments
demonstrate our approach can help identify am-
biguities, and have even a stronger performance
on non-ambiguous summaries1.

1 Introduction

Summary evaluation has a long history, and over
the years, different approaches have been applied
to evaluate the quality of the generated summaries
including n-gram based metrics (Lin, 2004; Pap-
ineni et al., 2002), representation-based approaches
(Zhang et al., 2020), finetuned specialized evalu-
ators (Kryściński et al., 2020; Fabbri et al., 2022;
Goyal and Durrett, 2020; Clark et al., 2023; Tang
et al., 2024a) and human evaluation. With recent
advancements in LLMs and their superior ability
to generate fluent text, automatic summary evalu-
ation has gained even more attention. In particu-
lar, assessing aspects like faithfulness has become

*Work done as an intern at Amazon.
1Code and data available at github.com/amazon-

science/madisse

more challenging due to the high fluency of LLM-
generated text.

While overlap-based metrics usually show weak
correlation with human judgments (Liu et al., 2023;
Tang et al., 2024b) and finetuned approaches usu-
ally lack explainability, human evaluation is also
costly with high turnaround time, low reproducib-
lity and low inter annotator agreement (IAA). With
that said, efficient and accurate evaluation of sum-
maries still remains a challenge.

Automatic evaluation using LLMs have shown
promising results, overcoming some of the major
bottlenecks of traditional approaches in efficient
evaluation of the generated summaries. Different
single-LLM and multi-LLM settings have been ap-
plied on a wide range of tasks and are shown to be
strong automatic evaluators (Liu et al., 2023; Luo
et al., 2023; Wang et al., 2023; Chan et al., 2023;
Song et al., 2024). But even LLMs as evaluators
fail to identify a large portion of the errors and are
often fooled by the fluency of the LLM-generated
summaries. Interestingly, when told that a given
summary is unfaithful, LLMs can come up with
correct reasoning and arguments that they couldn’t
otherwise, showing their inherent potential for error
detection. To efficiently exploit the error detection
capability of the LLMs to reason about the faithful-
ness of a given summary, we propose MADISSE,
a Multi-Agent Debate with Initial Stance for Sum-
mary Evaluation framework, in which LLM-based
agents will be assigned opposing initial stances (ei-
ther faithful or unfaithful) as their beliefs on the
faithfulness quality of the summary. Forcing LLMs
to come up with reasons to justify an initial stance
might not always lead to correct prediction as the
stances are random and might not be aligned with
actual faithfulness labels. Therefore, agents engage
in multiple rounds of debate with each other, either
support or refute others’ arguments with the aim
of resolving any inconsistencies and reaching an
agreement on the final label.
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However, the main underlying assumption in
faithfulness evaluation is that a summary ALWAYS

has a right answer and can either be classified as
faithful or unfaithful which might not be the case.
A summary can be interpreted in different correct
and plausible ways and then depending on the in-
terpretation can be seen as both faithful and un-
faithful as shown in Figure 2. This would lead to
low IAA regardless of the quality of the evalua-
tors as they might only think of one interpretation
and base their evaluation on that. The possibility
of a summary having multiple interpretations lead-
ing to different faithfulness evaluations can impact
the conclusions regarding system performance and
ranking. We therefore introduce a new evaluation
dimension, ambiguity, and we define it as when
a summary can have multiple correct interpreta-
tions in context of the given document leading to
opposing beliefs about the faithfulness of the sum-
mary. An optimal faithfulness evaluator should
address any ambiguities before evaluating faithful-
ness and the initial step in doing so is to identify
such ambiguous summaries. To facilitate this, we
also provide a detailed taxonomy of ambiguities
and a human annotated dataset by extending the
TofuEval MeetingBank dataset (Tang et al., 2024b)
with ambiguity annotations.

Our main contributions can be summarized as
follows: (1) We propose MADISSE, a multi-agent
debate setup with initial stance for improved faith-
fulness evaluation leading to stronger performance
compared to single-LLM and multi-LLM setups
for non-ambiguous scenarios by identifying more
errors; (2) We introduce a new evaluation dimen-
sion, ambiguity, a detailed taxonomy of ambiguity
types and provide ambiguity annotation on TofuE-
val MeetingBank dataset; (3) We show how the de-
bate approach can help with identifying ambiguous
cases and furthermore can even have a stronger per-
formance in terms of accuracy and increasing IAA,
when evaluated on non-ambiguous summaries.

2 Related Work

Evaluation of summary faithfulness has been ex-
tensively studied before. We present an overview
of such works, with special attention to the recent
LLM-based and multi-agent approaches.

2.1 Summary Evaluation

Automatic n-gram based metrics such as ROUGE
(Lin, 2004) and BLEU (Papineni et al., 2002) or

representation-based metrics such as BERTScore
(Zhang et al., 2020) have long been used to measure
the quality of a generated summary with respect
to a given reference summary (or the document).
However, they have been shown to have poor corre-
lation with human judgments (Gao and Wan, 2022;
Tang et al., 2023b). The reason behind that is the
arrival of LLMs which have proven to be extremely
good at generating text of a high quality, relevance
and at the same time of enough diversity to mislead
the word overlap/distance-based metrics. More-
over, the LLMs’ parametric knowledge would lead
to new subtleties that cannot be easily directed with
the traditional automatic metrics. One of the ma-
jor issues with employing LLMs as summarizers
is hallucination, when the LLM generates a fact
solely using its parametric knowledge and without
grounding it in the source document. Many ap-
proaches were developed to overcome those chal-
lenges in summary evaluation, which we categorize
into two. First, specialized error detectors which
are trained to detect a specific type of error in the
generated summary (Kryściński et al., 2020; Fab-
bri et al., 2022; Goyal and Durrett, 2020; Clark
et al., 2023; Tang et al., 2024a). However, these ap-
proaches require annotated data and only provide a
single faithfulness label without localizing the error.
Second, LLM-based evaluators through zero-shot
prompting (Luo et al., 2023; Wang et al., 2023).
In these approaches, the LLMs are provided with
the task description and are asked to evaluate the
given text by either providing a label or a ranking.
The final result can also be an aggregation of the
responses from multiple LLMs that are instructed
to do the same task (Verga et al., 2024). Though
shown to be competitive with human evaluations,
they still miss on a large portion of the errors (Tang
et al., 2024a,b).

2.2 LLM-Based Multi-Agent Systems

Single LLM agents have shown promising results
in many tasks and applications, however, LLM-
based multi-agents have been proposed to further
expand their capabilities and to better leverage their
expertise and skills. There are two main system
categories: in the first category, different LLMs
are asked to do the same task but either with a
specific role in mind such as a critic or general
public (Chan et al., 2023) or are asked to do it
using the feedback from other agents and try to
modify their response with respect to other agents
responses through rounds of debates (Du et al.,
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2023). In this setting of peer-to-peer debaters with
a judge, a known problem is the degeneration of
thought when, having acquired some confidence
in its stance, the debater will stick to it whether
it’s correct or not, making the potentially lengthy
and costly further debate of little use. In this case,
the diversity of the debaters’ stances becomes im-
portant, and as such, Liang et al. (2023) assign
roles (affirmative, disagreeing) to the agents in the
prompts, having the judge combine all the debaters’
arguments and come up with the final decision.
Smit et al. (2024) also explore the agreement mod-
ulation technique in which they assign each debater
the ratio with which it agrees with others’ points
of view, leading to notable performance improve-
ments. Zhang et al. (2024) explore both personality
traits of the agents (easy going / overconfident) and
thinking patterns (self-reflection / debating) and
their contribution to the debate outcome. In the
second category, multiple LLMs can collaborate
together through a set of guidelines to do a task
with each agent only doing a part of the job (Mandi
et al., 2024; Qian et al., 2024; Hong et al., 2023;
Lan et al., 2024). In this setup, a task is broken into
smaller sub-tasks that require different skill set and
all agents work towards reaching the broader goal
by realizing their specified tasks. Our approach
is similar to the first category in which multiple
evaluators with different initial instances engage in
a debate to reach a conclusion on the faithfulness
of a given summary.

3 MADISSE

Faithfulness as a key evaluation dimension of sum-
marization systems, measures whether the facts
specified in the summary can be attributed to the
source document. We focus on faithfulness as de-
scribed above and consider summaries to be faith-
ful if only they can be entailed from the source doc-
ument2. Formally, we define an evaluation model
M to predict whether the summary s can be en-
tailed from the source document D.

M(D, s) ∈ {faithful, unfaithful}
The overview of MADISSE can be seen in Figure
1. Each MADISSE session consists of three main
stages: initialization, debate and adjudication.

In the initialization stage, a pool of evaluator
agents A are assigned a random stance on whether

2faithfulness is different from factuality as for factuality, it
is enough for a summary to be attributed to the world knowl-
edge (Maynez et al., 2020).

they believe the summary is faithful or not. In the
second stage, the agents engage in a debate for n
rounds and each agent Ai ∈ A provides arguments
U j
i at each round j which consists of an explanation

and a label for the summary: U j
i = (eji , l

j
i ) where

eji is the explanation to justify the decision and lji
is the faithfulness label assigned to the summary
at round j for the i-th agent Ai. If at any round j,
all agents agree on the final label, the debate will
be stopped and the final label of the summary is
determined. If agents do not reach an agreement af-
ter n rounds, the debate will stop and then the final
label is determined by adjudication. Adjudicators
J1, ..., Jk ∈ J are judges responsible for checking
every agent’s arguments Ui and making the final
call.

In the following sections, we will detail each
component of MADISSE, describing their responsi-
bilities and goals and how they achieve them.

3.1 Initialization

A debate would be more engaging if the involved
parties have conflicting overviews on the topic as
they are encouraged to think deeper to come up
with better arguments for their beliefs. This is also
the case for faithfulness evaluation where arguing
for conflicting opinions on faithfulness can lead to
deeper understanding of the semantics of the sum-
mary and even better judgment of the faithfulness.

One way to inject the desired diversity is to as-
sign the evaluator agents an initial stance: Ai ← f0.
More specifically, f0 will be the first argument U0

i

for each agent Ai which they believe is their assess-
ment of the summary. These initial arguments will
be part of the chat history for the debate stage (the
initial evaluator agent prompt is shown in Table 28
in Appendix C).

We assign initial stances such that half of the
evaluator agents start the debate by believing the
summary is faithful and the other half believing
the summary is unfaithful (uniform distribution of
stances). Therefore, U0

i can be one of the two:
{The summary is faithful, The summary is unfaith-
ful}. We later show how effective this initialization
is in detecting cases that would go unnoticed oth-
erwise. It can also help with ambiguity detection
later discussed in Section 4)

3.2 Multi-Round Debate

During each debate stage, each LLM-based eval-
uator agent Ai ∈ A would go over the document
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Figure 1: Overview of MADISSE, our proposed framework for automatic faithfulness evaluation. Each debate
session consists of three stages: 1) stance initialization, in which agents are assigned a belief of the summary
faithfulness (faithful or unfaithful), 2) debate, where evaluator agents engage in multiple rounds of debate to
persuade each other of whether the summary is faithful or not, and 3) adjudication, where based on the arguments
from the debate, the final label is assigned to the summary. MADISSE can have simultaneous debate sessions.

D and the summary s and look for potential incon-
sistencies that might be present in the summary.
Each agent is also aware of the existence of other
agents and they are encouraged to continue the
debate with each other, specify why other agents
might be right or wrong and also ask some follow-
up or clarification questions. At each round j, each
agent Ai has access to the previous chat history and
what other agents argued for. Then it generates a
new argument U j

i for the current round providing
a faithfulness label and why it believes the label
is justified (the evaluator prompt is shown in the
Appendix C Table 29 3). This argument will be
added to the chat history for the next rounds. Also,
to remove any ordering biases, we shuffle the ar-
guments from each round before showing the chat
history to the agents for subsequent debate rounds.

The debate stage has two main properties: guide-
lines and stopping criterion. The first property bor-
rows ideas from collaborative human workflows
in which we design guidelines/rules that agents
can use and refer to during the debate and making
their arguments, which would help with having a
more structured debate for easier reference. The
stopping criterion is also required to make sure the
debate will conclude and the summary is evaluated.
These two properties are described in more detail
in the Appendix A.1.1 and A.1.2. The benefits
of the debate stage are two-fold. Not only does

3Note that the evaluator prompt in Table 29 is similar to
the initial evaluator prompt in Table 28 except for the chat
history part which is dynamic and excludes the initial imposed
stances.

the debate setup provide an opportunity of collab-
oration among different evaluator agents towards
the correct decision, it also helps with resolving
inconsistencies that might occur due to stance ini-
tialization stage.

3.3 Adjudication

Even after rounds of debate, the evaluator agents
might still disagree. However, the debate can only
go on for n rounds. Once the debate is over, the ad-
judicator module consisting of k adjudicator agents
J1, ..., Jk ∈ J receives all the final arguments Un

i

from the evaluator agents A, goes over them and
makes sure they are well aligned with the provided
guidelines. Then based on the agents’ responses
as well as its own judgment, the adjudicator makes
the final call on the summary by providing a label
as well as an explanation (the adjudicator prompt is
shown in Appendix C, Table 30). To make sure that
the adjudication is not biased towards the agents’
arguments order, we use multiple adjudicators each
time with a different random order and then fi-
nally do a majority voting to get the final response
Un
k = (enk , l

n
k ) (the explanation enk is selected ran-

domly from the majority vote responses).

3.4 Simultaneous Debate Sessions

A debate among agents with adjudicators to help
with final decision can result in two major type of
errors; adjudicator mistake and wrong answer prop-
agation (Wang et al., 2024). The first one happens
when adjudicators select the wrong option as the fi-
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nal response specially in cases where there are con-
flicting views among evaluator agents. The second
error happens when some agents will be influenced
by other agents and deviate from their correct initial
assessments. To alleviate this, MADISSE can start
with m separate simultaneous debate sessions (m
sessions similar to the session shown in Figure 1),
each with the same number of agents. The sessions
will continue independently to reach a final label.
Once all sessions are over, the final label can be
generated by aggregation over the responses from
different sessions. Having multiple independent de-
bate sessions can help with the overall performance
as any error in assessing the summary in one of the
sessions will not be propagated to other sessions.
The aggregation can be done in two ways: debate
vote – the majority vote over labels assigned in de-
bates. Each debate session concludes with a label
as described in the single debate setting. The ma-
jority vote over these values is the final faithfulness
label – and agent vote – the majority vote over all
participating agents in all debates. Regardless of
the session to which agents belong, their individual
responses are aggregated (with a majority vote) and
reported as the final label.

This setup can be seen as having more evaluator
agents to perform the same task, except that since
sessions are independent, if there is an error propa-
gation in one of the sessions, it will only affect the
output of that session which would hopefully not
affect the final aggregated response. Also, having
more agents can increase the context size (specially
in the final rounds) which might not be feasible
given the context size limits of some LLMs.

4 Defining and Annotating Ambiguity

Faithfulness evaluation is usually done with a ma-
jor underlying assumption: the summaries can AL-
WAYS be definitely classified as either faithful or
with some faithfulness errors. However this might
not always be true. A summary can be interpreted
in different ways, all plausible but where one inter-
pretation can make the summary faithful whereas
with a different interpretation, one might consider
the summary as unfaithful. Given the example in
Figure 2, depending on how one would parse the
summary, two interpretations can emerge; the first
one would make the summary faithful but the sec-
ond one would give the unfaithfulness perception.

We therefore define the notion of ambiguity as
follows: an ambiguous summary can be correctly

Mrs Merkel said she wanted friendly relations with both countries but Europe now had
to "fight for its own destiny". Her comments come after Mr Trump refused to re-commit
to the 2015 Paris climate deal at the G7 summit. Mrs Merkel is on the campaign trail
ahead of elections in September. "The times in which we could completely depend on
others are on the way out. …. By all means keep friendly relations with Trump's America
and Brexit Britain, was the message-but we can't rely on them. ….

German Chancellor Angela Merkel has said the times when Europe could "completely
depend on others" are "on the way out" after US President Donald Trump's comments
on climate change and Brexit.

Parse 1: ... [after [ [US President Donald Trump's comments on climatechange and [Brexit] ]]
Parse 2: ... [after [US President Donald Trump's comments on [ [climate change]and [Brexit] ]]
Label: structural ambiguity
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Figure 2: A summary with structural ambiguity which
can be interpreted using two different parses where in-
terpretation with Parse 1 makes the summary faithful
whereas Parse 2 makes the summary unfaithful.

interpreted in multiple ways given the source doc-
ument, leading to different faithfulness judgments
depending on the underlying assumptions. The first
point about this definition is that we define ambigu-
ity in context of the given document. That means
a summary is considered ambiguous if it can have
different interpretations with respect to the source
document and not on its own. The first point is
necessary but not sufficient. The sufficient condi-
tion is stated in the second point of the definition
which specifies that different interpretations should
lead to different faithfulness judgments for a sum-
mary to be considered ambiguous. We argue that
this ambiguity dimension plays a critical role in
our understandings of faithfulness of the generated
summaries and believe that it should be addressed
before evaluating the summaries faithfulness so
that evaluators would not be penalized solely based
on the subjectivity of their interpretations. An ideal
faithfulness evaluation framework should hence in-
clude an ambiguity detection module to filter out
the ambiguous cases and perform faithfulness eval-
uation on non-ambiguous instances only (we depict
an example under our multi-agent debate frame-
work in the appendix Figure 5).

To better help with identifying ambiguous cases
as defined above, we first introduce a detailed tax-
onomy of such cases along with the definitions and
examples of each category in Section 4.1. Then, in
a first attempt to identify ambiguous cases in sum-
maries, we extend TofuEval MeetingBank (Tang
et al., 2024b) with ambiguity human annotations
and present the details in Section 4.2.

4.1 Ambiguity Taxonomy

We used our definition of ambiguity as stated above
and tried to classify the ambiguities into respective
categories. We have looked into possible causes of
ambiguity and come up with a fine-grained taxon-
omy that consists of 16 different ambiguity types.
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Category Definition Example

Document Summary

Implicit reason-
ing phenomena

There is an implicit
inference in the sum-
mary that can not be di-
rectly traced back to the
source document.

. . . The boy was rescued by his parents from the
pit before firefighters and paramedics arrived
on the scene. . .

his parents jumped in and
pulled him to safety before
paramedics arrived.

Meaning phe-
nomena

Summary can imply dif-
ferent meanings and
parses.

The 56ft (17.1m) converted trawler was 6 miles
(10 km) west of South Stack when the crew
radioed coastguards at 07:00 BST. . .

A lifeboat has been
launched after a fishing boat
started taking on water off
Anglesey.

Context phenom-
ena

Summary describes
something correct but
out of context or in a
different context.

. . . After weighing the evidence, experts say
there is a clear therapeutic role for medical
cannabis. There is good evidence that it helps
alleviate the symptoms of chronic pain, MS
and nausea associated with chemotherapy, as
well as anxiety. But for treating other con-
ditions, such as depression, headaches and
epilepsy, there is limited or no convincing evi-
dence that it works. . .

A group of MPs has called
on the government to legal-
ize medical cannabis after a
study found that one million
people across the UK rely
on the drug for medical rea-
sons, but there is limited or
no convincing evidence that
it works.

Table 1: High-level ambiguity taxonomy with definitions and color-coded exemplars. Example 1: “jumped in” can
not be directly inferred from the document. Example 2: “fishing boat” can have a different meaning from “converted
trawler”. Example 3: the highlighted part in the summary can trace back to two options (colored) in the documents.
The full taxonomy table can be found in the Appendix B.1.

On a coarse level, ambiguities can be grouped into
three main categories summarized as follows (see
examples in Table 1):
Implicit reasoning phenomena. This category
refers to summary instances containing some type
of implicit reasoning that can not be directly traced
back to the document which would lead to difficulty
in evaluating the summary faithfulness. The main
sub-categories are deduction and inference.
Meaning phenomena. This includes cases where
there are multiple meanings associated with the
summary which makes it ambiguous. The meaning
phenomena can cover different semantic relations,
linguistic ambiguity or vagueness.
Context phenomena. This category deals with
summaries that are ambiguous as a result of chal-
lenges of representing the information of the source
document as part of the summary. It includes de-
contextualization and conflation as the two main
sub-categories.

The full taxonomy with fine-grained types and
definitions and also a complete list of examples of
each category can be found in Appendix B.1.

4.2 Data Annotation

Our ambiguity benchmark is constructed on top
of the TofuEval MeetingBank (Tang et al., 2024b)
faithfulness dataset. Professional linguists as anno-
tators are given a detailed instructions of the task
(Appendix B.2), its goal and the desired output.

Next, they are provided with the document and
the summary sentence and are asked to identify
whether there is an ambiguity in the summary that
would affect its evaluability and if so, what is the
best category to describe the ambiguity using the
fine-grained taxonomy in Table 6. They are also
asked to write a description of the evaluability issue
within the summary sentence.

Due to the inherent difficulty of the task and
to ensure high inter-annotator agreement, we per-
formed a final step to finalize the ambiguity annota-
tions. For each instance, two experts (well-familiar
with the taxonomy and the task) went over the re-
sponses by both annotators and made the final call
on whether there is an ambiguity or not and if so,
picked the best category from the taxonomy. The
data statistics is shown in Table 2. The final dataset
has an inter-annotator agreement (Cohen’s Kappa)
of ≈ 0.73 on binary labels. More on IAA and the
distribution of fine-grained sub-categories can be
found in Appendix B.2 and Table 24.

4.3 Ambiguity Detection

Ambiguities as described earlier can lead to dif-
ferent assessments of faithfulness and should be
addressed before evaluating the summaries so that
models would not be penalized solely based on the
subjectivity of the interpretations. But how can we
identify such ambiguities? We propose an ambi-
guity detection approach based on MADISSE, in
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Dataset MeetingBank

Annotated sentences 770
Identified ambiguous sentences 131

Implicit reasoning ambiguities 29%
Meaning ambiguities 29%
Context ambiguities 34%
Other ambiguities 7%

Table 2: Statistics of MeetingBank dataset annotated
for ambiguity along with the distribution of high-level
categories. Fine-grained distribution in Table 24.

which an ambiguity detector model would make
a judgment call based on the arguments generated
during debate. Formally, an ambiguity detector
model predicts whether a summary sentence is am-
biguous or not given the source document.

Ma(D, s,A, t) ∈ {ambiguous, non-ambiguous}

Where D is the source document, s is the sum-
mary sentence, A is the arguments from agents in-
volved in faithfulness evaluation in MADISSE and
t is our proposed ambiguity taxonomy in Section
4.1. The overview of the full faithfulness evalua-
tion pipeline with ambiguity detection module is
shown in Figure 5. Evaluator agents start with op-
posing views on the faithfulness of the summary
and try to come up with arguments to support their
decisions in multiple rounds of debate. Agents
with different stances can have plausible arguments
for their decisions showing the possibility of an
inherent ambiguity in the summary. Therefore, our
proposed ambiguity detection approach makes use
of the generated arguments and check their plausi-
bility to help with understanding the ambiguities
as follows: if there are sound arguments both sup-
porting the faithfulness of the summary as well as
some sound arguments arguing for the unfaithful-
ness of the summary sentence, the summary will
be deemed ambiguous by the ambiguity detector
module. We later show how the presence of agents
debate arguments can help with better identifying
existing ambiguities in the summaries.

5 Experimental Setting

5.1 Datasets
To evaluate our multi agent debate framework
MADISSE, we use a mix of summarization datasets,
namely AggreFact (Tang et al., 2023a) benchmark
consisting of CNN and XSum datasets as well as

TofuEval benchmark (Tang et al., 2024b) consisting
of an annotated subset of MediaSum (Zhu et al.,
2021) and MeetingBank (Hu et al., 2023), for a
mix of news and dialogue domains. The ambigu-
ity annotation of MeetingBank (Section 4 is ad-
ditionaly used for ambiguity related experiments.
The statistics of the datasets are presented in Ta-
ble 5. We have used full summaries (instead of
sentence-level) to measure faithfulness on TofuE-
val, as it was previously shown that asking the
model to evaluate sentences at once or individu-
ally would not lead to any significant performance
change (Tang et al., 2024a). However, we also
report the sentence-level results in Appendix D.

5.2 Evaluators

We use Meta Llama3 (AI@Meta, 2024) as our un-
derlying LLM for our experiments and results re-
ported in the main script. We also used other LLMs
and reported the results in Appendix D. We have
used different setups, including single and multi-
LLM evaluators and compared their performance
with variations of MADISSE: (1) Zero-shot Single
LLM: a single LLM agent which is directly asked
to predict whether the given summary is faithful
or not given the document. (2) Chain of thought:
an LLM is asked to first think step by step before
providing its judgment on the summary (Wei et al.,
2022). (3) Self-consistency: the system is queried
n times (Wang et al., 2022) to sample different
paths, with the final judgment determined by the
majority vote. (4) MADISSE wo. initialization:
MADISSE with 4 evaluator agents participating in
at most 3 discussion rounds to evaluate the faithful-
ness of the summary as shown in Figure 1 but with-
out the stance initialization stage. (5) MADISSE:
our proposed approach and evaluation framework
as shown in Figure 1 with 4 evaluator agents and
at most 3 discussion rounds. (6) MADISSE w. si-
multaneous debates: instead of having a single
debate session, we initialize 3 simultaneous debate
sessions, each with 4 evaluator agents, and the final
label would be aggregated over the responses from
different sessions as described in 3.4. All setups
perform the evaluation in a zero-shot manner. The
prompts used for all these settings are presented in
Appendix C.

5.3 Evaluation Criteria

We have used two main metrics for our evaluation
purposes, balanced accuracy (BAcc) which is used
to measure the overall performance of evaluators
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Model
TofuEval AggreFact

MeetingBank MediaSum CNN XSum

BAcc K-alpha BAcc K-alpha BAcc K-alpha BAcc K-alpha

Zero-shot single LLM 68.2 0.38 56.2 0.00 60.2 0.28 68.1 0.35
Zero-shot Chain of Thought 68.5 0.39 58.8 0.09 63.3 0.35 68.2 0.35
Self-consistency 69.1 0.40 61.1 0.15 62.6 0.34 68.9 0.37

MADISSE wo initialization 69.1 0.40 63.1 0.20 60.3 0.28 70.2 0.38
MADISSE 75.1 0.50 66.6 0.33 66.9 0.34 75.1 0.50

MADISSE w. simul. debates (agents vote) 78.1 0.57 69.3 0.39 69.1 0.39 73.6 0.47
MADISSE w. simul. debates (debates vote) 77.4 0.56 70.6 0.42 69.0 0.39 74.7 0.49

Table 3: Results of different faithfulness evaluators. The first three are our baselines, while the last four are the
variants of MADISSE. The best results for each dataset are highlighted. A more detailed comparison with other
evaluators are presented in Table 33.

in detecting the correct labels for summaries, and
Krippendorff alpha (K-alpha) (Krippendorff, 2011)
to measure how well system-generated labels align
with the human annotations. More details on these
metrics can be found in Appendix A.2.

6 Evaluation

Our evaluation setup is focused on three main direc-
tions; First, showing the improvement of MADISSE

in terms of accuracy for faithfulness evaluation plus
the added interpretability with generated explana-
tions for faithfulness label. Second, justifying our
arguments on how ambiguity can affect the per-
formance of faithfulness evaluators and how ad-
dressing them can help with better assessment of
performance. Finally, showing that MADISSE does
not only help with better faithfulness evaluation but
it also helps with identifying ambiguity.

How does MADISSE compare with other sin-
gle and multi LLM-based baselines? We re-
port BAcc and K-alpha of different models us-
ing Llama3-70B-instruct in Table 3. Overall,
MADISSE improves performance on faithfulness
evaluation task compared to all other baselines, and
the predictions are better aligned with human an-
notations. Moreover, our approach is orthogonal to
the underlying LLM and we also observe similar
trends for other LLMs as well (Appendix D.4, D.5).
For a more complete set of results, both sentence-
level and summary-level using different automatic
evaluators, refer to Table 33 in Appendix D.1.

How effective is the initial stance assignment?
One of the key components of MADISSE is the
stance initialization stage where the evaluator
agents are assigned opposing beliefs about the
faithfulness of the summary before entering the

debate stage as shown in Figure 1. Assigning ini-
tial stances to evaluator agents can significantly
improve the performance of MADISSE as this ini-
tialization encourages LLMs to think more thor-
oughly as to whether there exists a faithfulness
error in the summary or not. As shown in Table 3,
MADISSE without initialization performs almost
similarly to other baselines. But after assigning
the random stances, a larger performance gap is
observed as shown in the second chunk of Table 3,
highlighting the importance of initialization to di-
versify the debate towards identifying more errors
(for analysis on the effect of stance initialization
distribution, please refer to Appendix D.2).

Can MADISSE identify more errors? Missing
on a large portion of the errors in the summaries is a
major issue with the existing evaluation approaches.
This mainly happens due to the fact that evaluators
are usually fooled by the fluency of the generated
text and would fail to distinguish fluency from faith-
fulness. This might be even more problematic in
domains where failure to identify an error in the
text can be a critical issue (for instance medical do-
main). We report the false negative rate (FNR) and
false positive rate (FPR) as described in Appendix
A.2 in Table 35. It is shown that MADISSE is ca-
pable of achieving lower FNR by identifying more
errors with the help of random stance initialization
and debate. However, since MADISSE is more sen-
sitive to the errors, the FPR is also increased. More
on why this might be the case and how it can be
alleviated is described in Appendix D.3.

Can MADISSE help identify ambiguities? Am-
biguities as described earlier can lead to differ-
ent assessments of faithfulness and should be ad-
dressed before evaluating the summaries so that
models would not be penalized solely based on the
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Model BAcc

Random baseline 50.0
self-consistency variation 52.0
Baseline w ambiguity taxonomy 59.3
Debate disagreement 66.1
Debate arguments 71.4

Table 4: Ambiguity detection balanced accuracy. The
arguments generated using MADISSE can help with
identifying ambiguous cases.

subjectivity of the interpretations.
But how can we identify such ambiguities? Us-

ing our proposed taxonomy and the MeetingBank
annotated data on this dimension (as described in
Section 4.2), we tried different ways to automati-
cally identify such cases given the document and
the summary using Llama3-70B-instruct: 1. Self-
consistency variation: In this baseline, LLM is
asked multiple times (41 in our case) to identify
whether the summary is faithful or not. Then, the
ratio of the times the answer is faithful and the ratio
of the times the summary is labeled as unfaithful
will be measured. If the difference lies between
some pre-define threshold (< 20), the summary
will be considered as ambiguous. The motivation
using this approach is that if the evaluator is not
sure of its decision, that can mean the summary
can be interpreted in different ways, hence ambigu-
ous. 2. Zero-shot with ambiguity taxonomy: We
provide our ambiguity taxonomy to LLM to iden-
tify whether the summary is ambiguous or not. 3.
Debate disagreement: Using MADISSE, we con-
sider cases for which even after 3 rounds of debate,
none of the agents changed their initial stances as
ambiguous. 4. Ambiguity detection with debate
arguments: Using the arguments of the debates
and ambiguity taxonomy, we ask the LLM to iden-
tify whether there exists an ambiguity or not. You
can refer to prompts in Table 25 in Appendix C.
The accuracy numbers are reported in Table 4. The
ambiguity taxonomy can help baselines with iden-
tifying the ambiguous cases. Our best performing
ambiguity detection model is the one which uses
the arguments from the debates on summary faith-
fulness. Our results suggest that not only does
MADISSE help with faithfulness evaluation but it
can also serve as a means to identifying ambiguous
cases and filtering them. These are the initial re-
sults on ambiguity detection however there is still
a large room for improvement on the task which is
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Figure 3: BAcc and correlation to human judgements
results pre (black) and post (teal) filtering the ambiguous
cases on annotated MeetingBank dataset.

left for future work.

How ambiguous cases can affect the evaluators
performance? As can be seen from Table 3, even
the best performing evaluators still fall very short in
terms of k-alpha showing low agreement between
models predictions and human annotations. Aside
from the evaluators individual errors, the existence
of ambiguities is a major contributing factor to low
agreement and would lead to incorrect conclusions
on models performance.

To remove the effect of ambiguous cases on
model performance and have a more accurate esti-
mate of evaluators performance, we filtered them
out (the ones annotated as ambiguous by human an-
notators) from the evaluation subset (MeetingBank
dataset with ambiguity annotation) and measured
the performance of different models on both un-
filtered/filtered data. As can be seen in Figure 3,
regardless of the setting, removing such ambiguous
cases would lead to higher agreement between gold
labels and the model-generated labels (with slightly
larger gap for MADISSE). Removing ambiguities
can also improve FNR and FPR trends (D.6).

7 Conclusion

We have proposed MADISSE, a new automatic
LLM-based multi-agent summary faithfulness eval-
uation with stance initialization and multi-round de-
bate shown to be capable of identifying more errors
compared to other LLM-based baselines. We have
also identified a new evaluation dimension called
ambiguity and a detailed taxonomy to identify am-
biguous summaries that can be evaluated as both
faithful and unfaithful depending on the how one
would interpret them. We extend the MeetingBank
dataset by providing annotations for ambiguity di-
mension and show how filtering the ambiguous
cases can help further improve the results and lead
to higher IAA.
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Limitations

Our work has some limitations. First, we have not
used a large set of LLMs for our experiments as
the primary goal of our work was to show the rela-
tive improvement of MADISSE compared to other
baseline settings with a specific LLM and how this
approach can help with faithfulness evaluation re-
gardless of the underlying LLM. Second, our faith-
fulness evaluation is aimed at generating a final
binary label for the non-ambiguous summaries for
our choice of datasets. However, MADISSE can be
modified to ask for a faithfulness rating rather than
a binary label. This can further improve the evalua-
tion of summarizers on a finer-grained level. This
can be a direction for future work. Finally, ambigu-
ity annotation is only done on sentence-level. More
analysis is required to see whether ambiguities can
span over a sentence.
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A Multi-agent Debate Approach Details

The following sections describe more details of our
proposed approach.

A.1 Multi-round Debate

The multi-round debate stage of MADISSE is
guideline-based and will be stopped it meets the
stopping criterion. We describe guidelines that are
used during the debate and the stopping conditions
below.

A.1.1 Guidelines
LLMs have their own interpretations of concepts
and similar to human evaluators might mix their
perception with what is actually considered cor-
rect or plausible (Elangovan et al., 2024) which
might be different from specific needs and require-
ments of certain tasks. Guidelines or rules can be
established to clearly specify the dos and don’ts of
the evaluation process such that evaluators can base
their judgment on them and can easily refer to them
during discussion leading to discussion efficiency
(Chen et al., 2019). Guidelines can encourage a
more structured debate and arguments referring to
the guidelines can be verified based on whether the
guidelines are used correctly or not.

Guidelines can be generated manually and pro-
vided as part of the prompt. However, it might
be difficult to come up with a comprehensive set
of desirable guidelines at once and prior to the
evaluation. Instead we can apply an alternative
semi-automatic (possibly automatic) approach to
generate guidelines in a learning phase using the
following procedure. We start with a small subset
of the annotated data (both positive and negative
from dev sets) and use our debate approach for the
evaluation with a minor tweak. We explicitly ask
agents to provide the guidelines they have used
to make their judgments and collect them. Agents
might be either correct or wrong in their final judge-
ments on whether the summary is faithful or not.
If an agent is correct, the guidelines provided by
it will be placed in the list of potential guidelines
and if it is incorrect, the negated guidelines will
be added to the pool. This process is done incre-
mentally, meaning that after each evaluation the
guidelines are updated and provided to the agents.
Once, no more new guidelines are added to the pool
(after a certain number of repetitions), the learning
phase is stopped and the full set of guidelines will
be curated for future evaluations.

Figure 4 shows some of the generated guidelines
during the learning phase. Some of these guidelines
lead to correct label prediction whereas the other
ones can result in an incorrect prediction. The later
group should be negated and provided to the agents
for future predictions.

A.1.2 Stopping Criterion
At any debate round rj if agents reach consensus
and all agree on the faithfulness label, the debate
would be stopped and label l would be assigned to
the summary. However, it might be the case that
even after rounds of debate, there would still be
disagreement among agents. In such cases, once
the debate reaches its predefined maximum number
of rounds n, the debate will be stopped and the final
decision would be made in the adjudication step.

If after multiple rounds of discussions, the agents
still disagree, an intervention happens and agents
are encouraged to be more open to accept each
other’s opinion. This can be done by either up-
dating the description of the task that has been
assigned to them or through specifying a new goal.

Finally, after a fixed number of rounds, the de-
bate will be stopped and the final decision would
be made in the adjudication step.

A.2 Evaluation Metrics
A.2.1 Balanced Accuracy
Following previous works, we evaluate the perfor-
mance of our evaluation approach using Balanced
Accuracy (BAcc). This metric takes into account
the imbalance of consistent and inconsistent sum-
maries with respect to the evaluation dimension
over the test instances.

BAcc = 1− 1/2(FPR+ FNR)

where FPR = FP/(FP + TN) and FNR =
FN/(FN + TP ). FPR indicates the rate at which
an evaluator incorrectly predicts that a summary
sentence contains an error when it is actually cor-
rect and FNR represents the rate at which an evalu-
ator incorrectly predicts that a summary sentence
is correct when it actually contains an error.

Generally, positive shows there is a faithfulness
error in the summary while negative means there
is no error in the summary. More specifically: FP:
instances where the ground truth label for the sum-
mary is 1 (faithful) but the predicted label is 0 (un-
faithful) FN: instances where the ground truth label
for the summary is 0 (faithful) but the predicted
label is 1 (unfaithful)
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Figure 4: Guidelines generated during learning phase.

Benchmark Dataset Sents Sums % unfaithful

TofuEval MediaS 726 266 44%
MeetingB 772 266 37%

AggreFact CNN - 558 10%
XSum - 558 49%

Table 5: Dataset statistics with number of annotated
summaries. TofuEval contains separate sentence-level
annotations.

A.2.2 Krippendorff alpha

A good evaluator not only has to achieve high ac-
curacy but it also has to be well-aligned with hu-
man annotations by scoring higher IAA. Hence, to
measure this alignment, we use Krippendorff al-
pha (K-alpha) (Krippendorff, 2011) to measure the
correlation between system and human evaluations.

A.3 Dataset Statistics

We have used TofuEval (Tang et al., 2024b) and
AggreFact (Tang et al., 2023a) with diaolgue and
news domain instances respectively. The statistics
of the datasets we have used for our evaluations are
presented in Table 5. We report both the number
of individual sentences as well as full summaries
for TofuEval as we report results both on sentence-
level and summary-level evaluation.

B Ambiguity

An ideal faithfulness evaluation system should han-
dle ambiguities first. This can be done by identi-
fying the ambiguous summaries and filtering them
out and then evaluating the non-ambiguous sum-
maries. The overall view of a faithfulness evaluator
with the ambiguity detection module is shown in
Figure 5.

A summarizer can additionally be evaluated on
ambiguity dimension and be provided with feed-
back to avoid generating ambiguous summaries.

This can be seen as a future direction and is out of
scope of this work.

B.1 Ambiguity Taxonomy

We provide a detailed taxonomy of ambiguities
based on our definition of ambiguity in summaries
which consists of 3 main categories and overall 16
fine-grained sub-categories to help with ambiguity
detection. The detailed proposed ambiguity taxon-
omy with definitions and examples is presented in
Table 6.

B.2 Data Annotation for Ambiguity

We used an existing faithfulness dataset, TofuE-
val MeetingBank (Tang et al., 2024b) and anno-
tated the sentence summaries for ambiguity. The
instructions provided to the expert annotators are
presented in Table 23.

The fine-grained data statistics is shown in Table
24. The final dataset has a high inter-annotator
agreement (Cohen’s Kappa) of ≈ 0.73 on binary
labels. The initial stage (before the adjudication
step) has an IAA of ≈ 0.40 which highlights the
importance of the adjudication step to achieve high-
quality data.

C Prompts

We listed all the prompts we have used for our
experiments in Table 25.

D Additional Results

D.1 MADISSE shows similar trends on
sentence-level summaries.

Table 33 presents a mix of finetuned and LLM-
based evaluators along with our debate variants
both on sentence-level and summary-level faithful-
ness evaluation.
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Category Type Definition Example

Implicit
reasoning
phenomena

Deduction The summarizer has made a logical deduction, utilizing premises solely from the source document to
draw a conclusion that cannot be directly traced to the source document. The conclusion can be accurate
or inaccurate, but the key aspect of this label is that individual premises were accurately identified in the
source document, and were used to form a conclusion that is stated in the summary sentence.Importantly,
this deduction must be significant enough to make it noticeably harder for someone to assess the factuality
of the summary sentence. Minor or obvious deductions that don’t create evaluation challenges should not
be included.

Table 7

Inference:
Common-sense

The summarizer appears to have made an inference based on at least one premise from the source
document, in addition to at least one premise that is based on a common-sense notion that is not stated
explicitly in the source document. This common-sense notion should be widely accepted but not so
universally obvious that it doesn’t create any evaluation challenge. The resulting inference should make it
noticeably harder to assess the factuality of the summary sentence against the source document alone.

Table 8

Inference:
Value-based

The summarizer appears to have made an inference based on at least one premise from the source
document in addition to at least one premise that is based on a value assumption.’Value’ here specifically
refers to a moral, ethical, or societal belief, principle, or ideal that guides or motivates attitudes and
actions. This is distinct from common-sense notions or industry-standard evaluations. The value-based
premise should be significant enough that it creates a notable challenge in evaluating the factuality of the
summary sentence against the source document alone. The value assumption should not be explicitly
stated in the source document but should be a recognizable societal or cultural value that the summarizer
has applied to interpret the information.

Table 9

Other implicit
reasoning

The summarizer appears to have employed a form of implicit reasoning that goes beyond simple deduction,
common-sense inference, or value-based inference, and significantly affects the summary sentence’s
evaluability. This category could include complex pattern recognition, synthesis of diverse information
sources, experiential reasoning, or other sophisticated cognitive processes that are not explicitly traceable
to the source document but are likely to have taken place in the summarizer’s "mind" in order for the
summary sentence to have been written. The (estimated) reasoning should be substantial enough that
it creates a notable challenge in evaluating the factuality of the summary sentence against the source
document alone. This category is reserved for cases that don’t fit neatly into other categories of implicit
reasoning but still present a clear evaluability issue due to the complexity or opacity of the reasoning
process involved.

Table
10

Meaning
phenomena

Semantic relations:
Hypernymy/Generalization

A more general meaning (hypernym) is used in the summary sentence than is observed in the source
document (for the same topic). This generalization should be significant enough to potentially affect the
evaluability of the summary sentence.Minor generalizations that don’t create evaluation challenges should
not be included. The key aspect is that the generalization makes it harder to directly map the summary’s
claim to the specific information in the source document.

Table
11

Semantic relations:
Hyponymy/Specialization

A more specific meaning (hyponym) is used in the summary sentence than is observed in the source
document (for the same topic). This specialization should be significant enough to potentially affect
the evaluability of the summary sentence.The key aspect is that the specialization introduces details not
explicitly mentioned in the source document, making it challenging to directly verify the summary’s
claim against the source information. Minor or widely known specializations that don’t create evaluation
challenges should not be included.The specialization should create a notable difficulty in assessing the
factual accuracy of the summary based solely on the source document.

Table
12

Semantic relations:
Synonymy/Paraphrasing

Meaning from the source document is paraphrased or expressed using synonyms in such a way that the
summary sentence’s evaluability is significantly affected. While the core meaning has not technically
changed, the way the meaning is constructed or expressed has changed substantially. This paraphrasing or
use of synonyms should be extensive or complex enough to create a notable challenge in directly mapping
the summary’s claims to the source document’s information. Minor or straightforward paraphrasing that
doesn’t meaningfully impact evaluability should not be included. The key aspect is that the rephrasing
makes it noticeably more difficult to assess the factual accuracy of the summary based solely on the
source document.

Table
13

Linguistic ambiguity:
Structural

A phrase or sentence in the summary sentence has multiple valid parses (multiple valid syntactic struc-
tures), and it is not obvious which parse is intended. This ambiguity should significantly affect the
evaluability of the summary sentence by creating notably different interpretations of the information
presented. The key aspect is that the different possible syntactic structures lead to meaningfully different
readings of the sentence, making it challenging to assess the factual accuracy of the summary against the
source document. Minor ambiguities that don’t substantially affect the meanings or create significant
evaluation challenges should not be included, and neither should major ambiguities in which the addi-
tional interpretation is extremely implausible. The structural ambiguity should create a clear obstacle in
determining which interpretation to evaluate against the source information.

Table
14

Linguistic ambiguity:
Lexical

A word or phrase in the summary sentence has multiple valid interpretations in the given context, and
it is not obvious which meaning is intended. This ambiguity should significantly affect the evaluability
of the summary sentence by creating notably different interpretations of the information presented. The
key aspect is that the different possible meanings of the word or phrase lead to meaningfully different
understandings of the sentence, making it challenging to assess the factual accuracy of the summary
against the source document. Minor ambiguities that don’t substantially affect the overall meaning or
create significant evaluation challenges should not be included. Similarly, cases where one interpretation
is extremely implausible in the given context should also be excluded. The lexical ambiguity should
create a clear obstacle in determining which interpretation to evaluate against the source information.

Table
15

Vagueness The meaning of part of the summary sentence is significantly underspecified compared to the source
document, resulting in many different realities being compatible with the claim made.This vagueness
should be substantial enough that:
1. There is confusion about what specific claim is actually being made.
2. The claim cannot be evaluated reliably against the source document.
3. The range of possible interpretations is so broad that it becomes challenging to determine if the
summary accurately represents the source information.
The key aspect is that the vagueness creates a meaningful obstacle in assessing the factual accuracy of the
summary.Minor instances of underspecification that don’t significantly impact evaluability should not be
included. The vagueness should go beyond simple generalization or summarization and create a genuine
challenge in mapping the summary’s claims to the specific information provided in the source document.

Table
16
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Non-assertion The summary sentence does not make a clear claim or assert anything as definitively true because it is not
a standard declarative sentence. Instead, it may be:
1. A sentence fragment or incomplete thought
2. A question (rhetorical or otherwise)
3. A plain description without any claim
4. An exclamation or interjection
5. A command or request
6. Any other type of non-declarative expression
The key aspect is that the summary does not present a statement that can be directly evaluated for factual
accuracy against the source document. This creates an evaluability issue because there’s no clear assertion
to assess for truthfulness or correspondence with the source information, or if there is an implicit assertion,
the sentence’s non-declarative nature makes it hard to identify the assertion.
Note that sentences in headline style (e.g., with articles omitted) should still be considered assertions if
they convey a clear, evaluable claim despite their condensed format. The focus should be on the content
and function of the sentence,not just its grammatical form.

Table
17

Other meaning
phenomenon

There is something else about the literal meaning of the summary sentence that may make it challenging
to assess its factuality, which is not covered by other categories in the meaning phenomena taxonomy.
This could include, but is not limited to:
1. Use of metaphorical or highly figurative language that doesn’t have a clear, literal correspondence to
the source document’s content.
2. Referential ambiguities not covered by the existing ambiguity categories, such as unclear pronoun
references without clear antecedents in the summary or its context.
3. Unusual or creative uses of language that introduce interpretive challenges not captured by other
categories.
The key aspect is that these phenomena should create a significant obstacle in evaluating the factual
accuracy of the summary against the source document. The issue should be substantial enough that it
genuinely impedes the ability to determine if the summary accurately represents the source information.
Note that this category should only be used when the meaning phenomenon doesn’t fit clearly into
any other category in the taxonomy. Minor stylistic choices or common figures of speech that don’t
significantly impact evaluability should not be included.

Table
18

Context
phenomena

Decontextualization The summary sentence presents information from the source document in a way that significantly
alters its intended meaning or interpretation by removing crucial contextual elements. This can include
presenting hypothetical scenarios as facts, stripping statements of important qualifications, or omitting
key background information. The removal of context should create a meaningful evaluability issue by
changing the meaning, losing important nuances, or making it difficult to assess the summary’s factuality
against the source. This issue should be substantial enough to alter the interpretation of the information,
not merely a simplification that maintains the core meaning and context.

Table
19

Conflation Conflation occurs when the summary sentence inappropriately combines or merges distinct pieces of
information from the source document in a way that significantly affects the evaluability of the summary’s
factuality. This can include:
1. Merging separate topics or events as if they were a single issue.
2. Combining attributes or characteristics of different entities or concepts.
3. Blending outcomes or decisions related to distinct matters.
The key aspect is that this merging of information creates a meaningful evaluability issue by misrep-
resenting relationships between different pieces of information or making it challenging to accurately
assess the factuality of the combined statement. Conflation should be substantial enough to create genuine
difficulty in evaluating the summary against the source document, beyond minor simplifications or simple
misattributions that don’t involve merging distinct concepts or information.

Table
20

Other context
phenomenon

This category covers context-related challenges in evaluating the summary sentence’s factuality that don’t
fit neatly into the Decontextualization or Conflation categories. These issues arise from how the summary
interprets or presents the relationships between different pieces of information in the source document.
Examples might include:
1. Inferring causal relationships not explicitly stated in the source.
2. Reordering information in a way that implies a different significance or relationship than in the original
context.
3. Drawing conclusions about the overall meaning or importance of information based on its placement
or context in the source document.
The key aspect is that these phenomena should create a significant obstacle in evaluating the factual
accuracy of the summary against the source document, stemming from how the summary interprets or
represents the context of the information. The issue should be substantial enough that it genuinely impedes
the ability to determine if the summary accurately represents the source information and its intended
meaning or significance. This category should only be used when the context-related issue doesn’t clearly
fit into Decontextualization or Conflation,and when it creates a genuine evaluability challenge.

Table
21

Other Other evaluability
issue

This category covers evaluability challenges that don’t fit into any other category in the taxonomy. These
issues should significantly impede the ability to assess the factual accuracy of the summary sentence
against the source document.Examples might include:
1. Subjective interpretations of objective information that make factual assessment difficult.
2. Reliance on specialized cultural or contextual knowledge not provided in the source document and not
common enough to be considered general knowledge.
3. Novel or unique challenges in comparing the summary to the source that aren’t captured by existing
categories.
It’s crucial to note that factual errors alone do not create an evaluability issue. The key aspect is that these
phenomena should create a significant obstacle in determining whether the summary accurately represents
the information in the source document. This category should only be used when the evaluability issue
doesn’t clearly fit into any other category in the taxonomy and when it creates a genuine, substantial
challenge in assessment.

Table
22

Table 6: Ambiguity taxonomy: categories and definitions
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Figure 5: Faithfulness evaluator with ambiguity detection module.

Ambiguous example: Street Closures
Source document excerpt: The annual Bloomington Street Festival will be held on February 2nd and February
3rd this year.The event attracts thousands of visitors and features local artisans, food vendors, and live music
performances.
Summary sentence: Some streets will be closed on February 2-3.
Explanation: This is a positive example of a Deduction evaluability issue. The summary sentence makes a claim
that is not directly stated in the source document. Instead, it appears to be the result of a deduction based on
two premises from the source:1) The festival is held on February 2nd and 3rd, and 2) It’s referred to as a “street
festival”. While this deduction is logically valid, it creates an evaluability issue because an evaluator would
likely try to verify this claim directly in the source document, where it’s not explicitly stated. The deductive leap,
while reasonable, makes it harder to assess the factuality of the summary sentence against the source document.
Therefore, this summary sentence should be marked with the ‘Deduction’ label.

Non-ambiguous example: Music Budget
Source document excerpt: The Smithville School Board meeting on Tuesday addressed several topics. The
board unanimously approved a budget increase of $500,000 for the music department. This additional funding
will be used to purchase new instruments, hire two part-time music teachers, and expand the after-school music
program to include elementary school students.
Summary sentence: The Smithville School Board has decided to invest more in music education.
Explanation: This is a negative example for the Deduction evaluability issue. While the summary sentence does
involve a minor deduction - connecting the approval of a budget increase for the music department with “investing
more in music education” - this deduction is so straightforward and closely tied to the explicit information in the
source that it doesn’t create an evaluability issue. The connection between increasing the budget for instruments,
hiring teachers, and expanding programs, and “investing more in music education” is immediate and obvious.
An evaluator would have no difficulty assessing the factuality of this summary sentence based on the information
provided in the source document. Therefore, despite involving a slight deductive step, this summary sentence
should not be marked with the ‘Deduction’ label as it doesn’t create any significant challenge in evaluation.

Table 7: Examples for implicit reasoning phenomena: deduction. The red example is the one with ambiguity and
the teal example is a case that the deduction would not lead to ambiguities.
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Ambiguous example: Economic Impact
Source document excerpt: The annual Bloomington Street Festival will be held next month in the downtown
area. Organizers expect over 50,000 visitors from across the state to attend the two-day event, which features
local artisans, food vendors, and live music performances.
Summary sentence: The festival will significantly boost local business in downtown Bloomington.
Explanation: This is a positive example of a Common-sense inference evaluability issue. The summary sentence
makes a claim that is not explicitly stated in the source document. Instead, it appears to be an inference based on
two premises: 1) The festival will bring over 50,000 visitors to downtown Bloomington (from the source), and 2)
Large events that bring many people to an area tend to increase business for local businesses (a common-sense
notion). While this inference is likely valid, it creates an evaluability issue because an evaluator would need to
rely on the same common-sense notion to assess its accuracy, rather than finding the information directly stated
in the source. This reliance on common-sense reasoning, while often accurate, makes it harder to objectively
evaluate the factuality of the summary sentence against the source document.

Non-ambiguous example: Voter Influence
Source document excerpt: Chancellor Angela Merkel delivered a speech at an election rally in Munich on
Sunday, addressing key policy issues ahead of the September elections. The event was attended by thousands of
supporters and local party members.
Summary sentence: Merkel’s speech may influence some German voters’ opinions.
Explanation: This is a negative example for the Common-sense inference evaluability issue. While the summary
sentence does involve an inference based on information from the source (Merkel made a speech at an election
rally) and a common-sense notion (political speeches can affect voters’ opinions), this inference doesn’t create a
significant evaluability issue. The common-sense premise that political speeches can influence voters is so widely
accepted and fundamental to the understanding of political rallies that it doesn’t introduce any real challenge
in evaluating the summary’s factuality. The connection between giving a speech at a rally and potentially
influencing voters is immediate and obvious. Therefore, despite being an inference involving common sense,
this summary sentence should not be marked as having an evaluability issue, as it doesn’t create any meaningful
difficulty in assessment.

Table 8: Examples for implicit reasoning phenomena: commonsense

D.2 Initialization distribution effect on
MADISSE

We use a uniform distribution to assign initial
stances to the evaluator agents. The reason behind
doing so is that since we the instances are random
(without knowing what the correct label is) and to
have a fair debate without one stance being stronger
than the other (by having more agents start with
that stance), we decided to have the same number
of agents pro each stance. We performed an analy-
sis on how changing the balance of evaluators can
affect the performance of MADISSE in Table 34.
As can be seen in Table 34, the uniform distribution
performs the best. Having more agents with initial
belief that the summary is unfaithful will result in
the lowest FNR but highest FPR as this setup tends
to identify more errors. On the other hand, more
positive agents fail to identify errors (similar to the
setup without initialization).

D.3 MADISSE can improve FNR.

We compare the FPR and FNR of different ap-
proaches in Table 35 and show the decrease in FNR
using the debate approach. The debate approach
can help with identifying more errors as shown by
lower FNR in Table 35. However, since the debate
approach is more sensitive to the errors, the FPR is

also increased.
There are a few hypothesis to describe this phe-

nomena. First, the initialization would increase the
evaluator sensitivity to the potential errors which
could lead to labeling cases as erroneous for some
superficial reasons as “lack of context” or “omis-
sion of details”. One way to resolve this issue is to
further curate the guidelines that are given to the
evaluators during the debate. Another cause for this
increase is the ambiguities in the summaries that
would lead to disagreement between human judg-
ments and model judgments. As discussed earlier,
ambiguity can be a major source of disagreement
on faithfulness evaluation and has to be dealt with
before faithfulness evaluation. We later show (D.6)
that filtering ambiguous cases would lower the gap
in terms of FPR between the debate approach and
other baseline settings.

D.4 MADISSE is orthogonal to the underlying
LLM.

The comparison of MADISSE with other base-
lines using GPT-4o-mini as the underlying LLM
is shown in Table 36. Though self-consistency
on XSum dataset is the highest performing base-
line, its performance is not even close to any debate
settings for other datasets in Table 36.
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Ambiguous example: CEO Conduct
Source document excerpt: During his keynote speech at the industry conference, CEO John Smith of Tech
Innovations Inc.referred to rival company XYZ’s new smartphone as ‘a glorified paperweight’ and mimicked
throwing it into a trash can. His remarks drew gasps from some attendees, while others chuckled uncomfortably.
Summary sentence: The CEO’s public ridicule of a competitor’s product at the industry conference was widely
viewed as unprofessional and damaging to the company’s reputation.
Explanation: This is a positive example of a Value-based inference evaluability issue. The summary sentence
makes claims about how the CEO’s actions were perceived, which are not explicitly stated in the source document.
This inference appears to be based on the factual information from the source (the CEO’s mocking remarks) and
a value-based premise that professional conduct in business, especially for high-level executives, should involve
treating competitors with respect and focusing on one’s own products rather than denigrating others’. This
commonly-held value is not stated in the source but is crucial to the inference.The reliance on this value-based
premise creates an evaluability issue because it requires the evaluator to share or recognize this value to assess
the accuracy of the summary’s claims about how the CEO’s actions were perceived.

Non-ambiguous example: Pothole Repairs
Source document excerpt: At yesterday’s city council meeting, members unanimously approved a $500,000
budget to fix potholes on Main Street over the next month. The decision came after numerous complaints from
residents about the road’s condition.
Summary sentence: The city’s decision to repair potholes on Main Street will improve road safety for drivers.
Explanation: This is a negative example for the Value-based inference evaluability issue. While the summary
sentence does involve an inference not explicitly stated in the source, it’s not primarily based on a value judgment.
An annotator might mistakenly think this involves a value-based premise like “Safety is important and should be
maintained in public spaces.” However, the inference is more accurately based on the common-sense notion that
“Pothole repairs make roads safer.” This is not a moral or ethical value, but rather a widely accepted understanding
of road maintenance effects. Therefore, this should be considered a common-sense inference rather than a
value-based one. It doesn’t create the kind of evaluability challenge associated with value-based inferences,
where personal or societal values significantly influence the interpretation of facts.

Non-ambiguous example: Phone Upgrade
Source document excerpt: The upcoming smartphone from TechCorp features a processor that is 20% faster, a
camera with 5 megapixels more resolution, and a battery that lasts 2 hours longer than the previous model. The
company plans to release the new model next month.
Summary sentence: The new smartphone model is expected to be a significant upgrade from its predecessor.
Explanation: This is another negative example for the Value-based inference evaluability issue. An annotator
might mistakenly label this as a value-based inference, thinking that “significant upgrade” involves a value
judgment. However, this inference is based on commonly accepted standards in the tech industry rather than
moral, ethical, or personal values. The judgment that faster processors, better cameras, and longer battery life
constitute an upgrade is a technical evaluation, not a value-based one. This should be considered a common-sense
inference within the context of technology advancements. The example highlights the importance of distin-
guishing between technical or industry-standard evaluations and true value judgments based on moral,ethical, or
societal values.

Table 9: Examples for implicit reasoning phenomena: value-based inference.
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Ambiguous example: Investor Sentiment
Source document excerpt: In the quarterly earnings call, CEO Jane Smith projected a 15% revenue growth for
the next fiscal year. She cited strong product performance and expansion into new markets as key drivers for this
optimistic forecast. The company’s stock price saw a modest 2% increase following the announcement.
Summary sentence: Despite the CEO’s optimistic forecast, investors remain cautious about the company’s
future performance.
Explanation: This is a positive example of an Other implicit reasoning phenomenon. The summary sentence
makes a claim about investor sentiment that isn’t explicitly stated in the source document. This inference
appears to be based on a complex synthesis of information and experience that goes beyond simple deduction
or common-sense reasoning. The summarizer seems to have considered factors such as past experiences with
CEO projections, general market conditions, the company’s recent performance history, and the tendency of
executives to present optimistic forecasts. This type of pattern recognition and experiential reasoning creates
an evaluability issue because it relies on implicit knowledge and interpretation that isn’t directly traceable to
the source document. An evaluator would find it challenging to assess the factuality of the claim about investor
caution based solely on the information provided in the source.

Non-ambiguous example: Market Challenges
Source document excerpt: TechCorp announced the release of its new smartphone, featuring holographic
display technology.The company plans to launch the product in major markets next quarter.
Summary sentence: The company’s new product launch is likely to face significant challenges in the market.
Explanation: This is a negative example for the Other implicit reasoning phenomenon. While the summary
sentence does involve an inference not explicitly stated in the source, it doesn’t require complex market analysis
or specialized industry expertise. An annotator might mistakenly think this involves sophisticated prediction
about market dynamics. However, this is actually a case of common-sense inference. The summarizer is likely
basing their conclusion on the general notion that new and unusual technologies often face challenges when
first introduced to the market. This is a straightforward observation based on general experience, not a complex
reasoning process. Therefore, this example should be labeled as a common-sense inference rather than an Other
implicit reasoning phenomenon.

Negative example: Recycling Reception
Source document excerpt: The city launched a mandatory recycling program requiring residents to separate
their waste into three categories: recyclables, compostables, and landfill waste. In a survey conducted by the city,
45% of residents expressed support for the program, while 40% opposed it, and 15% were undecided.
Summary sentence: The city’s new recycling program has been met with mixed reactions from residents.
Explanation: This is a negative example for the Other implicit reasoning phenomenon. An annotator might
initially think this summary involves complex analysis of public opinion or implicit knowledge of local attitudes.
However, the summary sentence is actually a straightforward interpretation of explicit information provided
in the source document. The survey results directly support the claim of “mixed reactions” without requiring
any significant inference or implicit reasoning. This summary doesn’t create an evaluability issue because it’s
directly supported by the source material. Therefore, it should not be labeled as having any evaluability issue, let
alone an Other implicit reasoning phenomenon.

Table 10: Examples for implicit reasoning phenomena: other

Ambiguous example: Dog Popularity
Source document excerpt: The study found that golden retrievers and labrador retrievers were the most popular
dog breeds in the United States last year.
Summary sentence: Retriever breeds were the most popular dogs in the U.S. in the previous year.
Explanation: This is a positive example for Hypernymy/Generalization because the summary uses the more
general term“retriever breeds” instead of the specific breeds mentioned in the source document. This generaliza-
tion makes it slightly more challenging to evaluate the factual accuracy of the summary, as it doesn’t preserve
the exact level of detail from the source.

Non-ambiguous example: Emissions Policy
Source document excerpt: The new environmental policy aims to reduce carbon emissions from factories by
30% over the next decade.
Summary sentence: The recently introduced policy targets a significant decrease in industrial pollution in the
coming years.
Explanation: An annotator might mistakenly identify this as a Hypernymy/Generalization issue because
“industrial pollution” is a broader term than “carbon emissions from factories.” However, this is not an accurate
example of the evaluability issue. The summary introduces new information (“significant decrease” and “coming
years”) that isn’t directly generalizing from the source. The challenge in evaluating this summary comes more
from paraphrasing and potential exaggeration rather than from using a hypernym or more general meaning.

Table 11: Examples for meaning phenomena: Hypernymy/Generalization
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Ambiguous example: Park Equipment
Source document excerpt: The city council approved funding for new playground equipment in several local
parks.
Summary sentence: The council has allocated money for new swings and slides in the city’s parks.
Explanation: This is a positive example of Hyponymy/Specialization because the summary sentence uses more
specific terms(“swings and slides”) than the general “playground equipment” mentioned in the source document.
This specialization makes it challenging to evaluate the factual accuracy of the summary, as the specific types of
equipment were not mentioned in the original text.

Non-ambiguous example: Apple Revenue
Source document excerpt: Apple’s annual report showed a 15% increase in revenue from its smartphone
division.
Summary sentence: Apple’s latest financial statement reveals significant growth in iPhone sales.
Explanation: An annotator might consider marking this as a Hyponymy/Specialization issue because “iPhone”
is indeed a more specific term than “smartphone.” However, this is not a significant enough case to cause an
evaluability issue. While it’s technically a hyponym, the relationship between “iPhone” and “Apple’s smartphone”
is so well-known that it doesn’t meaningfully impact the ability to evaluate the factual accuracy of the summary.
The vast majority of people know that the iPhone is Apple’s only smartphone, so this specialization doesn’t
introduce any real ambiguity or difficulty in assessing the statement’s accuracy.

Table 12: Examples for meaning phenomena: Hyponymy/Specialization

Ambiguous example: Emission Law
Source document excerpt: The new legislation mandates that all vehicles sold after 2030 must be zero-emission
models.
Summary sentence: The recently passed law requires that automobiles available for purchase post-2030 be free
from exhaust emissions.
Explanation: This is a positive example of Synonymy/Paraphrasing because the summary sentence conveys the
same meaning as the source, but uses different words and sentence structure. Terms like “legislation” become
“law,” “vehicles” become“automobiles,” and “zero-emission” is paraphrased as “free from exhaust emissions.”
While the core meaning remains the same, the extensive paraphrasing makes it more challenging to evaluate the
factual accuracy of the summary, as an evaluator would need to carefully consider whether each paraphrased
element truly maintains the original meaning.

Non-ambiguous example: Exercise Benefits
Source document excerpt: The research indicates that regular exercise can significantly reduce the risk of
cardiovascular disease.
Summary sentence: The study shows that frequent physical activity can greatly lower the chances of heart
problems.
Explanation: An annotator might be tempted to mark this as a Synonymy/Paraphrasing issue because several
terms have been replaced with synonyms (e.g., “exercise” with “physical activity,” “reduce” with “lower”).
However, this level of paraphrasing is not significant enough to affect the evaluability of the summary sentence.
The changes are straightforward and commonly understood equivalents that don’t introduce any real ambiguity
or difficulty in assessing the statement’s accuracy. While paraphrasing has occurred, it doesn’t meaningfully
impact the ability to evaluate the factual accuracy of the summary.

Table 13: Examples for meaning phenomena: Synonymy/Paraphrasing
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Ambiguous example: University Changes
Source document excerpt: The university announced new funding for research projects in biology and chemistry
departments. Separately, they introduced stricter guidelines for laboratory safety procedures and a new online
course registration system.
Summary sentence: The university implemented new laboratory safety guidelines and online registration for
biology courses.
Explanation: This is a positive example of Structural ambiguity because the summary sentence can be parsed in
two distinctly different and plausible ways: 1) The university implemented [new laboratory safety guidelines]
and [online registration for biology courses]. 2) The university implemented [new laboratory safety guidelines
and online registration] for [biology courses]. In the first interpretation, the university did two separate things:
implemented new lab safety guidelines (potentially for all departments) and introduced online registration
specifically for biology courses. In the second interpretation, both the new safety guidelines and the online
registration system are specifically for biology courses. This significant difference in meaning based on the
syntactic structure creates a genuine evaluability challenge, as it’s not clear which interpretation is intended and
they lead to very different factual claims about the scope of the implementations.

Ambiguous example: Merkel’s Statement
Source document excerpt: Mrs Merkel said she wanted friendly relations with both countries as well as Russia
but Europe now had to “fight for its own destiny”. Her comments come after Mr Trump refused to re-commit
to the 2015 Paris climate deal at the G7 summit. “The times in which we could completely depend on others
are on the way out. I’ve experienced that in the last few days,” Mrs Merkel told a crowd at an election rally
in Munich, southern Germany. The relationship between Berlin and new French President Emmanuel Macron
had to be a priority, Mrs Merkel said, adding: “We Europeans have to take our destiny into our own hands.” Mr
Trump has previously pledged to abandon the Paris deal, and expressed doubts about climate change.Speaking in
Brussels last week, Mr Trump also told Nato members to spend more money on defence and did not re-state his
administration’s commitment to Nato’s mutual security guarantees.
Summary sentence: German Chancellor Angela Merkel said the times when Europe could “completely depend
on others” are “on the way out” after US President Donald Trump’s comments on climate change and Brexit.
Explanation: This is a positive example of Structural ambiguity because the summary sentence can be parsed in
two distinctly different ways: 1) . . . after [[US President Donald Trump’s comments on climate change] and
[Brexit]] In this interpretation, Merkel’s statement is in response to two separate things: Trump’s comments on
climate change, and Brexit. 2) . . . after [US President Donald Trump’s comments on [[climate change] and
[Brexit]]] In this interpretation, Merkel’s statement is in response to Trump’s comments on two topics: climate
change and Brexit. This ambiguity in the syntactic structure creates a significant evaluability challenge. The
first interpretation suggests that Brexit itself (not Trump’s comments on it) is part of the reason for Merkel’s
statement, while the second interpretation attributes both climate change and Brexit comments to Trump. These
different parses lead to different factual claims about the reasons behind Merkel’s statement, making it difficult
to evaluate the accuracy of the summary without clarification.

Non-ambiguous example: Company Growth
Source document excerpt: The annual report shows that the company’s profits increased by 10% in the
technology sector and 5% in the retail sector.
Summary sentence: The company saw growth in both its technology and retail divisions.
Explanation: An annotator might initially consider marking this as a Structural ambiguity issue, but upon
closer examination, it becomes clear that this is actually an example of Vagueness. The sentence structure
itself is not ambiguous; there’s only one valid parse. However, the term “growth” is vague and underspecified
compared to the precise percentages given in the source document. This vagueness allows for many realities
to be compatible with the claim (any positive growth in both sectors would satisfy the summary). While this
does create some evaluability challenges, it’s due to the lack of specificity rather than multiple possible syntactic
structures. Therefore, this example would be better categorized under the Vagueness evaluability issue rather
than Structural ambiguity.

Non-ambiguous example: City Achievements
Source document excerpt: The city’s annual report highlighted two major achievements: the completion of the
new public library and the successful implementation of a city-wide recycling program. Mayor Johnson praised
the efforts of city employees and volunteers who contributed to these projects.
Summary sentence: The mayor commended city workers and volunteers who built the library and implemented
the recycling program.
Explanation: An annotator might initially be tempted to mark this as a Structural ambiguity issue because the
sentence could theoretically be parsed in two ways: 1) The mayor commended ((city workers and volunteers)
who built the library and implemented the recycling program), or 2) The mayor (commended city workers
and volunteers who built the library) and(implemented the recycling program). However, this should not be
considered a case of Structural ambiguity that creates an evaluability issue. While there is technically an
ambiguity in the syntactic structure, the second interpretation in which it was the mayor herself who implemented
the recycling program is extremely implausible. No reasonable reader would assume this interpretation, given
common knowledge about how city projects typically work. The much more likely and sensible interpretation
is that it was the city workers and volunteers who built the library and implemented the recycling program.
Therefore, this example doesn’t create a significant evaluability challenge and shouldn’t be labeled as having a
Structural ambiguity issue.

Table 14: Examples for meaning phenomena: Structural ambiguity
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Ambiguous example: Menu Calories
Source document excerpt: The city’s new ordinance requires all restaurants to clearly display calorie information
for each dish on their menus.
Summary sentence: Local eateries must now post dishes’ calorie counts.
Explanation: This is a positive example of Lexical ambiguity because the word “post” in the summary sentence
has multiple valid interpretations. It could mean: 1) to physically display or affix the information in the restaurant,
or 2) to publish or upload the information online. Without additional context, it’s not obvious which meaning is
intended. This ambiguity makes it challenging to evaluate the factual accuracy of the summary, as the source
document specifically mentions displaying the information on menus, but the summary’s use of “post” leaves
room for different interpretations.

Non-ambiguous example: Ancient Knowledge
Source document excerpt: The latest archaeological findings suggest that the ancient civilization had advanced
knowledge of astronomy and mathematics.
Summary sentence: Recent discoveries indicate the early society was versed in celestial and numerical sciences.
Explanation: An annotator might be tempted to mark this as a Lexical ambiguity issue because of the use of less
common terms like “versed” or “celestial sciences”. However, this is not a true case of lexical ambiguity. While
the words used in the summary are more formal or academic, they don’t have multiple valid interpretations in
this context. “Versed” clearly means knowledgeable or skilled, and “celestial sciences” is an obvious reference to
astronomy. The words, though perhaps less common, have singular,clear meanings in this context. Any perceived
difficulty in evaluation comes from the use of synonyms or domain-specific language, not from words having
multiple possible interpretations. Therefore, this example doesn’t present a lexical ambiguity evaluability issue.

Table 15: Examples for meaning phenomena: Lexical ambiguity

Ambiguous example: Exercise Effects
Source document excerpt: A longitudinal study tracking 10,000 adults over 20 years found that those who
engaged in regular physical activity (defined as at least 150 minutes of moderate exercise per week) had a 37%
lower risk of developing type 2 diabetes compared to sedentary individuals. The study controlled for factors
such as diet, family history, and initial BMI.
Summary sentence: Research suggests that being active may have health benefits.
Explanation: This is a positive example of vagueness because the summary sentence is extremely underspecified
compared to the source. The terms “being active,” “may have,” and “health benefits” are so vague that they’re
compatible with an enormous range of realities. What counts as “being active”? How probable is “may”?
What specific “health benefits” are we talking about? The vagueness is so significant that it’s unclear what
specific claim is being made, making it very difficult to evaluate the accuracy of the summary against the precise
information in the source document. This level of vagueness creates a genuine evaluability issue, as the summary
could be considered technically true for even minimal activity providing any small health benefit, but the source
document hones in on much more specific health benefits for specific conditions.

Non-ambiguous example: EV Performance
Source document excerpt: The new electric vehicle model has a range of 400 miles on a single charge,
compared to the current industry average of 250 miles. It can accelerate from 0 to 60 mph in 3.5 seconds, while
the average for electric cars in its class is 6 seconds. These specifications place it in the top 1% of electric
vehicles currently on the market in terms of both range and acceleration.
Summary sentence: The latest electric car boasts impressive range and acceleration capabilities.
Explanation: An annotator might initially consider marking this as a vagueness issue because terms like
“impressive” and“capabilities” are not as specific as the numbers in the source document. However, upon
examination of the source, it’s clear that this level of vagueness doesn’t create a significant evaluability issue.
The use of “impressive” is justified by the explicit comparisons to industry averages and the car’s placement in
the top 1% for both metrics. While the summary doesn’t provide exact figures, it doesn’t create confusion about
what claim is being made or make evaluation unreliable. The characterization of the range and acceleration
as “impressive” is fair and evaluable against the specific comparisons provided in the source document. This
example demonstrates acceptable summarization rather than problematic vagueness.

Table 16: Examples for meaning phenomena: Vagueness
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Ambiguous example: Zoning Question
Source document excerpt: The city council voted 7-2 in favor of the new zoning ordinance, which will allow
for the construction of multi-family housing units in previously single-family residential areas. Proponents argue
this will help address the city’s housing shortage, while opponents express concerns about increased traffic and
changes to neighborhood character.
Summary sentence: Will the new zoning law really solve the housing crisis?
Explanation: This is a positive example of Non-assertion because the summary sentence is a question rather
than a declarative statement. It doesn’t assert any facts or make any claims about the zoning law or its effects.
Instead, it poses a rhetorical question that cannot be evaluated for factual accuracy against the source document.
This creates an evaluability issue because there’s no clear assertion to assess – the question merely raises a point
for consideration without providing any information that can be judged as true or false.

Ambiguous example: Economic Data
Source document excerpt: The annual economic report released by the Federal Reserve indicates that inflation
rates have decreased from 6.5% to 3.2% over the past year, while unemployment has remained stable at 3.8%.
The report suggests that these trends reflect a gradual stabilization of the economy following recent global
disruptions.
Summary sentence: Promising economic indicators
Explanation: This is a positive example of Non-assertion because the summary sentence is a mere phrase rather
than a complete sentence. It doesn’t make any explicit claims or assertions about the economic situation. While it
implies that there are economic indicators and that they are promising, it doesn’t actually state this as a fact. The
phrase could be a title, a category label, or a fragment of a longer thought. Without a verb or a complete sentence
structure, there’s no clear assertion that can be evaluated for factual accuracy against the source document. This
creates an evaluability issue because there’s no specific claim being made – the phrase merely suggests a topic
without providing any information that can be judged as true or false.

Non-ambiguous example: Whale Recovery
Source document excerpt: A recent study by marine biologists has found that the population of blue whales in
the Eastern Pacific has increased by 20% over the past decade, attributed to strict international whaling bans and
protected marine areas.
Summary sentence: Scientists Report Encouraging Trend in Blue Whale Numbers
Explanation: An annotator might be tempted to mark this as a Non-assertion issue because it’s written in
headline style, lacking the article “an” before “encouraging trend.” However, despite its condensed form, this
sentence still functions as a declarative statement with clear assertive force. It makes a specific claim that can be
evaluated against the source document: scientists have reported a trend, and this trend is encouraging for blue
whale populations. The omission of the article is a common feature in headlines, and while this might not be
a typical style for a summary, its style doesn’t negate the sentence’s declarative nature.The increase in whale
population described in the source can reasonably be characterized as “encouraging.” Therefore, this is not a case
of Non-assertion, as it does make a claim that can be evaluated for accuracy, despite its headline-style formatting.

Table 17: Examples for meaning phenomena: non-assertion
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Ambiguous example: Economic Slowdown
Source document excerpt: The latest economic report shows that the country’s GDP growth has slowed to 1.2%
in the last quarter, down from 2.8% in the previous quarter. Analysts attribute this decrease to global supply
chain disruptions and increasing energy costs. The central bank has indicated it may consider adjusting interest
rates in response to these trends.
Summary sentence: The economy is navigating choppy waters as growth figures take a dive.
Explanation: This is a positive example of an "other meaning phenomenon" because it uses metaphorical
language that creates an evaluability issue. The phrases "navigating choppy waters" and "take a dive" are
figurative expressions that, while evocative,don’t have a clear, literal correspondence to the economic data
presented in the source document. This use of metaphor makes it challenging to assess the factuality of
the summary sentence against the precise figures and factual statements in the source.While the metaphors
generally align with the idea of economic difficulty and declining growth, they introduce a level of interpretive
ambiguity that goes beyond the categories we’ve discussed. It’s not a case of generalization, specialization,
paraphrasing,ambiguity, vagueness, or non-assertion, but rather a use of figurative language that affects the
ability to directly evaluate the claim against the source material.

Ambiguous example: Surprising Endorsement
Source document excerpt: In a surprising turn of events, Senator Jane Smith publicly endorsed her long-time
rival, Governor Tom Brown, for the upcoming presidential election. This endorsement comes just weeks after
Brown’s campaign criticized Smith’s voting record on healthcare reform. Political analysts suggest this move
could significantly impact voter perceptions in key swing states.
Summary sentence: The two politicians have a history of disagreement, so her endorsement of him shocked
many.
Explanation: This is a positive example of an “other meaning phenomenon,” specifically a kind of referential
ambiguity, which is not included in the list of ambiguity types. The summary sentence uses pronouns “her” and
“him” without clear antecedents within the sentence itself or the preceding context of the summary. While readers
familiar with the source document could figure out that“her” refers to Senator Smith and “him” to Governor
Brown, this is not explicit in the summary sentence or preceding context.This ambiguity in pronoun reference
creates an evaluability issue because it’s not immediately clear who is endorsing whom,making it challenging
to assess the factual accuracy of the statement against the source document. This type of referential ambiguity
doesn’t fit neatly into the previously discussed categories but significantly affects the ability to evaluate the
summary’s factuality, thus qualifying as an “other meaning phenomenon.”

Non-ambiguous example: Whale Population
Source document excerpt: A recent study conducted by marine biologists at the Pacific Oceanic Institute has
revealed that the population of blue whales in the Eastern Pacific Ocean has increased by approximately 20%
over the past decade. Researchers attribute this growth to the effectiveness of international whaling bans and the
establishment of protected marine areas. Dr. Sarah Johnson, lead author of the study, stated, “This is a promising
sign for the species’ recovery, but continued conservation efforts are crucial.”
Summary sentence: Blue whale numbers in the Eastern Pacific have shown a significant uptick, according to
new research.
Explanation: An annotator might be tempted to categorize this as “Other meaning phenomenon” due to the use
of the colloquial term “uptick” to describe the population increase. They might argue that this informal term
creates an evaluability issue because it’s not as precise as the percentage given in the source document. However,
this is not a valid case for the “Other meaning phenomenon” category, nor does it present a significant evaluability
issue. While the use of “uptick” is an example of paraphrasing, it is not so substantial as to warrant categorization
under the Synonymy/Paraphrasing evaluability issue. The term“uptick” clearly conveys the idea of increase,
and “significant” accurately reflects the 20% growth mentioned in the source. The summary sentence makes a
clear, evaluable claim that aligns with the information provided in the source document without introducing any
meaningful ambiguity or difficulty in assessment. Therefore, this example does not qualify as an “other meaning
phenomenon” and should not be marked as having any evaluability issue.

Non-ambiguous example: Job Market Trends
Source document excerpt: A recent economic report shows that the unemployment rate has dropped from 5.2%
to 4.8% over the past six months. During the same period, the number of job openings increased by 15%, with
the technology and healthcare sectors showing the strongest growth. However, wage growth remained stagnant
at 1.5% annually, barely keeping pace with inflation.
Summary sentence: The job market is improving, but workers aren’t feeling the benefits yet.
Explanation: An annotator might be tempted to categorize this as an “other meaning phenomenon” due to
the somewhat abstract nature of “feeling the benefits.” They might argue that this creates an evaluability issue
because it’s not a direct representation of the data in the source document. However, this is not a case of an
“other meaning phenomenon.” Instead, this summary sentence contains a clear example of a common-sense
inference. The first part of the sentence, “The job market is improving,” is a reasonable inference based on the
lower unemployment rate and increased job openings mentioned in the source. The second part, “workers aren’t
feeling the benefits yet,” is an inference based on the stagnant wage growth information. These inferences rely on
common-sense connections between economic indicators and their real-world impacts.Therefore, this example
should be labeled as a common-sense inference under the implicit reasoning category, rather than an“other
meaning phenomenon” or any other category in the meaning phenomena taxonomy.

Table 18: Examples for meaning phenomena: Other meaning phenomenon
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Ambiguous example: Cyberattack Warning
Source document excerpt: In a hypothetical scenario presented during a cybersecurity conference, Dr. Jane
Smith, a leading expert in the field, stated, “If a nation-state were to launch a coordinated cyberattack on our
power grid, it could potentially leave millions without electricity for weeks.” She emphasized that this was a
worst-case scenario used to illustrate the importance of robust cybersecurity measures, not a prediction of an
imminent threat.
Summary sentence: An expert warned that millions could be left without power for weeks due to cyberattacks.
Explanation: This is a positive example of Decontextualization because the summary sentence presents Dr.
Smith’s statement outside of its crucial context. In the source, it’s clear that she was discussing a hypothetical
scenario in a specific setting (a cybersecurity conference) to illustrate a point. The summary, however, presents it
as a general warning about a real threat,stripping away the hypothetical nature and the purpose of the example.
This decontextualization significantly changes the meaning and urgency of the statement, making it challenging
to evaluate the factuality of the summary against the source document. The summary takes on a new, more
alarming meaning when removed from its original context, creating a clear evaluability issue.

Non-ambiguous example: Coffee Memory Study
Source document excerpt: new study published in the Journal of Nutrition examined the effects of coffee
consumption on cognitive function in adults over 65. The researchers found that participants who drank 2-3
cups of coffee daily showed a 15%improvement in short-term memory tests compared to non-coffee drinkers.
However, the study’s authors cautioned that more research is needed to establish a causal relationship and to
account for other lifestyle factors that might influence cognitive health.
Summary sentence: Recent research suggests moderate coffee consumption may boost short-term memory in
older adults.
Explanation: An annotator might be tempted to label this as Decontextualization because the summary
doesn’t mention the study’s limitations or the need for further research. However, this is not a true case of
Decontextualization. The summary sentence accurately represents the main finding of the study within its
proper context. It uses the word “suggests” to indicate that the relationship is not definitively proven, which
aligns with the cautionary note in the source. The summary doesn’t remove the information from its research
context or change its meaning. While it doesn’t include all the details from the source, it presents a fair and
contextualized summary of the key finding. Therefore, this example doesn’t create an evaluability issue due to
Decontextualization and shouldn’t’t be labeled as such.

Table 19: Examples for context phenomena: Decontextualization

D.5 MADISSE works for smaller LLMs as well
We also show in Table 37 that MADISSE can be su-
perior to baselines even when a smaller size LLM
is used. Even though the debate setup for a smaller-
size LLM does not reach the larger LLM perfor-
mance in Table 3, but it can beat any other single
LLM-based approaches using the larger LLM.

D.6 Ambiguity filtering can help with
balancing FPR and FNR.

We previously observed that with MADISSE we
have lower FNR rate however, the FPR is also in-
creased. Once the ambiguous cases are filtered, we
can see the decrease in FPR as well. This further
suggests that our assumption on how the ambigu-
ous cases can lead to higher FPR is true. Figure 6
shows the decline in both FPR and FNR. The FPR
gap between the debate approach and different se-
tups is lower once ambiguous cases are filtered.
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Ambiguous example: Library Funding
Source document excerpt: A recent city council meeting addressed two separate issues. First, the council
discussed plans to increase funding for public libraries by 10% in the next fiscal year. In the next agenda item,
they debated a proposal to extend park hours during summer months. The library funding increase was approved
unanimously, while the park hours extension was tabled for further discussion due to concerns about increased
maintenance costs.
Summary sentence: The city council approved a measure to enhance public library access, extending their
hours.
Explanation: This is a positive example of Conflation because the summary sentence incorrectly combines two
separate pieces of information from the source document. While the council did approve increased funding for
libraries, there was no mention of extending library hours. The idea of extending hours was actually related to
parks, not libraries, and that proposal was tabled, not approved. By conflating the approved library funding with
the unapproved (and unrelated) extension of park hours, and then misapplying this to libraries, the summary
creates a statement that is difficult to evaluate against the source document. This conflation of distinct issues and
their outcomes results in a summary that misrepresents the council’s actions, making it challenging to assess
its factuality. The synthesis of these separate pieces of information, along with the misattribution of the hours
extension, creates a clear evaluability issue.

Non-ambiguous example: Climate Change Effects
Source document excerpt: A new study on climate change impacts has found that average global temperatures
have risen by 1.1°C since pre-industrial times. The same research indicates that sea levels have risen by an average
of 8 inches over the past century. The study’s authors emphasize that these two phenomena are interconnected,
with rising temperatures contributing to thermal expansion of the oceans and melting of land-based ice.
Summary sentence: Research shows that global warming has led to both higher temperatures and rising sea
levels.
Explanation: An annotator might be tempted to label this as Conflation because the summary sentence combines
information about temperature rise and sea level increase into a single statement. However, this is not a true case
of Conflation that creates an evaluability issue. The summary accurately represents the relationship between these
phenomena as presented in the source document. The source explicitly states that these issues are interconnected,
and the summary maintains this context. The synthesis of this information in the summary doesn’t make it harder
to evaluate its factuality against the source; rather, it provides a concise and accurate representation of the key
findings and their relationship. Therefore, this example doesn’t create an evaluability issue due to Conflation and
shouldn’t be labeled as such.

Non-ambiguous example: Emissions Statement
Source document excerpt: Speaker 0: Good evening, everyone. Today we’re joined by Dr. Emily Chen, a
climate scientist, and Mr. John Davis, an energy policy expert. Speaker 1: Thank you for having me. Recent
data shows that global carbon emissions have increased by 2% in the past year, despite international efforts to
reduce them. Speaker 2: That’s concerning. From a policy perspective, we need to incentivize a faster transition
to renewable energy sources. Speaker 1: I agree. Our models predict that if this trend continues, we could see a
3°C rise in global temperatures by 2100. Speaker 2: That would have devastating consequences. We need to act
now to prevent this.
Summary sentence: John Davis stated that recent data shows a 2% increase in global carbon emissions over the
past year.
Explanation: An annotator might be tempted to label this as Conflation because the summary sentence attributes
a statement tot he wrong speaker, seemingly combining information from different parts of the conversation.
However, this is not a true case of Conflation that creates an evaluability issue. While the summary incorrectly
attributes Dr. Chen’s statement about carbon emissions to Mr. Davis, this misattribution doesn’t make the
sentence inherently harder to evaluate for factuality. An evaluator can easily check the source document to
see who actually made the statement about the 2% increase in emissions. The content of the statement itself
is accurately represented; it’s only the speaker attribution that’s incorrect. This type of error is more akin to
a simple factual mistake rather than a conflation of information that creates an evaluability issue. Moreover,
it’s important to note that the Conflation label should be reserved for cases in which ideas, concepts, topics, or
other substantive content are merged or synthesized in a way that creates evaluability issues. It should not be
applied to lower-level misattributions such as incorrect speaker identification or other similar factual errors. In
this case, the core information and ideas presented by the speakers remain distinct and are not conflated; only
the attribution of who said what is incorrect. Therefore, this example shouldn’t’t be labeled as Conflation or as
having any other evaluability issue.

Table 20: Examples for context phenomena: Conflation
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Ambiguous example: Parking Solution
Source document excerpt: The city’s annual report included several sections. In the “Challenges” section,
it stated: “Downtown parking remains a significant issue, with demand often exceeding supply during peak
hours.” Later, in the “Future Plans” section,it mentioned: “A new multi-story parking garage is scheduled to
begin construction next year, which will add 500 parking spaces to the downtown area.”
Summary sentence: The city is building a new parking garage downtown because parking demand exceeds
supply during peak hours.
Explanation: This is a positive example of an “Other context phenomenon” because the summary sentence
creates a causal relationship between two pieces of information that were presented in separate contexts within
the source document. While the parking issue and the new garage construction are both mentioned, the
source does not explicitly state that one is the direct cause of the other. The summary’s assertion of causality
(“because”) goes beyond what’s stated in the source and creates an evaluability issue. This doesn’t fit neatly
into Decontextualization or Conflation categories. Instead, it represents a different kind of context-related
challenge where the summarizer has inferred a relationship between separate pieces of information based on
their appearance in the same document, even though they were presented in different sections with different
purposes (one describing challenges, the other outlining future plans).

Non-ambiguous example: Company Outlook
Source document excerpt: In a press conference, the CEO stated: “Our company’s profits have increased by
15% this quarter.”Later, in response to a journalist’s question about potential layoffs, she said: “We have no plans
for layoffs at this time. In fact,we’re looking to expand our workforce in the coming months.”
Summary sentence: Despite increased profits, the company has no plans for layoffs and is looking to hire more
employees.
Explanation: An annotator might be tempted to label this as an “Other context phenomenon” because the
summary sentence brings together information from two different parts of the press conference and seems to
imply a contrast (“Despite”). However,this is not a true case of a context-related evaluability issue. The summary
accurately represents the information provided in the source document without changing its meaning or creating
any challenges in evaluation. The use of “Despite” to connect the two pieces of information is a reasonable
interpretation that doesn’t misrepresent the context or create any evaluability issues. The relationship between the
profit increase and the hiring plans is implied but doesn’t distort the original information or its context.Therefore,
this example shouldn’t be labeled as having any context-related evaluability issue.

Table 21: Examples for context phenomena: Other context phenomenon
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Ambiguous example: Zoning Vote
Source document excerpt: The city council voted 7-2 in favor of the new zoning ordinance. Council member
Johnson, who had previously expressed reservations, was absent due to illness.
Summary sentence: The controversial zoning ordinance passed despite opposition.
Explanation: This example creates an evaluability issue while also containing factual inaccuracies. The
summary’s claim that the ordinance was “controversial” is not explicitly stated in the source and should be
judged as factually inaccurate (separately from the evaluability issue). The phrase “despite opposition” creates
an evaluability issue because while the 7-2 vote and mention of a councilmember’s previous reservations imply
some level of opposition, the extent and nature of this opposition are not clearly defined in the source. This makes
it challenging to evaluate the accuracy of the “despite opposition” claim. The summary thus combines a factual
inaccuracy with an evaluability issue, demonstrating how implied information can complicate the assessment of
a summary’s factual accuracy.

Ambiguous example: Art Sale
Source document excerpt: The painting, a large canvas covered entirely in red paint, sold for $3 million at
auction.
Summary sentence: A simplistic artwork fetched an outrageously high price at the recent sale.
Explanation: This example creates an evaluability issue because it interprets objective information (the
description and price of the painting) in a subjective manner. The terms “simplistic” and “outrageously high”
are subjective judgments not present in the source, and while it’s probably true that most people would agree
with these subjective statements, their presence in the summary sentence makes it difficult to evaluate the factual
accuracy of the summary sentence.

Ambiguous example: Festival Timing
Source document excerpt: The local council of Whittlesea, Victoria, has announced that this year’s Whittlesea
Country Music Festival will take place on the second weekend of February, as is tradition.
Summary sentence: Whittlesea’s annual music event is scheduled for the height of Australian summer,
potentially impacting attendance.
Explanation: This example creates an evaluability issue because it requires cultural and geographical knowledge
not provided in the source document. The summary makes claims about the Australian summer season and its
potential impact on the event,which aren’t mentioned in the source. To evaluate the accuracy of this summary,
one would need to know:
1. That February is indeed summer in Australia (opposite to the Northern Hemisphere).
2. That summer in Victoria can be extremely hot, potentially affecting outdoor events.
3. The typical weather patterns in Whittlesea specifically. This information isn’t common knowledge for many
people outside Australia, and it’s not provided in the source. An evaluator would need to do external research to
verify these claims, making it challenging to assess the summary’s factual accuracy based solely on the given
source document. This goes beyond simple paraphrasing or inference, creating a unique evaluability issue related
to cultural and contextual knowledge.

Non-ambiguous example: Brain Chemistry
Source document excerpt: The study found a significant increase in dopamine levels in the nucleus accumbens
following the experimental treatment.
Summary sentence: The research showed the treatment boosted feel-good neurotransmitters in the brain’s
reward center.
Explanation: An annotator might be tempted to label this as an “Other evaluability issue” due to the use of
lay terms to describe technical concepts. They might argue that this creates a unique challenge in evaluating
the summary’s accuracy. However, this is actually a clear case of Synonymy/Paraphrasing. The summary
translates technical terms (“dopamine” and “nucleus accumbens”) into more accessible language (“feel-good
neurotransmitters” and “brain’s reward center”). While this does require some specialized knowledge to evaluate,
it doesn’t create a new type of evaluability issue. Instead, it falls squarely within the existing category of
Synonymy/Paraphrasing, where the challenge is in determining if the paraphrased terms accurately represent the
original technical language.

Non-ambiguous example: Product Availability
Source document excerpt: The company announced its new product line on March 15, 2023. CEO Jane Smith
stated, “We expect to begin shipping these products to customers within six months.”
Summary sentence: The company’s new products are now available to customers.
Explanation: An annotator might be inclined to classify this as an “Other evaluability issue” due to the temporal
ambiguity created by the word “now” in the summary. They might argue that this creates a unique challenge in
evaluation because the accuracy of the statement depends on when the summary was written or read. However,
this is actually an example of an “Other meaning phenomenon” rather than a distinct evaluability issue. The
challenge here stems from the context-dependent meaning of “now,” which is a semantic issue related to deixis
(words whose meaning depends on the context of utterance). This fits within the existing category of meaning-
related phenomena and doesn’t constitute a new type of evaluability issue outside the current taxonomy.

Table 22: Examples for other ambiguities: Other evaluability issue
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Overview:
The goal of this task is to gather information about the factors or characteristics in a set of summaries (analyzed
on a sentence-by-sentence basis) that impact the summary’s evaluability — the ease with which its factuality can
be assessed while utilizing the summary’s source document as the source of truth. There is a diverse set of
characteristics that might impact a summary’s evaluability, and we have done our best to capture a wide range of
these characteristics in a Taxonomy of evaluability issues.These have been built mostly from the ground up
(based on real examples), so they may not cover all kinds of evaluability issues.

This task will ultimately support the development of an automatic LLM-based summary evaluation
pipeline. LLM-based factuality evaluation still lags behind humans, and one of the kinds of cases LLMs struggle
with are summaries (or summary sentences)with low evaluability.

Evaluability vs Factuality
These two concepts are related but fundamentally distinct, and for this task, it is essential that you grasp the
difference between them.

Factuality:
The truthfulness of a statement (or a union of statements) relative to a source of truth.

Evaluability: How readily a factual evaluator can assess the factuality of the statement relative to the
designated source of truth.

Along these lines, there are three pre-requisites to assessing factuality in this way:

1. A sufficiently sophisticated evaluator, with the ability for (2) and (3)
2. Comprehension of the source of truth
3. Comprehension of the statement

In principle, then, there are three variables that could prevent successful factual evaluation:

1. The evaluator is not sophisticated enough for complete comprehension/evaluation
2. The source of truth poses barriers to comprehension/evaluation
3. The statement poses barriers to comprehension/evaluation

These three variables are inter-related. For instance, (1) depends on the severity of the barriers noted
in (2) and (3). But for the current task, the primary focus will be on (3), although you will also be registering
your impressions for (2), and to a lesser extent,(1). (Which of the above three items is the variable that currently
prevents us from using LLMs to check factuality?)

“The statement poses barriers to comprehension”

As mentioned above, the main focus of the current task is (3) above, so we need a way to talk about
and categorize these barriers. We will use the term evaluability issue to distinguish the kinds of barriers described
by (3) from the kinds of barriers described by all of (1-3). The evaluability issues we’ve devised fall under three
main categories, plus an overflow category:

1. Implicit reasoning phenomena
2. Meaning phenomena
3. Context phenomena
4. (Other phenomena)

Refer to all the subtypes of these categories in the table below (taxonomy table as shown in Table 6).
Carefully read all the definitions and refer to the examples provided in the last column. When referring to
examples, ambiguous examples are examples that are an instance of the subtype, and non-ambiguous examples
are examples that are not a good example of the subtype.

Table 23: Instructions provided to the expert annotators for ambiguity annotation.
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Category Type Number of instances

Implicit reasoning phenomena Deduction 29

Inference: Common-sense 30

Inference: Value-based 1

Other implicit reasoning 0

Meaning phenomena Semantic relations: Hypernymy/Generalization 1

Semantic relations: Hyponymy/Specialization 0

Semantic relations: Synonymy/Paraphrasing 5

Linguistic ambiguity: Structural 5

Linguistic ambiguity: Lexical 11

Vagueness 8

Non-assertion 2

Other meaning phenomenon 8

Context phenomena Decontextualization 14

Conflation 28

Other context phenomenon 3

Other Other evaluability issue 10

Table 24: Ambiguity annotated dataset fine-grained statistics. For each sub-category, the number of such instances
in the dataset is shown.

Prompt Reference

Zero-shot baseline Table 26
Chain of thought Table 27
Evaluator agents (round 1) Table 28
Evaluator agents Table 29
Adjudicator agents Table 30
Ambiguity baseline Table 31
Ambiguity with debate arguments Table 32

Table 25: List of prompts used for experiments.
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You are given a document and a summary (summarizing only a part of the document). You will go over the
document in the <doc></doc> tags carefully and try to understand it fully. Then you look at the summary in
<summary></summary> tags carefully. Your task is to identify whether the summary is factually consistent with
the given document. A summary is factually consistent with the document if it can be entailed (either stated or
implied) by it.

<doc>
%s
</doc>

<summary>
%s
</summary>

Determine if the summary is factually consistent with the document provided above. You should go
over each sentence of the summary one by one and check whether there is an error or not. A summary is
non-factual if there is at least one error in it. Provide your evaluation between <label></label> tags with values 1
(consistent) or 0 (inconsistent) and add your explanations in <explanation></explanation> XML tags.

Table 26: Prompt used for zero-shot faithfulness evaluation

You are given a document and a summary (summarizing only a part of the document). You will go over the
document in the <doc></doc> tags carefully and try to understand it fully. Then you look at the summary
sentence in <summary></summary> tags carefully. Your task is to identify whether the summary is factually
consistent with the given document. A summary is factually consistent with the document if it can be entailed
(either stated or implied) by it.

<doc>
%s
</doc>

<summary>
%s
</summary>

Determine if the sentence is factually consistent with the document provided above. Provide your
evaluation between <label></label> tags with values 1 (consistent) or 0 (inconsistent) and add your explanations
in <explanation></explanation> XML tags. Before answering, please think about the question within
<thinking></thinking> XML tags.

Table 27: Prompt used for chain of thought faithfulness evaluation
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You are given a document and a summary (summarizing only a part of the document). You will go over the
document in the <doc></doc> tags carefully and try to understand it fully. Then you look at the summary
sentence in <summary></summary> tags. You have to identify whether the summary is factually consistent with
the given document. There are also other evaluator agents assigned the same task as you and you can also see
the discussion history in <chat_history></chat_history> tags below. You are also given a set of guidelines in
<guideline></guidelines> that you can refer to when making your arguments. Go over them carefully and make
sure you remember them.

<guidelines>
1. You should aim for accuracy and not comprehensiveness. If individual facts are correct, the summary is
factually consistent regardless of its comprehensiveness.
2. A summary does not imply that its facts are the only ones mentioned in the dialogue.
3. The summary is factually inconsistent if it makes an assumption that is not supported (explicitly or implicitly)
by the document.
4. The summary is factually inconsistent if it includes any information (even a minor detail) that is not present in
the document or can not be entailed from the document.
5. The summary is factually consistent if it is a paraphrase of the document and it does not change the meaning
of what is stated in the document.
6. Details (even crucial) that are present in the document but omitted in the summary do not lead to factual
inconsistency.
7. lack of coherence between summary sentences does not necessarily lead to factual inconsistency.
8. The summary should not hallucinate new entities such as new people or locations not mentioned in the
document otherwise it is factually inconsistent.
9. The summary does not have to provide the context or focus only on the main points of the document, it can
only focus on a minor concept.
10. The summary is factually consistent even if it omits crucial details from document.
11. The addition of details that are not mentioned in the document or can not be entailed from it, makes the
summary factually inconsistent.
12. Every word or phrase of the summary (or its paraphrase) should be present in the document otherwise the
summary is factually inconsistent.
13. If even a single part of the summary is factually inconsistent, then the whole summary is factually
inconsistent.
</guidelines>

<doc>
%s
</doc>

<summary>
%s
</summary>

<chat_history>
You (Agent 1): The summary is faithful.
Agent 2: The summary is unfaithful.
Agent 3: The summary is faithful.
Agent 4: The summary is unfaithful.
</chat_history>

Determine if the summary is factually consistent with the document provided above. Provide your
evaluation between <label></label> tags with values 1 (consistent) or 0 (inconsistent) and add your explanations
in <explanation></explanation> XML tags. Before answering, please think about the question within
<thinking></thinking> XML tags.

Table 28: Prompt used for evaluator agents for the first round of debate for faithfulness evaluation.
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You are given a document and a summary (summarizing only a part of the document). You will go over the
document in the <doc></doc> tags carefully and try to understand it fully. Then you look at the summary
sentence in <summary></summary> tags. You have to identify whether the summary is factually consistent with
the given document. There are also other evaluator agents assigned the same task as you and you can also see
the discussion history in <chat_history></chat_history> tags below. You are also given a set of guidelines in
<guideline></guidelines> that you can refer to when making your arguments. Go over them carefully and make
sure you remember them.

<guidelines>
1. You should aim for accuracy and not comprehensiveness. If individual facts are correct, the summary is
factually consistent regardless of its comprehensiveness.
2. A summary does not imply that its facts are the only ones mentioned in the dialogue.
3. The summary is factually inconsistent if it makes an assumption that is not supported (explicitly or implicitly)
by the document.
4. The summary is factually inconsistent if it includes any information (even a minor detail) that is not present in
the document or can not be entailed from the document.
5. The summary is factually consistent if it is a paraphrase of the document and it does not change the meaning
of what is stated in the document.
6. Details (even crucial) that are present in the document but omitted in the summary do not lead to factual
inconsistency.
7. lack of coherence between summary sentences does not necessarily lead to factual inconsistency.
8. The summary should not hallucinate new entities such as new people or locations not mentioned in the
document otherwise it is factually inconsistent.
9. The summary does not have to provide the context or focus only on the main points of the document, it can
only focus on a minor concept.
10. The summary is factually consistent even if it omits crucial details from document.
11. The addition of details that are not mentioned in the document or can not be entailed from it, makes the
summary factually inconsistent.
12. Every word or phrase of the summary (or its paraphrase) should be present in the document otherwise the
summary is factually inconsistent.
13. If even a single part of the summary is factually inconsistent, then the whole summary is factually
inconsistent.
</guidelines>

<doc>
%s
</doc>

<summary>
%s
</summary>

<chat_history>
%s
</chat_history>

Determine if the summary is factually consistent with the document provided above. Provide your
evaluation between <label></label> tags with values 1 (consistent) or 0 (inconsistent) and add your explanations
in <explanation></explanation> XML tags. Before answering, please think about the question within
<thinking></thinking> XML tags.

Table 29: Prompt used for evaluator agents during debate for faithfulness evaluation
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You are given a document, a summary (summarizing only a part of the document) and multiple judgments
from evaluator agents. You will go over the document in the <doc></doc> tags and the summary sentence
in <summary></summary> tags carefully. A summary is factually consistent if it can be entailed from
the document. You go over the discussion between the agents and their arguments shown in between
<chat_history></chat_history> tags. Your task is to make the final call on whether the summary is factually
consistent with the given document based on the evaluator agents responses. You are also given a set of
guidelines in <guideline></guidelines> which the agents have referred to, to make their arguments. Go over the
guideline carefully and try to remember them.

<guidelines>
1. You should aim for accuracy and not comprehensiveness. If individual facts are correct, the summary is
factually consistent regardless of its comprehensiveness.
2. A summary does not imply that its facts are the only ones mentioned in the dialogue.
3. The summary is factually inconsistent if it makes an assumption that is not supported (explicitly or implicitly)
by the document.
4. The summary is factually inconsistent if it includes any information (even a minor detail) that is not present in
the document or can not be entailed from the document.
5. The summary is factually consistent if it is a paraphrase of the document and it does not change the meaning
of what is stated in the document.
6. Details (even crucial) that are present in the document but omitted in the summary do not lead to factual
inconsistency.
7. lack of coherence between summary sentences does not necessarily lead to factual inconsistency.
8. The summary should not hallucinate new entities such as new people or locations not mentioned in the
document otherwise it is factually inconsistent.
9. The summary does not have to provide the context or focus only on the main points of the document, it can
only focus on a minor concept.
10. The summary is factually consistent even if it omits crucial details from document.
11. The addition of details that are not mentioned in the document or can not be entailed from it, makes the
summary factually inconsistent.
12. Every word or phrase of the summary (or its paraphrase) should be present in the document otherwise the
summary is factually inconsistent.
13. If even a single part of the summary is factually inconsistent, then the whole summary is factually
inconsistent.
</guidelines>

<doc>
%s
</doc>

<summary>
%s
</summary>

<chat_history>
%s
</chat_history>

Go over the agents responses, summarize them by saying who agrees/disagrees. Then looking at the
agents responses, how well they are associated with the guidelines and finally your own judgement of the
summary using the provided guidelines, determine if the summary is factually consistent with the document.
Provide your evaluation between <label></label> keys with values 1 (consistent) or 0 (inconsistent) and add
your explanations in <explanation></explanation> XML tags.

Table 30: Prompt used for the adjudicator agents.

12242



You are given a document and a summary. You will go over the document in the <doc></doc> tags carefully
and try to understand it fully. Then you look at the summary in <summary></summary> tags carefully. Your
task is to identify whether the summary contains an ambiguity according to the provided ambiguity tax-
onomy in <taxonomy></taxonomy> tags. A summary is ambiguous if it can have multiple correct interpretations.

<doc>
%s
</doc>

<summary>
%s
</summary>

<taxonomy>
1. Deduction: The summarizer has made a logical deduction (well or poorly), utilizing premises from the source
document to draw a conclusion that cannot be directly traced to the source document.
2. Common-sense inference: The summarizer appears to have made an inference based on common sense
notions.
3. Value-based inference: The summarizer appears to have made an inference based on assumed values.
4. Other implicit reasoning phenomenon: Some other kind of implicit reasoning took place that affects the
summary’s evaluability.
5. Hypernymy/Generalization: A more general meaning is used in the summary than is observed in the source
document (for the same topic).
6. Hyponymy/Specialization: A more specific meaning is used in the summary than is observed in the source
document (for the same topic).
7. Synonymy/Paraphrasing: Meaning from the source document is paraphrased in such a way that interpretation
is challenged. The meaning has not technically changed, but the way the meaning is built changed.
8. Structural ambiguity: A phrase or sentence in the summary has multiple valid parses (multiple valid syntactic
structures), and it is not obvious which parse is intended.
9. Lexical ambiguity: A word in the summary has multiple valid interpretations, and it is not obvious which
meaning is intended.
10. Other ambiguity phenomenon: There is another type of linguistic ambiguity in the summary that is likely to
cause difficulty in interpretation. Other types of ambiguity include scope ambiguity and pronoun reference
ambiguity.
11. Vagueness: The meaning of part of the summary is underspecified, resulting in many realities being
compatible with the claim made. For this use case, it would be so many realities that there is confusion about
what claim is actually being made and whether the claim can be evaluated reliably.
12. Other meaning phenomenon: There is something else about the literal meaning of the summary that may
have made it challenging to assess its factuality.
13. Decontextualization: The summary puts forth or describes something outside of the context in which its
meaning was meant to be interpreted. It takes on new meaning or loses its meaning outside of that context.
14. Conflation: The summary joins or synthesizes pieces of information that were independently relevant in the
source document. (It may have done this to good effect or to bad effect.)
15. Other context phenomenon: Some other challenge related to the relationship between the summary’s
meaning and the context(s) in the source document.
</taxonomy>

Go over the agents responses, summarize them by saying who agrees/disagrees. Then looking at the
agents responses, how well they are associated with the guidelines and finally your own judgement of the
summary using the provided guidelines, determine if the summary is factually consistent with the document.
Provide your evaluation between <label></label> keys with values 1 (consistent) or 0 (inconsistent) and add
your explanations in <explanation></explanation> XML tags.

Table 31: Prompt used for ambiguity detection baseline.
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You are given a document and a summary. You will go over the document in the <doc></doc> tags carefully and try to understand it fully.
Then you look at the summary in <summary></summary> tags carefully. Evaluator agents have had rounds of discussion to identify whether
the summary is factual or not and you can see their arguments in <arguments></arguments> tags. Different agents might have contrasting
reasonings on whether the summary is factual or not and they might be correct in their judgement even though they have opposing views.
Your task is to go over the arguments and identify whether the summary contains an ambiguity using the provided ambiguity taxonomy in
<taxonomy></taxonomy> tags that can cause opposing views of the factuality. An ambiguity is present when the summary can be correctly
classified as both factual and non-factual at the same time. Please note that the arguments might not be correct as the agents might have misused
the provided guidelines in <guidelines></guidelines> tags so first make sure the agents’ arguments indeed follow the guidelines and then only
consider the ones that are sound in your ambiguity evaluation.

<doc>
%s
</doc>

<summary>
%s
</summary>

<arguments>
%s
</arguments>

<guidelines>
1. You should aim for accuracy and not comprehensiveness. If individual facts are correct, the summary is factually consistent regardless of its
comprehensiveness.
2. A summary does not imply that its facts are the only ones mentioned in the dialogue.
3. The summary is factually inconsistent if it makes an assumption that is not supported (explicitly or implicitly) by the document.
4. The summary is factually inconsistent if it includes any information (even a minor detail) that is not present in the document or can not be
entailed from the document.
5. The summary is factually consistent if it is a paraphrase of the document and it does not change the meaning of what is stated in the document.
6. Details (even crucial) that are present in the document but omitted in the summary do not lead to factual inconsistency.
7. lack of coherence between summary sentences does not necessarily lead to factual inconsistency.
8. The summary should not hallucinate new entities such as new people or locations not mentioned in the document otherwise it is factually
inconsistent.
9. The summary does not have to provide the context or focus only on the main points of the document, it can only focus on a minor concept.
10. The summary is factually consistent even if it omits crucial details from document.
11. The addition of details that are not mentioned in the document or can not be entailed from it, makes the summary factually inconsistent.
12. Every word or phrase of the summary (or its paraphrase) should be present in the document otherwise the summary is factually inconsistent.
13. If even a single part of the summary is factually inconsistent, then the whole summary is factually inconsistent.
</guidelines>

<taxonomy>
1. Deduction: The summarizer has made a logical deduction (well or poorly), utilizing premises from the source document to draw a conclusion
that cannot be directly traced to the source document.
2. Common-sense inference: The summarizer appears to have made an inference based on common sense notions.
3. Value-based inference: The summarizer appears to have made an inference based on assumed values.
4. Other implicit reasoning phenomenon: Some other kind of implicit reasoning took place that affects the summary’s evaluability.
5. Hypernymy/Generalization: A more general meaning is used in the summary than is observed in the source document (for the same topic).
6. Hyponymy/Specialization: A more specific meaning is used in the summary than is observed in the source document (for the same topic).
7. Synonymy/Paraphrasing: Meaning from the source document is paraphrased in such a way that interpretation is challenged. The meaning has
not technically changed, but the way the meaning is built changed.
8. Structural ambiguity: A phrase or sentence in the summary has multiple valid parses (multiple valid syntactic structures), and it is not obvious
which parse is intended.
9. Lexical ambiguity: A word in the summary has multiple valid interpretations, and it is not obvious which meaning is intended.
10. Other ambiguity phenomenon: There is another type of linguistic ambiguity in the summary that is likely to cause difficulty in interpretation.
Other types of ambiguity include scope ambiguity and pronoun reference ambiguity.
11. Vagueness: The meaning of part of the summary is underspecified, resulting in many realities being compatible with the claim made. For this
use case, it would be so many realities that there is confusion about what claim is actually being made and whether the claim can be evaluated
reliably.
12. Other meaning phenomenon: There is something else about the literal meaning of the summary that may have made it challenging to assess
its factuality.
13. Decontextualization: The summary puts forth or describes something outside of the context in which its meaning was meant to be interpreted.
It takes on new meaning or loses its meaning outside of that context.
14. Conflation: The summary joins or synthesizes pieces of information that were independently relevant in the source document. (It may have
done this to good effect or to bad effect.)
15. Other context phenomenon: Some other challenge related to the relationship between the summary’s meaning and the context(s) in the
source document.
</taxonomy>

Go over the agents responses, summarize them by saying who agrees/disagrees. Then looking at the agents responses, how well
they are associated with the guidelines and finally your own judgement of the summary using the provided guidelines, determine if the summary
is factually consistent with the document. Provide your evaluation between <label></label> keys with values 1 (consistent) or 0 (inconsistent)
and add your explanations in <explanation></explanation> XML tags.

Table 32: Prompt used for ambiguity detection with debate arguments.
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LLM Model

TofuEval AggreFact

MeetingBank MediaSum CNN XSum
Sentence-Level Summary-Level Sentence-Level Summary-Level

BAcc K-alpha BAcc K-alpha BAcc K-alpha BAcc K-alpha BAcc K-alpha BAcc K-alpha

fin
et

un
ed

SummaC-CV 62.80 - - - 63.70 - - - 65.20 - 54.50 -
T5-NLI-Mixed 55.30 - - - 59.10 - - - 54.60 - 52.30 -
FT5-ANLI-L 60.10 - - - 57.40 - - - 51.20 - 60.00 -
DAE 69.50 - - - 65.10 - - - 50.80 - 59.10 -
QAFactEval 65.70 - - - 61.30 - - - 54.30 - 62.10 -
SummaC-ZS 71.00 - - - 69.50 - - - 51.10 - 61.50 -
AlignScore 72.60 - - - 69.20 - - - 52.40 - 71.40 -
MiniCheck 77.30 0.51 68.07 0.30 73.58 0.44 69.52 0.36 69.95 0.33 74.26 0.48

L
la

m
a3

Zero-shot LLM 75.57 0.52 68.15 0.38 66.09 0.38 56.23 0.00 60.18 0.28 68.13 0.35
Zero-shot CoT 75.63 0.53 68.45 0.39 65.91 0.37 58.77 0.09 63.34 0.35 68.17 0.35
Self-consistency 74.71 0.52 69.05 0.40 67.14 0.41 61.07 0.15 62.56 0.34 68.87 0.37

MADISSE 79.67 0.53 75.08 0.50 75.17 0.51 68.06 0.36 66.88 0.34 75.10 0.50

MADISSE * 79.07 0.53 78.06 0.57 76.94 0.54 70.59 0.42 69.13 0.39 73.62 0.47
MADISSE ** 79.13 0.54 77.42 0.56 76.27 0.53 69.25 0.39 69.03 0.39 74.71 0.49

Table 33: Full results on a diversity of fact-checkers both on sentence-level and summary-level summaries. The
finetuned results are directly presented from Tang et al. (2024a) along with their best performing MiniCheck
(Flan-T5) variant. MADISSE * is MADISSE w. sim debates (agents vote) and MADISSE * represents MADISSE w.
sim debates (debates vote).

Model BAcc K-alpha FPR (%) FNR (%)

MADISSE wo. random initialization 63.13 0.20 1.33 72.41
MADISSE 68.06 0.36 17.33 46.55
MADISSE w. simultaneous debates (4 agents, 2+, 2-) 70.59 0.42 14.00 44.83
MADISSE w. simultaneous debates (5 agents, 2+, 3-) 69.80 0.40 23.33 37.07
MADISSE w. simultaneous debates (5 agents, 3+, 2-) 62.22 0.19 4.00 71.57

Table 34: The effect of stance distribution on performance on MediaSum dataset.

Model
TofuEval AggreFact

MeetingBank MediaSum CNN XSum

FPR FNR FPR FNR FPR FNR FPR FNR

Zero-shot single LLM 6.55 57.14 0.01 86.20 0.80 78.95 16.49 47.25
Zero-shot Chain of Thought 5.95 57.14 4.00 78.45 1.40 71.93 18.24 45.42
Self-consistency 4.76 57.14 2.00 75.56 1.20 73.68 16.84 45.42

MADISSE wo initialization 3.58 58.16 1.33 72.41 1.00 78.95 9.82 49.82
MADISSE 25.00 26.50 16.00 50.86 4.59 56.14 30.88 25.27

MADISSE w. simultaneous debates (agents vote) 12.43 29.59 16.67 44.83 5.59 56.14 24.56 28.20
MADISSE w. simultaneous debates (debates vote) 12.50 32.65 14.00 44.83 5.79 56.14 24.21 26.37

Table 35: The FPR and FNR of different evaluators.

Model
TofuEval AggreFact

MeetingBank MediaSum CNN XSum

BAcc K-alpha BAcc K-alpha BAcc K-alpha BAcc K-alpha

Zero-shot single LLM 69.30 0.41 62.07 0.16 58.17 0.22 72.00 0.44
Self-consistency (n=40) 68.62 0.39 65.51 0.26 56.42 0.17 74.63 0.49

MADISSE 74.40 0.46 68.05 0.36 70.79 0.13 72.86 0.45

MADISSE w. simultaneous debates (agents vote) 76.96 0.54 72.51 0.46 70.63 0.33 74.35 0.49
MADISSE w. simultaneous debates (debates vote) 77.76 0.56 72.94 0.47 71.30 0.33 74.53 0.49

Table 36: Main table comparing the debate setup with baselines using GPT-4o-mini as the main LLM.
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Model MediaSum

BAcc K-alpha FPR (%) FNR (%)

Zero-shot single LLM 55.56 - 2.67 86.21

MADISSE 58.92 0.18 37.33 44.83

MADISSE w. simultaneous debates (agents vote) 61.81 0.21 10.00 66.38
MADISSE w. simultaneous debates (debates vote) 63.10 0.24 10.00 63.79

Table 37: Main table comparing the results on a small size model Llama-3-8b.
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