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Abstract

Email is a vital conduit for human communi-
cation across businesses, organizations, and
broader societal contexts. In this study, we
aim to model the intents, expectations, and re-
sponsiveness in email exchanges. To this end,
we release SIZZLER, a new dataset containing
1800 emails annotated with nuanced types of
intents and expectations. We benchmark mod-
els ranging from feature-based logistic regres-
sion to zero-shot prompting of large language
models. Leveraging the predictive model for
intent, expectations, and 14 other features, we
analyze 11.3M emails from GMANE to study
how linguistic and social factors influence the
conversational dynamics in email exchanges.
Through our causal analysis, we find that the
email response rates are influenced by social
status, argumentation, and in certain limited
contexts, the strength of social connection.

1 Introduction

From greeting friends to discussing work, emails
have become a vital component of human commu-
nications in modern society. A key intent behind
many emails is to get a reply from the recipient.
When making requests of other people, multiple
theories have suggested specific factors that predict
whether a request will be successful, e.g., its polite-
ness (Brown and Levinson, 1987). Prior work in
NLP has focused on testing the effects of specific
factors like power and face-saving as predictors
(e.g., Danescu-Niculescu-Mizil et al., 2013; Prab-
hakaran et al., 2014). Yet, these studies often lack
the big picture of the environment in which a re-
quest is made to understand how multiple factors
interact to influence successful requests. Email rep-
resents an ideal setting for studying such requests
due to social structure (revealed through communi-
cation) and the flexible content length. As a result,
here, we propose a new study of requests by using

* denotes equal contribution

Social Dynamics Modeling

Conversation-Ending 
Emails

Hi Joelie, we just developed a new roast I 
think you might be interested. Would you 
like to try some free samples? We’ll send 
them out and feel free to let us know! 

Hello, I’m having issues with my 
MX6550 laptop. Could you please 
help? Thank you!

Sure! I’ll be glad to help. When did you 
purchase the laptop? There was a recall 
last year for some of our models. What 
seems to be the problem? 

It restarts continuously. I tried shutting 
it down and rebooting it sometimes, 
but it didn’t help much. Do you know 
what’s the problem and how to fix it?

Thank you!  
Hi - we’re also having an issue with the 
bluetooth scale we purchased through you. 
Could you help us trouble-shoot? Thanks!

Sorry to hear that! Sure thing, I’m 
including our technical support guru 
Franklin on this email. He’ll be able to 
take a closer look and help!

Hello Joelie, Let’s get it fixed! Can you 
provide some more details on the issue? 
For example, are you having trouble 
connecting the bluetooth?

Sure thing! I’m having trouble connecting 
to the Bluetooth, sometimes, even when 
successfully connected, it’s still unstable 
when connecting from a long distance…

Figure 1: The overview of analyzing the social dynam-
ics of conversation-ending emails. By introducing a
novel dataset and associated classifiers, we develop a
set of social and linguistic factors to conduct causal
analysis to predict conversation-ending emails.

longitudinal email data with causal inference to
holistically test what predicts a successful request,
i.e., a received reply.

Email communications have been studied for
many years (Lang, 1995; Baron, 2002; Dürscheid
et al., 2013), with recent research focused on the
structure, dynamics, and intent of email exchanges
(Wang et al., 2019; Shu et al., 2020a; Robertson
et al., 2021b; Shah et al., 2023). However, despite
existing research studying email communication
(Di Castro et al., 2016; Kooti et al., 2015; Zhang
et al., 2020), it is still unclear how the social fea-
tures like the sender’s position in the network, writ-
ing style, and tone shape the structure and dynam-
ics of email exchanges. In this work, we address
the following research question: In what ways do
social and linguistic factors influence the likelihood
of an email receiving a response?
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To model the dynamics of email conversation,
this study analyzes over 11M emails from the
GMANE corpus (Bevendorff et al., 2020), a dataset
of email chains on a public forum. We introduce
a new dataset, SIZZLER, that captures the intent
and reply-expectation of emails, and create a com-
prehensive list of social and linguistic factors for
each email, such as the sender’s position in the
GMANE network and the argument quality of their
text. Figure 1 illustrates our modeling framework.

Our contribution is threefold. First, we introduce
a new dataset, SIZZLER, of emails annotated for
intents and sender expectations by human experts.
Second, we propose a structured framework for
modeling the mechanisms that potentially increase
the likelihood of an email receiving a reply. We re-
lease these labels for 11M GMANE emails, along
with the associated computational features (e.g.,
argument quality). Third, we conduct a causal anal-
ysis using propensity score matching to determine
which of a comprehensive list of social network and
linguistic factors influence email responses. We
find that email response rates are generally more
impacted by social status and argumentation than
by the strength of social connection. All data and
code are available on GitHub.1

2 The SIZZLER Dataset

We present the Social Information for analyZing
and characteriZing the Likelihood of Email
Replies (SIZZLER) dataset, which is based on the
Webis GMANE Email Corpus 2019 (Bevendorff
et al., 2020). The GMANE corpus is one of the
largest email datasets available, comprising over
153 million emails from gmane.io. To analyze the
effects of social network and linguistic factors on
reply behavior in emails, SIZZLER includes not
only each email’s reply status and the pragmatic
factors of interest, but also a number of covariates
that influence email replies, such as the sender’s
communicative intent (Cohen et al., 2004; Dabbish
et al., 2005; Sappelli et al., 2016) and expectation of
receiving a reply (Hanrahan et al., 2016b) (e.g., al-
lowing us to account for confounders like: an email
thanking someone for their help is less likely to re-
ceive a reply and more likely to be polite). To cre-
ate this dataset, we first extract features related to
email threads and networks from the GMANE cor-
pus and then develop models to capture the sender’s

1https://github.com/davidjurgens/
per-my-previous-email

comp linux music org os network
science mail culture 15 others unknown

Figure 2: The email reply network for Dec 2009. The
network has a clear grouping of communities across all
mailing lists, shown as color.

communicative intent expectations of receiving a
reply. This section describes the data processing,
case definitions, and annotation process.

2.1 Preprocessing and Sampling

We filter non-English content (∼15% of the emails)
to focus on the dominant language in the corpus.
We preprocess and analyze data from the entire
twelve months of 20092. Overall, our data includes
11.03M emails written by 1.78M users. The data
contains 1.88M discussion threads and 7.46M un-
replied emails that were either written as part of a
discussion thread or singleton threads. We further
extract features of the email, including the num-
ber of characters in the email’s body and support-
ing content (e.g., code, logs, opening) as defined
by Bevendorff et al. (2020); the top-level group
the email was posted in; and the properties of the
discussion thread the email include labeled topic,
length, breadth, the depth of the post in the discus-
sion tree; and whether the email received a reply.

2.2 GMANE Network

As a public email forum, the interactions on
GMANE contain a structure representing which
individuals communicate with each other. We con-
struct a directed, weighted network from email
replies; there is an edge from user i to user j if i
replies to j, with the edge weight representing the
log-scaled number of replies. Figure 2 shows the

2Even though the platform contains data through 2019, we
chose to analyze data from 2009 as there was fairly stable
email volume between 2007-2009 and a steep decline in email
volume from 2009 to 2010 (Appendix Figure 7). As we are
unaware of why these declines occur, utilizing 2009 was the
best way to ensure the most recent and reliable data.
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network based on 731,252 email posts from Dec
2009, with components with fewer than 100 users
removed (138,346 users, 232,277 edges). The net-
work shows two clear core-periphery structures in
the GMANE network that are largely uncorrelated
with the top-level group that users most often post
in. From this network, we calculate each author’s
relative position in the network. In large social net-
works, an individual’s social status and connection
are frequently related to their position in the struc-
ture of the network, with high-status individuals
closer to the core and disproportionately having ties
to other high-status individuals (Ball and Newman,
2013). These structural differences lend themselves
to differences in social connectedness and status
and, as such, may influence whether a particular
user is likely to get a response to their email.

2.3 Human-Annotation

Some emails are, by construction, not intended to
get a response. When analyzing what linguistic and
network factors influence responses, we want to
control for the confounding effects of the sender’s
communicative intent and expectation of receiving
a reply. To classify an author’s intent and expecta-
tions, we design an annotation pipeline to collect
labels from expert annotators.

Data Sampling and Annotation Schema By na-
ture, the GMANE dataset does not distribute uni-
formly over characteristics that are likely to influ-
ence communicative intent and expectations (e.g.,
discussed topics, length of emails). Therefore, we
use stratified sampling (Neyman, 1992) in the hu-
man annotation, to increase the diversity of our la-
beled data. The strata are defined using four email
characteristics, including Topic, Length, Depth and
Reply-Expectation (see Appendix A.1).

Nine expert annotators decided the annotation
schema for this study, through three rounds of an-
notation on a small sample of data. The schema
was grounded in existing schema (Wang et al.,
2019; Sappelli et al., 2016)3, but adapted to the
GMANE dataset. Annotation guidelines were re-
fined by discussing disagreements and removing
low-frequency categories (e.g., scheduling). Our

3Wang et al. (2019) defined four distinct categories for
email intents, including information exchange, task manage-
ment, scheduling and planning, and social communication.
Sappelli et al. (2016) and Carvalho and Cohen (2005) based
their classification of intent on the theory of speech acts, cate-
gorizing emails into request, propose, commit, deliver, amend,
refuse, greet, and remind.
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P[Reply Received | Intent, Expectation]
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Figure 3: Probability of an email in the labeled data re-
ceiving a reply, stratified by intent and reply-expectation.
Error bars represent 95% bootstrap confidence intervals.
There is no bar in the (Spam,Yes) stratum because anno-
tators were instructed that these categories are mutually
exclusive. The error bar in the (Pleasantries,Yes) stra-
tum is large because it contains only 3 observations.

final annotation schema contains six email intents
(Sharing, Requesting, Promising, Personal Commu-
nication, Formalities, Auto-generated or Spam) and
three expectations (Response Expected, Response
Non-Expected, and Not Applicable). A detailed de-
scription of the categories is in Appendix Table 3.

Multiple rounds of alignment were required
because many emails had multiple interpreta-
tions. Consider, for example, an email that reads
“Here’s an encrypted password: go decrypt it:
xx/XxXXxxxxxXXX.” During the pilot, annotators
saw two interpretations of this email: 1) the sender
giving the recipient a sample password to test their
decryption algorithm on (Intent: sharing informa-
tion, Reply Expected: no) or 2) the sender asking
the recipient to decrypt a password for them (Intent:
requesting help, Reply Expected: yes). Since the
sender explicitly requests an action (“go decrypt
it”), we chose the second interpretation.

Annotation Process Annotators included 9 stu-
dents from a public university in the United States,
who are all authors of the paper. For each example,
annotators are shown the subject and body of one
post and asked to rate the sender’s intents and ex-
pectations. Annotation occurred in two phases. In
the first phase, all annotators are asked to indepen-
dently label the same 30 emails as a pilot study in
order to calculate interannotator agreement. After
this phase ended, the authors discussed cases with
high disagreement to ensure better alignment in
the final labeled data. In the second phase, each
annotator is assigned around 200 instances to la-
bel. Since larger, noisier sets of labeled data may
lead to higher quality models than fewer, cleaner
labels (Song et al., 2022), emails in this second
phase were each annotated by a single rater. As
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a result, the second phase produced 1,811 labeled
emails that were used in modeling. We use the
POTATO (Pei et al., 2022) annotation platform for
both phases (Appendix Figure 6).

2.4 SIZZLER Dataset Analysis

Labeled Data We use different agreement mea-
sures to validate our annotation process. Our aver-
age pair-wise agreement IAA and Krippendorff’s
α (Hayes and Krippendorff, 2007) were moder-
ate, in part due to the class imbalance and inherent
subjectivity in understanding email intention. The
Expect-Reply category, which is the main focus
of our analysis, had a sufficiently α high value of
0.58 to support our causal analysis. We report and
discuss full details of the agreement in Appendix A.

Distribution of Email Intents Sharing was the
most commonly occurring category in the labeled
data (79%), followed by Reply-Expectation (42%)
and Requesting (40%). The remaining categories
occurred in under 10% of labeled emails. We ana-
lyze the distribution of email intents with respect to
sender expectations. Figure 3 shows the probability
of receiving a reply, stratified by the labels for the 5
intent categories and reply-expectation. In general,
the sender’s communicative intent is associated
with both expectation and receipt of reply. Senders
are more likely to receive a reply when they expect
one (53%) than when they don’t (40%). Messages
that share or request information are most likely to
receive replies. Senders are most likely to expect
replies when requesting information (94%).

3 Classifying Intents and Expectations

We use our labeled data to model the sender’s com-
municative intent and reply expectation across the
entire dataset, in a multi-label classification task.
To understand why this task is important, consider
an email simply saying “Thank you!” where the
sender probably not expecting a reply. This type
of message would confound our analysis, because
it is both less likely to receive a reply and has sys-
tematic differences in linguistic features (e.g., poor
argumentation). The GMANE dataset is not la-
beled with the sender’s communicative intent or
reply expectation, so we modeled these features.
Having access to these features at scale allows us to
then match replied and unreplied messages on the
sender’s reply expectation and intent using propen-
sity score matching, and analyze the effects of fac-
tors like network position, argumentation quality,

Random
Prediction

Llama3-Instr
(Multi)

Llama3-Instr
(Single)

Logistic
Regression

RoBERTa
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Figure 4: F1 scores of different models at identifying
email intents and sender expectations. Llama3-Instruct
(Multi) and Llama3-Instruct (Single) are zero-shot mod-
els with multi- and single-label settings, respectively.

etc. on reply behavior.

3.1 Experimental Setup

The dataset is split into train, validation, and test
using an 8:1:1 ratio. Detailed training and inference
parameters are shown in Appendix A.

Masked Language Models We fine-tune a
masked language model, RoBERTa (Liu et al.,
2019), trained for three epochs to classify email
intents and expectations from the labeled data.

Generative Language Models Additionally, we
use Llama-3-Instruct(8B) (AI@Meta, 2024) model
for zero-shot inference on classification tasks, ap-
plying vLLM (Kwon et al., 2023) technique to
accelerate the inference process. We use two
types of classification prompts to accomplish zero-
shot inference tasks: “Multi-Options” and “Single-
Option”. For “Multi-Options”, we ask the model
to multi-select from all email intents in a single
prompt. For “Single-Option”, we ask the model
about its tendencies on each email intent, across 7
prompts. Prompts are shown in Appendix Table 5.

Baselines For comparison, we develop two base-
line models for the tasks. Our first baseline model
randomly predicts each class. The second base-
line is a logistic regression trained to output each
of the 7 labels, where the input is the frequency
of the most common unigrams and bigrams in the
emails after removing stopwords. A penalty term
of C = 1 is best over our validation set, with all
other hyperparameters set to default values.

3.2 Prediction Results

Figure 4 depicts the comparative performance of
each model. A detailed comparison, including
each model’s recall, precision, and F1 scores, is
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provided in the Appendix Table 4. The genera-
tive and masked language models achieved strong
performance in predicting communicative intents
and expectations. All models outperform the ran-
dom baseline, except the logistic regression F1-
macro score—suggesting that email intents and
expectations are not well-modeled by unigrams
and bigrams alone, instead requiring models with
stronger contextual and semantic representations.
Overall the RoBERTa classifier outperforms both
versions of the Llama3 zero-shot classifiers (Multi
and Single) by a significant margin, underscoring
the limitations of zero-shot classifiers in compari-
son to fine-tuned encoder models like the RoBERTa
classifier in this study 4. A notable exception are
categories where our training data had very few pos-
itive labels (e.g., Promising, Personal, and Spam)
and the model generated few to no positive la-
bels.5 The Llama3 classifier performs better in
these categories, suggesting the utility of zero-shot
approaches when getting enough labeled data is
a challenge. The discrepancy between micro and
macro F1 scores across all classifiers is the effect
of class imbalance in most categories.

4 Factors Influencing Getting A Response

Our analysis studies how the likelihood of receiving
a reply is influenced by several factors that relate
to social connection, social status, and use of ar-
gumentation to engage on GMANE. This includes
the style or tone of their writing and how the author
is positioned in the social network. We propose 14
factors (eight linguistic, six network properties) to
quantify different aspects of connection, status, and
argumentation. We use propensity score matching
to estimate how these 14 factors affect reply be-
havior, on a subset of emails that are matched to

4We experimented with a two-shot setting for the Single-
Choice task, but performance declined for some intent types,
with the micro-averaged F1 score dropping from 0.53 to 0.47.
Adding two-shot examples made the model more likely to pre-
dict the positive label, decreasing precision while increasing
recall. These results highlight Llama3-8B-Instruct’s limited
ability to judge email intent, and that RoBERTa is superior
both in performance and speed for constructing our dataset.

5In our analysis, the modeled intentions and expectations
were used as control variables in our propensity score match-
ing. We suspect there was little effect of these three classes
on the PSM because (1) these classes are rare in practice so
the matching is less likely to place significant emphasis on
them, (2) because of their infrequency, any distortion to the
matching expected to be low, and (3) although classification
performance is low, matching is performed on the P(class|text)
value, so the matching model itself may still make use of rel-
atively weak signals of these classes, even if the classifier’s
absolute prediction is off.

control for other confounding properties. We find
that the effect of these social and linguistic factors
is context-sensitive and heterogeneous.

4.1 Motivation and Causal Factors
Online forums allow users to seek social con-
nection, i.e., deepening relationships or building
strong ties; social status, i.e., increasing actual or
perceived position in the social hierarchy; and en-
gagement in argumentation, i.e., explaining their
ideas or experiences in a compelling way (Stein-
field et al., 2009; Baek et al., 2011; Steinfield et al.,
2013; Ryan et al., 2017; Lampel and Bhalla, 2007).
Apart from the content they contribute to GMANE
(e.g., what they post, what group it’s posted in),
users have two main levers for achieving these
objectives via computer-mediated communication:
how they write (linguistic factors like tone or style)
(Zhang et al., 2018; Danish et al., 2021; Irani et al.,
2024; Peterson et al., 2011; Bhat et al., 2021) and
who they choose to engage with (reply behavior
and the resulting network factors) (Ball and New-
man, 2013; Shah et al., 2023).

Our analysis considers a range of linguistic and
network factors that relate to social connection, so-
cial status, and argumentation. While prior work
has often studied these factors independently, our
study analyzes both linguistics and network factors
together to determine their respective roles in reply
behavior. For instance, linguistic cues can be used
to build solidarity and connection with recipients
(e.g., intimacy or, as a negative example, toxicity)
(Koudenburg et al., 2017) or affirm social status
(e.g., formality, politeness) (Peterson et al., 2011;
Zhang et al., 2018). Similarly, a user’s position in
the network may indicate that they have high status
(e.g., measures of node importance like PageR-
ank) or strong connections (e.g., measures of tie
strength like clustering and reciprocity) (Granovet-
ter, 1973; Gupte et al., 2011). Since GMANE is pri-
marily used to seek expertise and input, strong argu-
mentation and information-sharing are also impor-
tant markers of status (Lampel and Bhalla, 2007).
Therefore, our analysis considers linguistic factors
related to argumentation (cogency, effectiveness,
quality, and clarity) as well as network factors re-
lated to expertise and engagement (Hub/Authority
HITS scores and out-degree). Appendix Table 6
summarize all factors and Figures 14-15 show that
these factors are only moderately correlated, sug-
gesting that they measure distinct social and lin-
guistic aspects of communication.
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Prior works have examined the effects of text and
network factors on engagement online, often find-
ing that they result in more likes, shares, and replies
(cf. Section 5). Often, this work suggests that
posts should get greater engagement, i.e., higher
likelihood of receiving a reply, when they con-
tain [H1] stronger interpersonal connection (higher
reciprocity, clustering, intimacy; and lower toxi-
city), [H2] markers of higher status (PageRank,
HITS, and outdegree), [H3] affirmation of higher
status (formality, politeness), and [H4] stronger
argumentation. However, this prior work was not
conducted in email forums like GMANE, so it is
unclear whether these findings will generalize. For
instance, engagement in other online platforms is
often driven by curated feed algorithms, which al-
low users to imagine they are talking to only their
strongest ties (Kaplan, 2021). By contrast, public
intimacy does not necessarily facilitate social con-
nection on sites like GMANE, since initial emails
are broadcast to the whole list.

4.2 Propensity Score Matching
We use stratified propensity score matching (PSM)
to estimate whether the likelihood of a response
is associated with linguistic and network factors.
This approach involves analyzing emails that have
received a reply against a comparison group of
unresponded emails with similar covariates, as de-
scribed by Imbens and Rubin (2015).

Subsetting We separately model what factors af-
fect response emails (i.e., emails that reply to an
existing post or thread in a mailing list) and initial
emails (i.e., a root post). A reply to an initial email
allows a conversation to begin while replying to a
response email allows an existing conversation to
continue. Since conversations begin and continue
under very different contexts (e.g., initial emails
are broadcast to the whole list and response emails
are visible to the whole list but only go to the peo-
ple on the thread), we build separate models rather
than a joint model of reply behavior.

Matching Following a standard PSM approach,
a Random Forest classifier is used to predict the
likelihood of each email receiving a reply from a
set of relevant covariates: (1) Discussion tree fea-
tures (6 covariates): tree depth, number of branches,
number of nodes, number of leaves, depth of
mail in tree; (2) Linguistic features (11 covari-
ates): number of characters per email section (e.g.,
main body), and the predicted likelihood of our

RoBERTa model of the seven email intents and
expectations. and (3) Time features (3 covariates):
the hour of the day (standardized to UTC), the day
of the week (Mon, Tues, etc.), and the month.

This classifier is trained using 5-fold cross-
validation on all of the data to estimate the prob-
ability of receiving a reply for the held-out fold.6

Each email that received a reply is matched with
an email that did not receive a reply with similar
probabilities (within 0.01), effectively equalizing
the covariate distribution in the matched sample.

Modeling Finally, we run a logistic regression
on the matched data to model the odds of a post
receiving a reply (dependent variable) as a func-
tion of all network and linguistic factors in Table 6.
For double robustness, we control for a subset of
matching covariates with low multicollinearity. All
independent variables in the regression had vari-
ance inflation factors < 4. We report standardized
coefficients, and 95% confidence intervals are ad-
justed for multiple comparisons using a Bonferroni
correction. We calculate all network factors from
the network of the month prior to the email date, in
order to avoid confounding the outcome (whether
the email received a reply) with network covariates
(based on edges representing email replies).

4.3 Results

Figure 5a shows factors that influence whether a
conversation begins, from 862,820 matched pairs
of initial emails, while Figure 5b shows factors
that influence whether a conversation continues,
from 816,902 matched pairs of response emails.
Notably, these associations are not confounded by
any of the factors we matched on, including email
intent (share, request, etc.) and expectation of reply.
The regression results exhibit minimal temporal
variation within 2009 (cf. Appendix Figure 17 and
Figure 18).

We find both network and text factors are essen-
tial in predicting whether an email gets a response.
Overall, social connection factors (i.e., strategies to
build solidarity and strong relationships), social sta-
tus factors (i.e., strategies to assert or improve their
position in the social structure), and argumentation
(i.e., strategies to communicate logically and com-
pellingly) elicit responses at different times and un-
der different contexts in email conversations. While

6We use the default parameters of the Random-Forest clas-
sifier in Scikit-Learn (Pedregosa et al., 2011) but set the maxi-
mum number of trees to 50 to avoid overfitting.
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(a) Initial Email (Conversation Begins) (b) Response Email (Conversation Continues)

Significant Positive Effect
Significant Negative Effect 

No Significant Effect

Figure 5: An analysis of what linguistic and network features are associated with the likelihood that an email gets a
reply, stratified by whether it is the first email in a chain or a later response. Panel A examines initial emails where
conversations may begin, while Panel B shows associations for response emails where conversations may continue.
We see that social connection affects response rates in initial emails but not response emails, text-based social status
factors play a bigger role in initial emails while network factors play a bigger role in response emails, and affective
argumentation is associated with more replies while cognitive argumentation is not. Comparisons are made using
Propensity Score Matching, to account for the confounding effects that the email intent, expectation, and structural
factors (e.g., time, community, tree depth) may have on reply behavior.

consistent with prior literature suggesting that these
social and linguistic factors influence how people
choose to interact with each other (Koudenburg
et al., 2017), our findings also depart from prior
theory in some cases, pointing to some differences
between GMANE and other online forums likely
related to the platform’s structure.

Social Connection In testing H1, we find that the
relationship between social connection and reply
behavior is very context-sensitive and not always
as hypothesized. In many cases, social connection
does not affect response rates at all. This varia-
tion is likely attributable to audience design, or the
ways in which people shift their style to match the
inferred expectation of their audience (here, email
readers) (Clark and Murphy, 1982).

First, conversations are more likely to begin
when the sender seeks social connection through
the network rather than via text. Initial emails tend
to receive a response when senders have strong so-
cial ties (higher levels of clustering and reciprocity
in the network) and are less likely to receive a
response when written more intimately. Intimate
posts on SNS are often understood as encourag-
ing the user’s strongest ties to engage (Imlawi and
Gregg, 2014). However, sites like GMANE do not
allow users to target initial emails to a specific au-
dience (Kaplan, 2021), which may make intimacy
less effective and shift social norms around self-
disclosure. Instead, individuals with stronger ties

in the network, are more likely to receive replies.
Second, social connection factors differently af-

fect whether conversations begin vs. whether they
continue. Although replies are accessible to ev-
eryone, only those participants in the conversation
are directly notified of them, so conversations can
be imagined as having a narrower audience. In
this context, social connection factors are mostly
not associated with whether conversations continue.
Although strong social ties may facilitate replies
to initial emails, they may not be as useful once a
conversation has already begun.

Third, more toxic initial posts were slightly more
likely to receive a response, possibly because such
emails capture the attention of community mod-
erators (Hanrahan et al., 2016a). This finding is
consistent with prior work suggesting that users in
online forums tend to expect and receive stronger
engagement when content elicits stronger (positive
or negative) feelings (Dabbish et al., 2005).

Social Status In testing H2, we find that only
some of the strategies used to seek or signal social
status result in more replies. First, reply behav-
iors vary based on the types and timing of network
strategies. High-status (PageRank and HITS) indi-
viduals are less likely to receive replies to initial
emails, but high-PageRank individuals are more
likely to receive a reply to a response email. These
differences between initial and response emails
may relate to audience design: Per the discussion
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above, in initial emails, senders with higher PageR-
ank may receive replies less often because they
tend to have more weak ties (Granovetter, 1973);
by contrast, once a conversation has begun with
a high-PageRank individual, users may be more
likely to keep these conversations going to connect
with a high-status individual (Diesner and Carley,
2005; Ball and Newman, 2013).

Second, conversations are more likely to con-
tinue when the sender has high PageRank but low
out-degree and Authority scores. Whereas the out-
degree and Authority score is driven by a user’s
level of engagement, PageRank is more related to
the quality of engagement (Ding et al., 2002). This
finding suggests that status-seeking is more likely
to result in a reply when focused on who you talk
to, not how many people you engage with. Addi-
tionally, in some contexts, not responding may be
seen as status-affirming. Since users with higher
Authority scores and outdegree may reply to other
people’s posts and be perceived as more knowl-
edgeable (Zhang et al., 2007), a lack of follow-up
questions or responses may be seen as deference to
their status and subject matter expertise (Kouden-
burg et al., 2014). As experts, these users may
also get fewer responses because they ask harder
questions, or share better information.

As expected from H3, writing in a formal tone,
which indicates deference to social hierarchy and
affirms the (higher) social status of the recipient
(Peterson et al., 2011), is associated with higher
response rates. However, polite emails are more
likely to start new conversations and end existing
conversations – even after controlling for potential
confounders like communicative intent. This may
occur because, by following social conventions,
politeness allows initial emails to be acceptable to
a broader audience and facilitates new connection;
but once the conversation has begun, it becomes
a barrier to smooth communication (Brown and
Levinson, 1987; Stephan et al., 2010).

Argumentation Emails tend to receive replies
when they are written with affective rather than
cognitive argumentation. Affective arguments tend
to be simple and emotional, while cognitive argu-
ments are more intellectual in nature (Lai et al.,
2012). When testing H4, we find that emails tend
to receive replies more often when written with
greater clarity (ease of understanding) and rhetor-
ical effectiveness (emotional appeals and social
appropriateness), but tend to receive replies less

often when written with greater argument quality
(better support for claims) and cogency (logical
completeness). Although affective and cognitive ar-
gumentation strategies are known to influence per-
suasion (Schwarz et al., 1991), this is the first study
to our knowledge that links them to reply behavior
in emails. Affective arguments tend to be more
persuasive and easier to process (Greifeneder et al.,
2011; Minton et al., 2017). Similar mechanisms
could drive the increase in replies on GMANE,
since this is an online forum with many posts com-
peting for a user’s attention.

5 Related Work

Speech Acts and Email Intents Emails are of-
ten analyzed based on the author’s communicative
intent or (inferred) purpose in sending the email.
Multiple taxonomies of email communication have
been developed based on Searle (1975)’s seminal
theory on speech acts, including classifications of
sender intentions and expectations and recipient
actions (Cohen et al., 2004; Carvalho and Cohen,
2005; Dabbish et al., 2005; Sappelli et al., 2016;
Lin et al., 2018). Recent work adds context to better
predict email intentions, including email metadata,
message body (Wang et al., 2019), and action logs
(Shu et al., 2020b). Our classification schema is
grounded in speech act theory, and extends exist-
ing classification schemes on speaker intentions
(Cohen et al., 2004; Carvalho and Cohen, 2005)
and response expectation (Sappelli et al., 2016).
We also extend this work by applying email intent
classifiers to study social status and connection.

Email Response. While most users read emails,
only 29% reply (Di Castro et al., 2016). Structural
factors including information about the email’s con-
tent, thread, and sender can predict whether and
in what timeframe an email will receive a reply
(Kooti et al., 2015). Content features that affect
response rates include personalizing the message
(e.g., including a self-disclosing introduction), ex-
plicitly communicated reply expectation (e.g., mak-
ing requests), and the topic of an email (e.g., male-
dominated topics tend to get more replies) (Burke
et al., 2007; Wang et al., 2013). However, a re-
cipient’s perception of and response to an email is
affected by factors beyond content and structure,
including linguistic and network factors. Linguistic
cues like formality, politeness, clarity, positivity,
frustration, and toxicity inform the ways in which
users understand email and evaluate automatic re-
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ply suggestions (Peterson et al., 2011; Chhaya et al.,
2018; Robertson et al., 2021a; Bhat et al., 2021).
The locations of the sender and recipient in the
email network also influence the conversation by
shaping their roles and social status (Diesner and
Carley, 2005; Ball and Newman, 2013). Shah et al.
(2023) integrated email content with the sender’s
social network to predict the probability of receiv-
ing a response in a corporate setting.

Our work builds on this literature to study how
linguistic and network factors are associated with
reply behavior. We use a larger dataset, more
nuanced annotations, and an interpretable, causal
(rather than predictive) analysis of these factors.
Through our causal inference setup, we are able
to control for factors like topic and whether a re-
quest or introduction was made, and test whether
replies are associated with the position of the user
in the GMANE network and linguistic features
pertaining to social connection, social status, and
argumentation (e.g., intimacy, formality, and co-
gency). This new setup allows our study to look
beyond the content of the email and ask how the
style of writing and network features of the sender
affect replies. For applications in automatic email
reply suggestions (Kannan et al., 2016), our frame-
work for modeling intent and reply expectations
could help generate more contextually appropriate
responses and enhance communication.

Social Factors in Engagement. Our work also
contributes to literature examining the effects of
social status and connection on engagement on-
line. These works show that stylistically normative
posts are more likely to receive replies (Robertson
et al., 2021a). For instance, politeness is associated
with more replies on Wikipedia but not on Reddit
(Zhang et al., 2018; Danish et al., 2021), because
of different expectations on tone. On forums like
Reddit, argumentation plays an important role in
determining an author’s persuasuion and likelihood
of receiving a reply (Tan et al., 2016; Irani et al.,
2024). Factors like reciprocity (Guadagno et al.,
2024), formality (Peterson et al., 2011), politeness,
and rhetorical prompts (Zhang et al., 2018) are
associated with both higher engagement and the
quality of social interaction, while toxicity detracts
from these outcomes (Bhat et al., 2021).

6 Discussion

This research presents an integrated view of factors
that are often considered separately in analyses of

message reply behaviors: social connection, social
status, and argumentation. Social connection and
social status play complementary roles in email
reply behaviors, in ways that are heavily moder-
ated by the conversational setting. For instance, at-
tributes related to social status and connection that
promote replies in initial emails (when a sender is
addressing a broader audience) are unimportant or
even anticorrelated to response rates in response
emails. Instead, network social status markers are
the most predictive of replies in response emails. In
addition to various network and linguistic markers
of social status and connection, we also explored
the role of argumentation strategy. For instance, af-
fective argumentation consistently produces higher
response rates than cognitive argumentation.

This work makes three contributions. First, we
offer a new dataset labeled with each post’s email
intentions and reply expectation. We used these la-
bels as control variables in analyses on the dynam-
ics of communication on GMANE. Second, we pro-
pose a methodological framework for causally mod-
eling the effects of network and linguistic factors
on reply behavior using propensity score match-
ing. And third, we examine the role of linguistic
and network factors in reply behavior, presenting a
theoretically integrated view of social connection,
social status, and argumentation factors in message
reply behavior on online forums.

7 Conclusion

Despite the intention to elicit a response, some
emails remain unanswered. In this work, we inves-
tigate why some emails don’t get a response; we
analyze more than 11 million emails from over 1.78
million users in the GMANE dataset to identify lin-
guistic and social determinants of receiving a reply.
We model the email’s intention and expectation of
getting a reply with models trained on our new SIZ-
ZLER dataset. We then conduct a causal analysis
to assess the impact of social connection, status,
and argumentation on the likelihood of receiving
a response. We find email response rates are im-
pacted, at different times and in different contexts,
by these pragmatic factors. Future work could in-
vestigate if the factors influencing email responses
generalize across different platforms, languages,
and cultural contexts. Applying our framework to
observe changes in email patterns over time could
also reveal insights into the evolution of digital
communication and social interaction norms.
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8 Limitations

In this work, we focus on analyzing and modeling
email conversations. We decided to exclusively
work with English-content emails due to the lack
of analogous tools for text analysis in languages
other than English. It should be noted that some
replies to English emails can be written in other
languages rather than English. We do not take these
into consideration within our work.

The GMANE corpus primarily consists of tech-
nical issues, where individuals reach out to recipi-
ents in hopes for a solution. As such, much of the
sampled data used for final annotations fell under
the technical taxonomy. The scope of this work is
hence limited to the GMANE corpus only due to
the class-imbalanced nature of the dataset.

The corpus also spans several decades of email
threads. Due to the sheer volume, we decided to
focus on 2009 as it had the largest amount of data;
years 2007-2008 and post-2010 had a sharp decline
in email volumes for reasons that were unclear. It
is hence notable to consider that there may be in-
stances where this analysis does not apply to the
full dataset.

In addition, our Sender Expectation (the main
category of interest) and Requesting labels have
high IAA (Krippendorff’s α) but other labels have
lower IAA. This is likely the result of class im-
balance and inherent challenges of interpreting in-
tention in email. We attempted to address these
challenges by running several pilot studies to itera-
tively refine the annotation guidelines and improve
agreement. We also do not believe that the low IAA
scores negatively affected our results, since the pre-
dicted probabilities from the intention classifiers
were simply used in propensity score matching to
create a balanced analytic sample.

The main focus of this research is not on opti-
mizing the performance of the classifiers, but in-
stead on using their prediction for further analysis.
As a result, we did not consider different prompt
structures, which could lead to more optimal perfor-
mance. Our final structure for zero-shot prompting
was designed to mimic the same setup that human-
annotators saw. We may see beneficial increase
in changing and leveraging prompt structure as
suggested by (Muktadir, 2023), but this is a limita-
tion that is presented as beyond the scope of this
research. Finally, while our propensity score
matching inference controlled for several covari-
ates that are likely to be related to email reply be-

havior, there are undoubtedly confounders that we
were not able to control for. However, our anaylsis
includes the confounders that are most often dis-
cussed in the literature suggesting that our findings
are likely to be robust.

9 Ethical Considerations

Analyzing and modeling email conversations be-
tween users is of great importance. However, as
humans generate the data we deal with, careful cau-
tion should be taken while working with this data
type. Since all emails in our dataset come from the
GMANE corpus (i.e., we are not releasing any of
the emails in the dataset), we follow the GMANE
terms of use and keep all usernames anonymous
throughout analysis.

The GMANE corpus was taken from a pub-
lic email archive and is also available for public
use. The data contains some instances of hate
speech, toxicity, offensive language, and manifesto
exchange. As a result, it is highly likely that some
of this harmful content is present within the SIZ-
ZLER dataset.

In addition, human personas are defined by at-
tributes such as personality, values, and demograph-
ics (Shu et al., 2024). Therefore, it is essential to
consider that biases within our data and threaded
conversations may influence the outcomes and in-
sights derived within these models. It may be the
case that our data over represents certain personas,
leading to bias in model annotations. This is of
particular note, since there was some subjective
variation in how email intents were perceived and
since annotators were students at the same school.
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A Appendix

Inference and Training Details

All deep learning experiments are conducted on
single NVIDIA RTX A6000 GPU using Hugging-
Face Transformers 4.36.2 and Pytorch 2.1.2 on a
CUDA 12.1 environment.

For zero-shot inference task on Llama3-Instruct,
we used the following parameters: temperature
= 1.0, max_len = 2048 tokens, max_gen_len =
16(single)/32(multi) tokens. Accelerated by vLLM,
the model requires ∼10h(multi)/∼60h(single) to
annotate all Emails in one month (∼600K).

For fine-tuning task on RoBERTa classifier, we
trained 3 epoches with 500 warmup steps, and
saved the best model according to the validation
loss. The training process took only a few min-
utes on ∼1,800 annotated data. We then apply the
best model on unlabeled data, which takes ∼2h to
annotate all emails in one month (∼600K).

A.1 Data Sampling

The strata are defined of the email are defined using
four email characteristics (i) Topic of the built-in
“group” tag provided in the GMANE corpus (e.g.,
Linux, music); (ii) Length in characters of the the
main body of the email; (iii) Depth of the email in
the discussion tree associated with each mail thread,
ensuring we include emails that had no response
at all; and (iv) the Sender’s Expectation of a reply,
inferred using a model we trained from a set of
1,640 pilot annotations (F1 = 0.79). To increase
diversity, the data for annotation includes at most
one email from the same discussion thread and
includes emails from all years.

Annotation Details

Annotation Schema. We show the full annota-
tion schema used in our study in Table 3. The
annotation interface is pictured in Figure 6.

To decide the annotation schema, we conducted
two rounds of annotations. Our categories are Shar-
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ing, Requesting, Promising, Personal Communica-
tion, and Formalities (see Appendix Table 3). We
only annotate explicit intents. Sharing, Request-
ing, Promising, and Personal Communication are
not mutually exclusive (an email might contain any
or all intents), while Formalities are mutually ex-
clusive from the rest (we only mark an email as
formalities if it only contains pleasantries, formal-
ities, or acknowledgment of receiving the email).
In addition to email intent, we also include Sender
Expectation dimension into the schema to analyze
the email sender’s expectation of response, which
will support our analysis of email conversational-
ending phenomena.

Annotated Sample. The inter-annotator agree-
ment (IAA) is calculated on a set of 30 documents
labeled by all annotators, after multiple rounds of
pilot annotation and discussion. After calculat-
ing IAA, we generate a singly annotated corpus
of 1,811 emails. The number of emails labeled
positive in each category is shown in Table 2. The
choice to singly annotate is motivated by where the
expected source of variance would come from: data
or annotator. Based on our discussions during pilot
annotation, we view the data as containing more
variance. By annotating more instances, we are
able to capture more variance from different emails
than would be possible with multiply-labeled data.
Prior work on maximizing performance on fixed
annotation sizes has shown that this approach leads
to better model performance (Barberá et al., 2021;
Mehta and Srikumar, 2023). This annotation ap-
proach has also been taken for other NLP papers.
For example Reisinger et al. (2015) used just a sin-
gle annotator for the majority of their dataset after
pilot work showed this annotator had high IAA.
Similarly, after showing that their annotators had
high IAA on a small set of documents, Clark et al.
(2019) used singly-annotated data. More broadly,
Mathur et al. (2019) trained models on data from
the Conference on Machine Translation that were
mostly singly-annotated.

Model Performance. We show the detailed
model performance on the task of identifying the
email intents in the Table 4.

Statistics of the Labeled Data. Table 1 shows a
summary of the annotated dataset. This includes
the annotator’s agreement in the first phase before
discussion, measured using Krippendorff’s α and
average pairwise agreement (Krippendorff, 1970),

Dimension Category % Agreement α

Sender Expectation Expect Reply 0.78 0.58

Communicative Intent

Sharing 0.77 0.29

Requesting 0.83 0.64

Personal Communication 0.88 0.01

Promising 0.94 0.12

Formalities Only 0.95 0.30

Spam Spam 0.98 0.09

Table 1: Summary of statistics of annotated data, in-
cluding the inter-annotator agreement – measured using
average pairwise agreement and Krippendorff’s α . As
expected, values of α are low for categories with large
class imbalances, although the average pairwise agree-
ment is high in all cases.

Dimension Category # Emails # in Pilot

Sender Expectation Expect Reply 760 11

Communicative Intent

Sharing 1,424 28
Requesting 728 12
Personal Communication 104 0
Promising 44 1
Formalities Only 71 0

Spam Spam 63 0

Table 2: Number of emails labeled positive in each cat-
egory; both the number of agreed-upon positive labels
(i.e., majority of annotators selected the label) out of the
30 multiply-labeled pilot documents; and the number
of positive labels out of the 1,811 singly labeled docu-
ments annotated.

and the number of emails falling into each category
in the second phase. The top 3 intent categories
are Sharing, Requesting, and Personal Communi-
cation.

Requesting and Sender Expectation had moder-
ate interannotator agreement, but other categories
have relatively low values of Krippendorff’s α.
The low agreement is partially explained by class
imbalance, as these categories are either very fre-
quent or infrequently occurring in the data; as a re-
sult, chance-adjusted agreement measures become
very low, in spite of high mean pairwise agree-
ment. However, the low agreement also reflects
genuine differences in how annotators interpreted
the sender’s intents. For instance, annotators were
split on whether the following email constituted
an instance of Sharing or Requesting: “Tested? I
thought he just said they were patching them in
Ubuntu.” The disagreement was over two equally
reasonable interpretations of the sender’s intent:
sharing information (asserting that the patch is oc-
curring) and requesting information (asking for
confirmation of the patch).

Therefore, we argue that this variation in label-
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Type Category Description

Email Intent

Sharing The sender is sharing information, opinions, updates, or
other content with the recipient(s). This includes (but
is not limited to) answering a question posed by the re-
cipient; sharing background information to ask a ques-
tion; stating opinions or takes; sharing documents/external
links/resources/references/sample code; or proactively shar-
ing FYI messages and updates.

Requesting The sender is asking the recipient(s) for something. This
includes (but is not limited to) asking a question, asking for
more information, or requesting a task or action be com-
pleted. Only EXPLICIT requests should be annotated.

Promising The sender writes that they will perform some future action.
This includes (but is not limited to) saying they will look
into a problem, rewrite some code, fix a bug, give an updated
in the future, or do some joint activity with the recipient.

Personal Communication The sender makes some interpersonal investment in the re-
cipient(s), beyond the subject of the email. Includes indica-
tors that they have a relationship outside the email thread,
personal self-disclosures, engagement with the recipient’s
personal feelings/worldviews, or other communication that
goes beyond the subject of the email and addresses the recip-
ient as a person. Does not include pleasantries like please,
thank you, expressions of gratitude, etc.

Pleasantries/Acknowledgment Only The email contains only pleasantries, formalities, or acknowl-
edgement of the prior email (e.g., the whole email is a ’Thank
you very much’ or a ’Will try that!’ or ’Got it!’) – or if pleas-
antries/formalities/acknowledgements like these are the main
point of the message and all other content is unimportant or
secondary.

Auto-generated or Spam Email digests, auto-reminders, github or auto-change notifi-
cation messages, do not reply emails, scam emails, etc.

Sender Expectation

Response Not-Expected There is no explicit indication in the email that the sender
expects the recipient(s) to respond to the email (including
asking a question that doesn’t require a response).

Response Expected Sender likely expects the recipient to respond to the mes-
sage — e.g., to answer a question, engage with con-
tent/attachments and send a follow up email, take some
action outside the email chain and send a confirmation that
the action was taken, etc. Only annotate if the sender explic-
itly expects a response.

Not Applicable System generated or spam content.

Table 3: Annotation schema used in our study

ing data is likely to lead to an analytically useful
model. While some of these disagreements may
be due to a lack of context (e.g., annotators did
not see the entire email thread), the different inter-
pretations also likely reflect heterogeneity in how
recipients would perceive the sender’s intents on
GMANE. One option to improve IAA in cases like
these are to impose stricter rules guiding interpre-
tation, therefore relying less on potentially idiosyn-
cratic annotator judgments in cases like these; we
chose not to do this, to ensure our models captured
genuine variation in how intent is interpreted. Ul-
timately, the goal in developing these models is

to generate predicted probabilities for each label,
which we will use to control for communicative
intent and expectation in our final analysis. A la-
beled dataset with some inconsistent labels would
tend to have less certain predicted probabilities on
emails like the one shown above. Arguably, these
less certain probabilities are a better indication of
the factors influencing reply behavior, since they
reflect the uncertainty or differences in how the
person replying perceived the email.
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Figure 6: Annotation interface for email understanding

Settings Sharing Requesting Promising Personal Pleasantries Spam Expectation Micro_Avg Macro_Avg

Random PredictionP 0.777 0.390 0.068 0.013 0.037 0.064 0.470 0.262 0.260

R 0.440 0.487 0.875 0.200 0.500 0.750 0.627 0.509 0.554

F1 0.562 0.433 0.126 0.024 0.069 0.118 0.537 0.346 0.267

Logistic-
Regression

P 0.824 0.810 0.000 0.000 0.000 0.000 0.800 0.820 0.348

R 1.000 0.224 0.000 0.000 0.000 0.000 0.267 0.570 0.213

F1 0.904 0.351 0.000 0.000 0.000 0.000 0.400 0.673 0.236

RoBERTa-
Base

P 0.880 0.810 0.000 0.000 0.430 0.000 0.780 0.820 0.410

R 0.910 0.890 0.000 0.000 0.500 0.000 0.880 0.830 0.450

F1 0.890 0.850 0.000 0.000 0.460 0.000 0.820 0.830 0.430

Llama3-
Instruct
(Multi-
Options)

P 0.850 0.500 0.090 0.110 0.090 0.000 0.710 0.490 0.340

R 0.710 0.680 0.500 0.800 0.500 0.000 0.130 0.550 0.470

F1 0.770 0.580 0.150 0.200 0.150 0.000 0.220 0.510 0.300

Llama3-
Instruct
(Single-
Option)

P 0.830 0.870 0.230 0.000 0.240 0.000 0.670 0.700 0.400

R 0.540 0.530 0.380 0.000 0.670 0.000 0.160 0.430 0.320

F1 0.650 0.660 0.290 0.000 0.350 0.000 0.260 0.530 0.310

Table 4: The models’ F1 score performance on identifying all the email intents.

B Propensity Score Matching Details

Distribution of Covariates and Outcomes. To
make fine-grained analysis of propensity scores
of all factors, we also compute all the propensity
scores and visualize their distributions. We visu-
alize the Kernel Density Estimate plots of various
features as normalized scores for Politeness, Cer-

tainty, and Intimacy factors in Figure 10. More
details of the social factors’ score distributions can
be found in Figure 13,11, and linguistic factors’
score distributions can be found in Figure 8, 9, 12,
10. We also visualize the correlations between the
independent variables, which are generally fairly
low (Figures 14-15).
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Prompt Type Prompt

Multi-Options

For the following email:{Email}. Please classify the email’s intent into the following categories:
1. Sharing: The sender is sharing information, opinions, updates, or other content with the recip-
ient(s). This includes (but is not limited to) answering a question posed by the recipient; sharing
background information to ask a question; stating opinions or takes; sharing documents/external
links/resources/references/sample code; or proactively sharing FYI messages and updates. 2. Re-
questing: The sender is asking the recipient(s) for something. This includes (but is not limited to)
asking a question, asking for more information, or requesting a task or action be completed. Only
EXPLICIT requests should be annotated. 3. Promising: The sender writes that they will perform
some future action. This includes (but is not limited to) saying they will look into a problem, rewrite
some code, fix a bug, give an updated in the future, or do some joint activity with the recipient. 4.
Personal Communication: The sender makes some interpersonal investment in the recipient(s), beyond
the subject of the email. Includes indicators that they have a relationship outside the email thread,
personal self-disclosures, engagement with the recipient’s personal feelings/worldviews, or other
communication that goes beyond the subject of the email and addresses the recipient as a person.
Does not include pleasantries like please, thank you, expressions of gratitude, etc. 5. Pleasantries or
Acknowledgement Only: The email contains only pleasantries, formalities, or acknowledgement of
the prior email (e.g., the whole email is a ’Thank you very much’ or a ’Will try that!’ or ’Got it!’)
– or if pleasantries/formalities/acknowledgements like these are the main point of the message and
all other content is unimportant or secondary. This is mutually exclusive from the rest of options. 6.
Auto-generated or Spam: Email digests, auto-reminders, github or auto-change notification messages,
do not reply emails, scam emails, etc. This is mutually exclusive from the rest of options. Respond
with all the applicable categories without explanation.

Sharing

For the following email:{Email}. Does the email’s intent align with "Sharing"? "Sharing" means the
sender is sharing information, opinions, updates, or other content with the recipient(s). This includes
(but is not limited to) answering a question posed by the recipient; sharing background information to
ask a question; stating opinions or takes; sharing documents/external links/resources/references/sample
code; or proactively sharing FYI messages and updates. Respond with only yes or no.

Requesting

For the following email:{Email}. Does the email’s intent align with "Requesting"? "Requesting"
means the sender is asking the recipient(s) for something. This includes (but is not limited to) asking a
question, asking for more information, or requesting a task or action be completed. Only EXPLICIT
requests should be considered. Respond with only yes or no.

Promising

For the following email:{Email}. Does the email’s intent align with "Promising"? "Promising" means
the sender writes that they will perform some future action. This includes (but is not limited to) saying
they will look into a problem, rewrite some code, fix a bug, give an updated in the future, or do some
joint activity with the recipient. Respond with only yes or no.

Personal

For the following email:{Email}. Does the email’s intent align with "Personal Communication"?
"Personal Communication" means the sender makes some interpersonal investment in the recipient(s),
beyond the subject of the email. Includes indicators that they have a relationship outside the email
thread, personal self-disclosures, engagement with the recipient’s personal feelings/worldviews, or
other communication that goes beyond the subject of the email and addresses the recipient as a person.
Does not include pleasantries like please, thank you, expressions of gratitude, etc. Respond with only
yes or no.

Pleasantries

For the following email:{Email}. Does the email’s intent align with "Pleasantries or Acknowledge-
ment Only"? "Pleasantries or Acknowledgement Only" means the email contains only pleasantries,
formalities, or acknowledgement of the prior email (e.g., the whole email is a ’Thank you very much’
or a ’Will try that!’ or ’Got it!’) – or if pleasantries/formalities/acknowledgements like these are the
main point of the message and all other content is unimportant or secondary. Respond with only yes or
no.

Spam
For the following email:{Email}. Does the email’s intent align with "Auto-generated or Spam"? For
example, email digests, auto-reminders, github or auto-change notification messages, do not reply
emails, scam emails, etc. Respond with only yes or no.

ResponseExpected

For the following email:{Email}. Does email sender explicitly expects an email in reply? E.g., to
answer a question, engage with content/attachments and send a follow up email, take some action
outside the email chain and send a confirmation that the action was taken, etc. Only annotate if the
sender explicitly expects a response. Please respond with only yes or no.

Table 5: Prompts for Generative Language Model Zero-shot Inference.

11859



2002 2004 2006 2008 2010 2012 2014 2016 2018

200000

400000

600000

800000

1000000

# 
Re

pl
y 

Tr
ee

s p
er

 Ye
ar

Figure 7: The number of conversations (reply trees) on
GMAME each year from 2001 - 2019. The volume
of conversations is relatively stable from 2007-2009
but then sharply drops off from 2009 to 2010. Even
though the platform contains data through 2019, we
chose to analyze data from 2009 as we are unaware of
why these declines occur. Utilizing 2009 was the best
way to ensure the most recent and reliable data.
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Figure 9: Distributions of toxicity and formality scores
in main body texts.

Propensity Score Distributions. The distribu-
tion of propensity scores in the full and matched
samples is given in Figure 16.
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Figure 10: KDE plots for politeness, certainty, and inti-
macy scores of main body texts.
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Outcomes of Interest The 14 outcomes of inter-
est are described in Table 6.
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Social Features Features Definitions

Argumentation

Cogency logical strength of argument (e.g., are justifications adequate) (Ng et al., 2020; Falk and
Lapesa, 2023)

Effective rhetorical strength of argument (e.g., emotional, appropriate) (Ng et al., 2020; Falk and
Lapesa, 2023)

Quality how well the argument makes its intended claim (Swanson et al., 2015; Falk and Lapesa,
2023)

Clarify argument’s ease of interpretation (Gretz et al., 2020; Falk and Lapesa, 2023)

Social Status

Formality formality of style, as judged by annotators (Babakov et al., 2023)

Politeness politeness of tone, as judged by annotators (Bao et al., 2021)

Out-Degree the number of emails sent

Pagerank the importance of a node, measure by the importance of nodes pointing to it (Page et al.,
1999)

Hub a node’s access to expertise, measured by the authority of nodes it points to (HITS)
(Kleinberg, 1999)

Authority a node’s expertise, measured by the hub score of nodes pointing to it (HITS) (Kleinberg,
1999)

Social Connection

Intimacy how personal, deep, self-disclosing an email is (Pei and Jurgens, 2020)

Toxicity toxicity of tone and content, as judged by annotators7

Clustering
Coefficient interconnectedness of an author’s ego-network (Newman, 2003)

Reciprocity how often authors receive replies from people they reply to, where high reciprocity along
a given edge suggests a strong tie (Garlaschelli and Loffredo, 2004)

Table 6: The linguistic and network factors that are studied in the causal analysis. Citations indicate which models
were used to generate the features. Linguistic features are in orange while network features are in blue.
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Figure 14: Correlation between features in the matched dataset of initial emails.
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Figure 15: Correlation between features in the matched dataset of response emails.
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Figure 16: Propensity scores in full and matched samples. (The two density curves in the matched sample are very
similar and, therefore, appear overlapping.)
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Figure 17: Regression coefficients for initial emails exhibit minimal temporal variation. In this plot, the regression
from Figure 5a is fit separately for matched data from each month. Each regression coefficient is plotted over time.
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Figure 18: Regression coefficients for response emails exhibit minimal temporal variation. In this plot, the regression
from Figure 5b is fit separately for matched data from each month. Each regression coefficient is plotted over time.
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