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Abstract
Recent research has focused on literary ma-
chine translation (MT) as a new challenge
in MT. However, the evaluation of literary
MT remains an open problem. We con-
tribute to this ongoing discussion by introduc-
ing LITEVAL-CORPUS, a paragraph-level par-
allel corpus containing verified human transla-
tions and outputs from 9 MT systems, which
totals over 2k translations and 13k evaluated
sentences across four language pairs, costing
4.5k. This corpus enables us to (i) examine
the consistency and adequacy of human eval-
uation schemes with various degrees of com-
plexity, (ii) compare evaluations by students
and professionals, assess the effectiveness of
(iii) LLM-based metrics and (iv) LLMs them-
selves. Our findings indicate that the ade-
quacy of human evaluation is controlled by
two factors: the complexity of the evaluation
scheme (more complex is less adequate) and
the expertise of evaluators (higher expertise
yields more adequate evaluations). For in-
stance, MQM (Multidimensional Quality Met-
rics), a complex scheme and the de facto stan-
dard for non-literary human MT evaluation, is
largely inadequate for literary translation eval-
uation: with student evaluators, nearly 60% of
human translations are misjudged as indistin-
guishable or inferior to machine translations.
In contrast, BWS (BEST-WORST SCALING), a
much simpler scheme, identifies human trans-
lations at a rate of 80-100%. Automatic met-
rics fare dramatically worse, with rates of at
most 20%. Our overall evaluation indicates
that published human translations consistently
outperform LLM translations, where even the
most recent LLMs tend to produce consider-
ably more literal and less diverse translations
compared to humans.

1 Introduction

With the advent of Large Language Models
(LLMs), literary translation, once the exclusive
domain of human translators (Matusov, 2019;
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Figure 1: Adequacy comparison per scheme complex-
ity and evaluator expertise. SQM represents Scalar
Quality Metrics. Professional and student evaluators
perform free and MQM error annotation, respectively.
See Figure 4 and Section F.5 for more details.

Hansen and Esperança-Rodier, 2022; Yan et al.,
2024), now stands at the threshold of a techno-
logical transformation (Zhao et al., 2023b; Wu
et al., 2024). LLMs have the potential to increase
the volume of translated literary works, particu-
larly for low-resource languages (Rutherford et al.,
2024). However, they pose a dual threat: poten-
tially decreasing the salaries of professional trans-
lators or even displacing them entirely and dimin-
ishing the aesthetic value of translations if LLMs’
output quality is persistently overestimated. As
a consequence, the field has received much in-
creased attention recently, both in the academic do-
main (Vanroy et al., 2024; Daems et al., 2024; Re-
sende and Hadley, 2024; Pang et al., 2024; Wang
et al., 2023) and in the translation community
(Nina George, 2023; Nizio, 2024; Martin, 2023;
Kollektive-Intelligenz, 2024).

Evaluating literary translation poses unique
challenges that extend beyond mere linguistic ac-
curacy. It demands a delicate balance of cul-
tural insight, authorial voice, creative interpreta-
tion, and aesthetics (Voigt and Jurafsky, 2012; Ma-
tusov, 2019; Macken, 2024). These nuances sur-
pass the scope of traditional sentence-level MT
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evaluation methods typically used in non-literary
domains, presenting substantial obstacles for ex-
isting assessment techniques (Van Egdom et al.,
2023).

We notice the following gaps in existing re-
search regarding literary translation: (1) For auto-
matic evaluation, previous metrics like d-BLEU,
BLEURT and BLONDE (Liu et al., 2020; Sellam
et al., 2020; Jiang et al., 2022) fall short in dis-
crimination between professional human transla-
tions and machine outputs in literary MT (Thai
et al., 2022). More powerful recent popular met-
rics such as XCOMET (Guerreiro et al., 2024),
GEMBA-MQM (Kocmi and Federmann, 2023),
and Prometheus (Kim et al., 2024) remain untested
for literary texts. (2) The adequacy of human
evaluation frameworks such as Multidimensional
Quality Metrics (MQM) (Freitag et al., 2021; Lom-
mel et al., 2014), Scalar Quality Metric (SQM)
(Graham et al., 2013), and Best-Worst Scaling
(BWS) (Kiritchenko and Mohammad, 2017) re-
mains largely unexplored: to our knowledge, there
is no comprehensive comparison of these schemes
for evaluating literary translations. This criti-
cal gap is concerning, as current studies apply
these approaches arbitrarily, resulting in findings
that are not directly comparable and potentially
leading to unreliable conclusions. (3) Existing
datasets are small, cover few LLM models, and
lack verification for human translations, includ-
ing translator qualifications and experience (Yan
et al., 2024). These issues can lead to substan-
tial misjudgments when comparing LLM outputs
to human translations, potentially overestimating
the abilities of LLMs to the detriment of human
professional translators.

In this paper, we address these gaps with the fol-
lowing key contributions:

(i) We introduce LITEVAL-CORPUS, a
paragraph-level parallel corpus with ver-
ified high-quality human translations across
four language pairs. This corpus also fa-
cilitates the comparison of 9 MT systems
beyond the GPT series, including commer-
cial models, popular LLMs, and previous
state-of-the-art (SOTA) MT systems.1

(ii) We investigate multiple human evaluation
schemes through both students and profes-
sional translators, illustrated in Figure 1,

1Our dataset and code are publicly accessible on GitHub:
https://github.com/zhangr2021/LitMT_eval.

where we find that error annotation includ-
ing MQM, the de facto measure in standard
human MT evaluation, is (at least partially)
inadequate for literary translation; SQM’s ef-
fectiveness for comparing high-quality out-
puts highly depends on the expertise of eval-
uators; and BWS proves best for comparing
high-quality outputs.

(iii) We examine the effectiveness of popular
LLM-based metrics. GEMBA-MQM con-
sistently outperforms other metrics. How-
ever, it primarily focuses on accuracy er-
rors and struggles to differentiate between hu-
man translations and literal LLM outputs: it
prefers human professional translations over
LLM output at a level of 9.6%, compared to
94.4% for professional SQM, 81.1% for stu-
dent BWS and 42% for student MQM and
SQM.

(iv) We compare system performance, where we
find that (1) human translators produce the
best translations, as judged by both pro-
fessionals and students; (2) GPT-4o ranks
second, followed by Google Translate and
DeepL. LLM outputs are more literal and less
diverse than human translations with recent
models decisively better and more closely ap-
proaching human literary translation.

2 Related work

Human evaluation for literary texts Literary
MT evaluation primarily relies on human judg-
ments of various types. MQM, the widely used
guided error annotation scheme in the renowned
MT venue WMT (Wang et al., 2023; Karpinska
and Iyyer, 2023), has been shown effective for
non-literary texts (Freitag et al., 2021) but its suit-
ability for literary translation is uncertain. How-
ever, Kocmi et al. (2024) indicate that the com-
plex MQM error categorization system requires
costly trained experts and may lead to low anno-
tation agreement. BWS is also employed for lit-
erary texts, including poetry (Thai et al., 2022;
Belouadi and Eger, 2023), but has limitations in
comparing multiple systems simultaneously (Kir-
itchenko and Mohammad, 2017). Recently, Wu
et al. (2024) claim that LLM-based multi-agent lit-
erary translations achieve parity with human trans-
lations, based on preference comparison by crowd-
sourced and LLM evaluator—though the expertise
of human translators remains unclear. SQM, a Lik-

10962



ert scale rating, is used in non-literary domains.
To our knowledge, a comprehensive comparison
of these schemes for literary MT is lacking, with
different studies employing various methods ad li-
bitum. Our work provides the first systematic com-
parison of these evaluation methods for literary
texts.

Human evaluation of language models has
been the subject of recent debate (Thomson et al.,
2024; Belz et al., 2023). Human evaluation is typ-
ically assessed via consistency, i.e., whether hu-
man annotations are similar. Besides consistency,
we focus on adequacy: whether the implications
of evaluation are plausible (e.g., whether human
reference texts are ranked the highest) (Toral et al.,
2018).

Automatic metrics for MT have been exten-
sively studied at sentence and document levels
in non-literary domains. These include NLI-
based MENLI (Chen and Eger, 2023), trained
metrics like the COMET series (Guerreiro et al.,
2024), BERT-based scores such as BLEURT (Sel-
lam et al., 2020) and BERTScore (Zhang et al.,
2020), prompting-based metrics like GEMBA-
MQM (Kocmi and Federmann, 2023) and MQM-
APE (Lu et al., 2025), in addition to document-
level BLONDE (Jiang et al., 2022) and Dis-
coScore (Zhao et al., 2023a). While some re-
searchers have applied these metrics to literary
texts (Wang et al., 2023; Hansen and Esperança-
Rodier, 2022), their effectiveness in literary do-
main remains understudied. Previous work has ex-
amined BLEU, BLEURT, and BLONDE for iden-
tifying top-performing systems (Van Egdom et al.,
2023; Thai et al., 2022), with limited correlation
analysis (e.g., brief discussions in appendices) of
COMET, COMET-QE, BLEURT, and BERTScore
(Karpinska and Iyyer, 2023). Our study addresses
this gap by evaluating the effectiveness and ad-
equacy of recent LLM-based metrics for literary
translation.

Corpora for literary MT evaluation Existing
parallel corpora are insufficient for literary trans-
lation evaluation. Table 4 (appendix) summa-
rizes the statistics. BWB (Jiang et al., 2022) and
GuoFeng (Xu et al., 2022) focus on recent Zh-En
web novels with unclear translation origins, poten-
tially post-edited MT outputs (Kolb, 2023). PAR3
(Thai et al., 2022) lacks crucial meta-information,
such as the origin of human translations, and of-
fers limited evaluation with small-scale A/B tests

comparing outputs from only three generation sys-
tems. Karpinska and Iyyer (2023) compare two
systems (Google Translate and GPT-3.5) with only
contemporary works—usually easier to translate
than classics and potentially involving post-edited
MT. Our LITEVAL-CORPUS addresses these lim-
itations, containing over 2k paragraph-level seg-
ments with 13k sentences, comparing nine sys-
tems against verified published human translations
with human evaluation under multiple schemes.

3 LITEVAL-CORPUS

We detail our LITEVAL-CORPUS in this section,
covering data construction and statistics.

3.1 Dataset construction

Our data construction process consists of 3 steps:
(1) preselect and construct paragraph-level parallel
corpus; (2) select MT systems and collect transla-
tion hypotheses; (3) assess translation quality.

Constructing parallel corpus We consider
three languages: English, Chinese, and Ger-
man, covering translations between four differ-
ent language pairs, i.e., English-Chinese (En-
Zh), German-English (De-En)/English-German
(En-De), and German-Chinese (De-Zh).2 We be-
gin by collecting paragraph-level parallel corpus
for each language pair, including both classic
and contemporary works. Classics present more
challenges due to their complex syntax, language
change, and cultural references that may no longer
be familiar to modern audiences. Notably, older
translations are especially valuable, as they were
created before the widespread use of MT and are
thus free from concerns of being post-edited MT
outputs. Additionally, including contemporary
works helps mitigate potential data contamination
in LLMs, as these models are more likely to have
been pre-trained on widely available texts, includ-
ing classic literature.

To ensure the quality of our dataset, we de-
rive both source and target paragraphs from ver-
ified publications, including books from Project
Gutenberg (Stroube, 2003), reading samples from
published works, and purchased materials. For
classic works, the target paragraphs include at
least two human translations, while contemporary
works have at least one. For classic De-En works,

2The authors are native/proficient in these three languages
and can thus verify the quality of the corpus and the evalua-
tion.

10963



we utilize PAR3 samples (Thai et al., 2022).3 For
contemporary De-En works and the other three
language pairs (De-Zh, En-Zh, and En-De), we
build the corpus from scratch, where the first au-
thor manually aligns source and translation para-
graph pairs.

Selecting MT systems and collecting transla-
tion hypotheses We explore various-sized mod-
els, including cost-efficient alternatives to larger
models:

• Commercial systems like Google Translate
and DeepL. DeepL is particularly notewor-
thy for translators due to its widespread use
within the translation community.

• Previous SOTA transformer models opti-
mized for sentence-level translation, includ-
ing NLLB-3.3b (Costa-jussà et al., 2022) and
M2M_100-1.3b (Fan et al., 2021).

• Closed-source GPT-4o and four series of
open-source LLMs of smaller sizes:4 (1)
Llama 3 (AI@Meta, 2024), one of the
strongest open-source models; (2) Qwen 2
(Yang et al., 2024), specialized in Chinese;
(3) Gemma 1.1 (Team et al., 2024), devel-
oped with the same technology as the closed-
source Gemini model (Team et al., 2023); and
(4) TowerInstruct (Alves et al., 2024), trained
for translation-related tasks. We use identical
prompts across all LLMs when requesting lit-
erary translations: “Please translate the fol-
lowing literary texts from [source language]
to [target language]. The texts are as follows:
[texts]”.5

3.2 Assessing translation quality

Our study examines three human evaluation
schemes, i.e., guided/free error annotation, SQM,
and BWS, using both student evaluators and pro-
fessional translators. Figure 4 (appendix) sum-
marizes the evaluation schemes. For guided
error annotation (MQM), evaluators read the
source/candidate translation pair, identify error

3PAR3 includes 9k De-En paragraphs aligned with human
translations but has alignment issues for some paragraphs
with unidentified translation origins. To address these, the
first author proofread sampled source-translation pairs and
verified the origin of each human translation.

4For detailed parameter size, see Table 7 (appendix).
5We explored multiple prompts but observed no clear su-

periority of other prompts over the basic one. For more de-
tails, see Section C (appendix).

spans, and categorize them based on the annota-
tion guideline with six major categories: (1) Ter-
minology; (2) Accuracy; (3) Fluency; (4) Style;
(5) Locale-convention; and (6) Non-translation.6

Each error is then labeled as major or minor. The
MQM score is thus computed with the following
formula:

−(CNon-translation × 25 + Cmajor × 5 + Cminor × 1)

number of sentences per paragraph

C represents the count of errors. In contrast,
free error annotation does not follow any guide-
lines. The evaluators highlight spans indicating er-
roneous/good translations and explain their high-
lights. We can thus compute span-level agreement
with student error annotation.7 For SQM, evalu-
ators provide a scale rating between 0-6 for the
overall quality of the translation, especially the
translation’s stylistic and artistic qualities based on
the source. Evaluators may scroll up and down to
check all other translations for scoring comparison.
BWS is a direct comparison method that identifies
the best and worst translations.

Evaluator statistics We involve four student
evaluators, one for each language pair, and four
professional translators (one for En-Zh, two for
En-De, and one for De-En). All evaluators must
be native speakers of the target language. Three
students are master students with bachelor degrees
in linguistics (De-Zh), computational linguistics
(De-En and En-De) and one senior bachelor in
translation studies (En-Zh). The student evaluators
for De-Zh, De-En, and En-Zh are female and the
En-De evaluator is male. For professional evalu-
ators, we recruit two literary translators with ver-
ified publication records for ten hours each. The
female translator for En-Zh has published a transla-
tion of a classic work with a public rating of 9.3/10.
The female En-De translator is highly experienced,
having published over 30 translated works. The
other two translators volunteer to evaluate for six
hours each. Both are female, recruited by univer-
sities, and highly experienced in academic transla-
tion.

We divide our human evaluation into three
groups due to budget constraints:

6See Section E.2 (appendix) for annotation details.
7Our feedback from translators revealed that MQM error

annotation is unfamiliar to the translation community. Free
error annotation better reflects the editing process and enables
us to assess MQM protocol by comparing error span matches.
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• Students conduct MQM and SQM evaluation
for all segments using Label Studio platform
(Tkachenko et al., 2020-2022).

• The same students perform BWS on samples,
comparing translations from human transla-
tors, GPT-4o, DeepL, and Google Translate
(Qwen for pairs involving Chinese) blindly.8

• Professional translators perform free error an-
notation and SQM on samples from human
translators, GPT-4o, Google Translate, and
DeepL (Qwen for pairs involving Chinese).9

3.3 LITEVAL-CORPUS statistics
Table 1 summarizes the statistics of LITEVAL-
CORPUS. The dataset contains 188 source para-
graphs, encompassing 2,188 translation segments
at paragraph level including over 13k sentences.
On average, source paragraphs contain 5.6 sen-
tences, while target paragraphs have 6.1 sentences.
To our knowledge, LITEVAL-CORPUS is the most
extensive dataset for literary translation evalua-
tion, offering comprehensive information on both
source and target translations. It uniquely features
paragraph-level translations across 10 generation
systems.10

pair #paragraph #segments #sentences #sent/para

source target

De-En 46 562 4310 7.1 7.7
En-De 46 554 2790 4.4 5.0
De-Zh 47 520 3039 5.3 5.8
En-Zh 49 552 3162 5.5 5.7
Total 188 2188 13301 5.6 6.1

Table 1: Characteristics of LITEVAL-CORPUS. #sen-
tences and #sent/para represent the total number of an-
notated sentences in translations and the number of
sentences per paragraph, respectively. #paragraph and
#segments represent the number of source paragraphs
and translation segments from all systems, respectively.

4 Human evaluation

We use LITEVAL-CORPUS to examine the consis-
tency and adequacy of different schemes.

4.1 Consistency

8Evaluating all systems in one entry with 10-12 segments
may decrease the reliability of BWS (Kiritchenko and Mo-
hammad, 2017). We include 4-5 translation segments from
the top-performing systems to achieve the best outcome.

9We focus on segments from top systems per feedback
from professionals. Other translations often contain major
issues, making them less valuable for professional assessment
(e.g., highlighting several problematic sentences).

10See Table 5 (appendix) for information on source and
translation details.

Pair MQM SQM Error span match #segments BWS
span label

De-En 0.464 0.455 0.308 0.243 45 0.578
En-De 0.434 0.350 0.348 0.283 53 0.564
De-Zh - - - - - -
En-Zh 0.582 0.656 0.452 0.220 33 0.581
Mean 0.493 0.487 0.369 0.249 - 0.574

(a)

Pair SQM Error span match
(span) #segments

S-S S-P S-S S-P

De-En 0.528 0.363 0.282 0.252 20
En-De 0.151 0.196 0.442 0.318 26
De-Zh - - - - -
En-Zh 0.359 0.517 0.374 0.297 22
Mean 0.346 0.359 0.366 0.289 -

(b)

Table 2: Annotation agreement (a) between pairs
of two student evaluators (S-S); (b) between student
and professional translators (S-P). The agreement for
MQM score and SQM score is measured by Kendalls
Tau; the agreement for BWS and the span-level compar-
ison is measured by Cohens kappa, where span match
reflects the agreement on error spans regardless of la-
bels, and label match on both spans and labels.

Student vs. student Table 2 (a) shows the anno-
tation agreement between pairs of student evalu-
ators across three language pairs: De-En, En-De,
and En-Zh.11 We assess MQM and SQM using
Kendall’s Tau (Puka, 2011). For BWS and an-
notated error spans, we employ Cohen’s kappa
(McHugh, 2012). A span match indicates agree-
ment on error spans regardless of labels, and a la-
bel match considers agreement on both spans and
labels.12

The results show moderate to high agreement
for both MQM and SQM. MQM agreement ranges
from 0.434 for En-De to 0.582 for En-Zh, while
SQM scores the highest agreement for En-Zh at
0.656 and the lowest for En-De at 0.350. On aver-
age, MQM yields an agreement of 0.493, similar
to SQM of 0.487.

In terms of error span agreement, En-Zh
achieves the highest span match at 0.452, while
En-De shows the highest label match at 0.283. Al-

11De-En and En-De evaluators annotate shared segments
for both language pairs. A co-author, a native Chinese
speaker with a double major in linguistics and fluent in En-
glish, evaluates En-Zh samples. For De-Zh, we lack addi-
tional qualified evaluators.

12BWS compares 4-5 systems with samples of 15, 15, 23,
and 22 paragraphs for De-En, En-De, En-Zh, and De-Zh, re-
spectively. These correspond to 67, 65, 118, and 111 transla-
tion segments in total.
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though error span agreement is generally lower
than MQM and SQM, the results remain compet-
itive with previous sentence-level multi-domain
findings (Blain et al., 2023; Freitag et al., 2021;
Leiter et al., 2023). However, a direct comparison
of agreement on paragraph-level annotations in lit-
erary domain has yet to be explored, underscoring
the value of this study as a baseline for future re-
search in literary translation evaluation.

Additionally, BWS results indicate strong per-
formance, with En-Zh achieving the highest agree-
ment at 0.581, followed by De-En at 0.578 and
En-De at 0.564 measured by Cohen’s kappa. The
overall mean BWS agreement is 0.574, showing
a consistent agreement in selecting the best and
worst translations.

Professional translators vs. student evaluators
Table 2 (b) compares the annotation agreement be-
tween student and professional evaluators (S-P).
For comparability, we also report the agreement
between student evaluators (S-S) computed with
the same segments. For SQM, S-P agreement is
on average slightly higher than S-S agreement. For
En-Zh, the agreement is 0.359 (S-S) versus 0.517
(S-P). One exception is De-En pair, where S-S
agreement is 0.528, while S-P agreement drops
to 0.363. The agreement for En-De is low for
both groups. For error span match, the agree-
ments between S-S and S-P both decline. Over-
all, S-S shows better agreement than S-P. This is
understandable as student evaluators are trained
with an annotation guideline, while professional
translators perform free annotation without guide-
lines. The results indicate that both student and
professional evaluators focus on joint error spans
to some degree.13 While there is consistency be-
tween the two groups, particularly in certain lan-
guage pairs, discrepancies exist. We discuss these
in detail in Section 4.2.

Consistency in system ranking The evaluation
results in Table 7 (appendix) show strong con-
sistency in system rankings between student and
professional evaluators for both MQM and SQM.
Human translation consistently ranks first in both
scores when averaged across all segments in the
four languages studied. This top ranking holds
for both student and professional evaluators, in-
dicating human translation’s superiority. GPT-4o
ranks second, followed by Google Translate and

13See Section E.3 for detailed examples.

DeepL or Qwen. Smaller models such as M2M
and NLLB consistently rank low. Additionally,
according to student evaluators, there is a clear
performance gap between the top 4 systems and
the rest, i.e., 5.5 points drop from the fourth to
fifth model in MQM and 1.1 points by SQM. No-
tably, professional translators rate human transla-
tions substantially higher than the second-place
GPT-4o with a difference of 1.8 points in SQM,
while this gap is comparatively smaller with 0.4 in
student SQM.

4.2 Adequacy
We assess the adequacy of translation evaluation
schemes by evaluating their ability to differentiate
high-quality human translations from machine out-
puts. We believe that experienced human trans-
lators outperform MT systems, based on recent
studies for other domain texts (Yan et al., 2024)
and the inherent advantages of professional trans-
lators: access to full-text context, professional ed-
ucation, and the ability to research cultural back-
grounds. These factors enable translators to de-
velop a deeper understanding of the source mate-
rial, intuitively resulting in more accurate and cre-
ative translations.

Table 3 shows the percentage of segments
where human translations are preferred over other
systems. The table presents two scenarios: (1)
human translations compared to top-performing
models like GPT-4o, DeepL, Google Translate,
and Qwen, and (2) human translations compared
to other MT systems, excluding top-performing
models.

While student MQM demonstrates good perfor-
mance in scenario (2), the bad performance in sce-
nario (1) indicates that MQM alone may not be
adequate for evaluating translation quality effec-
tively, especially for top systems. The first rea-
son is that MQM requires complex categorization
and expects high expertise. This is evidenced
by the inferior consistency score for label match
in Table 2 (a) from student evaluators. The sec-
ond reason is that MQM may be inherently un-
suitable for literary translation evaluation. MQM
struggles with evaluating top models. For exam-
ple, Figure 5 (appendix) illustrates that the error
distribution of top models closely resembles that
of human translation. 16.6% of GPT-4o outputs
are “error-free” but still fall short in wording or
overall style compared to human translations. Pro-
fessional translators also express concerns about
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pair

Human > Top Systems
(GPT-4o, DeepL, Google Translate, and Qwen)

Human > Other Systems
(excluding Top systems)

Student Professional GEMBA-MQM Student GEMBA-MQM

MQM SQM BWS SQM Original Literary MQM SQM Original Literary

De-En 60.0% 60.0% 66.7% 100.0% 6.7% 0.0% 86.7% 80.0% 26.7% 33.3%
En-De 35.0% 60.0% 86.7% 83.3% 0.0% 10.0% 95.0% 100.0% 70.0% 60.0%
De-Zh 30.0% 25.0% 95.0% - 15.0% 20.0% 95.0% 90.0% 45.0% 50.0%
En-Zh 45.8% 25.0% 80.0% 100.0% 0.0% 8.3% 87.5% 79.2% 41.7% 50.0%
Mean 42.7% 42.5% 82.1% 94.4% 5.4% 9.6% 91.0% 87.3% 45.8% 48.3%

Table 3: Percentage of segments where human translations are preferred over machine translations per human
evaluation schemes and GEMBA-MQM versions.

the “error-counting” schemes, particularly when
assessing high-quality literary translations, as they
sometimes make intentional choices, such as omit-
ting certain elements or slightly altering meanings,
to enhance the expression in the target language.14

On average, SQM with students performs sim-
ilarly to MQM but professionals show a sub-
stantially higher preference for human translation
(100% in De-En and En-Zh). Professional SQM
outperforms student SQM by a large margin of
nearly 40 points, because students—lacking suffi-
cient competence or experience—may struggle to
capture nuances through SQM rating as effectively
as professionals do. This indicates that SQM’s ef-
fectiveness heavily depends on the evaluator’s ex-
perience and expertise. However, combining stu-
dent MQM and SQM can empirically improve the
adequacy by a maximum margin of 20 points for
De-En and nearly 5 points for En-De, En-Zh and
De-Zh compared to SQM or MQM alone (see Fig-
ure 6 in Section D.4 for more details).

BWS, on the other hand, consistently shows
high ratios among top systems, with students
preferring human translations at 86.7% for En-De
and 95.0% for De-Zh. On average, BWS ranks
second with 82.1% compared to ∼94% for pro-
fessional SQM and ∼42% for student SQM and
MQM. This suggests that BWS is more suitable
for evaluating top systems, although it cannot
provide the detailed error insights that MQM
offers.

Summary: Student and professional evaluators
consistently evaluate literary translations using
guided/free error annotation and SQM at a moder-
ate level with BWS showing slightly better agree-
ment. Student MQM is not adequate to discrim-
inate human translations from top LLM transla-
tions. Using it may yield false conclusions. The ef-

14See examples in Table 9 (appendix).

fectiveness of SQM heavily depends on the exper-
tise of the evaluator. BWS excels at distinguishing
human translations from top machine translations
even among less-experienced evaluators, though
this scheme offers less detailed feedback for fur-
ther improvements such as post-editing.

5 Automatic metrics

We use LITEVAL-CORPUS to assess recent auto-
matic metrics. While human MQM and SQM may
not fully capture the nuances of literary translation
quality, as discussed in the previous section, it is
still valuable to examine how consistently current
metrics align with human MQM/SQM evaluations.
This is particularly relevant given that the recent
top-performing metrics are built on similar princi-
ples. We focus on reference-free metrics due to
the scarcity of reference translations for the major-
ity of literary works (Rutherford et al., 2024) and
measure the performance by segment-level corre-
lation between automatic metrics and human eval-
uation.

We examine four SOTA automatic metrics that
rely on LLMs: Prometheus 2 (7 billion param-
eters) (Kim et al., 2024), an open-source model
trained to evaluate other language models, which
is queried using a tailored prompt (shown in Ta-
ble 13 in the appendix) for SQM evaluation of
literary translations; XCOMET-XL/XCOMET-
XXL (3.5 and 10 billion parameters) (Guerreiro
et al., 2024), one of the strongest open-source
MT metrics for standard MT, which is fine-tuned
to assess quality, generating scores and error
spans with severity labels;15 GEMBA-MQM
(Kocmi and Federmann, 2023), a top-performing
prompting-based metric, which is designed to de-

15We apply XCOMET-XL and XCOMET-XXL di-
rectly to paragraph-level evaluation, based on Deutsch et al.
(2023)’s finding that applying sentence-level metrics to para-
graphs produces results similar to averaging sentence-level
scores.
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Figure 2: Segment level correlation measured by
Kendalls τ between (a) human MQM and automatic
metrics and (b) human MQM and GEMBA-MQM
(Literary) per error categories. See Figure 9 (appendix)
for SQM results.

tect translation quality errors based on the MQM
framework using LLMs.16 We modify GEMBA-
MQM with the same error categories we use
for student evaluators. We implement GEMBA-
MQM (Original) using the original prompt tem-
plate and GEMBA-MQM (Literary) adapted with
domain knowledge and literary translation exam-
ples shown in Table 11.

The best metric (GEMBA-MQM) correlates
moderately with human MQM but it can-
not distinguish human translation from LLM
outputs. Figure 2 (a) illustrates the segment-
level correlation between human MQM and auto-
matic metrics. GEMBA-MQM, particularly its
Original version, consistently outperforms other
metrics. GEMBA-MQM (Literary) performs
similarly to GEMBA-MQM (Original), though
slightly worse across the board. XCOMET-XL
and XCOMET-XXL models rank second over-
all, demonstrating poor to moderate correlation
with human evaluation. Their performance no-
tably declines for more distant language pairs,
such as De-Zh, possibly due to differences or limi-
tations in their training data for this language direc-
tion. Moreover, we notice that XCOMET-XL and
XCOMET-XXL are negatively correlated with
the length of the target translation at -0.420 and
-0.393, respectively. In contrast, the correlations
between the length of the target and other metrics
are all below 0.05 in absolute value. Additionally,
Prometheus performs the worst, assigning a score
of 4 (equivalent to “good” translation) to 54.9%
of segments. Its correlation to human SQM ranks
lowest among all automatic metrics, as shown in

16We utilize GPT-4o mini for GEMBA-MQM in this
study due to cost reasons. See Section F.1 and F.2 (appendix)
for more details.

Figure 9 (appendix).

Even the best automatic metric is not adequate
for literary MT evaluation. GEMBA-MQM,
despite moderate correlation with human SQM
and MQM, faces adequacy issues in literary trans-
lation evaluation. Table 3 shows the percentage
of segments where GEMBA-MQM prefer human
translations over MT. The results show GEMBA-
MQM severely struggles to distinguish human
translations from top LLM systems. For scenario
(1), human translator vs. top systems, GEMBA-
MQM (Literary)’s highest percentage (9.6%) is
still 32.9 points lower than the worst human per-
formance. This may partly stem from LLMs’
tendency to act as narcissistic evaluators, favor-
ing their own outputs—especially in reference-
free scenarios (Liu et al., 2024). In scenario (2),
human translator vs. systems excluding top ones,
despite higher percentages, GEMBA-MQM still
lags behind human evaluators by at least 39 points.
GEMBA-MQM (Literary) slightly outperforms
the original version by an average of 4.2 points
and 2.5 points for scenarios (1) and (2), indicat-
ing that literary-specific knowledge helps but re-
mains insufficient for discriminating human and
LLM outputs. As shown in Table 14 (appendix),
other metrics also exhibit substantial gaps com-
pared to human performance. XCOMET-XL
scores 26.9 points lower and XCOMET-XXL
21.2 points lower than the worst human perfor-
mance in scenario (1). In scenario (2), the gaps are
even larger with 39.6 points for XCOMET-XL
and 30.2 for XCOMET-XXL. While XCOMET-
XL and XCOMET-XXL yield better results than
GEMBA-MQM on adequacy, with average per-
formances of 15.6% and 21.3% in scenario (1) re-
spectively, they correlate worse with human MQM
and SQM than GEMBA-MQM. This is particu-
larly evident for De-En and De-Zh, as shown in
Figure 2 (a) and Figure 9 (appendix).

Additionally, our analysis reveals that
GEMBA-MQM’s performance is primarily
driven by Accuracy aspects, with less reliability in
evaluating Fluency, Style, and Terminology (see
Figure 2 (b)).17 Accuracy shows the strongest
correlations across all language pairs. Accuracy
for De-En and De-Zh even surpasses the full
correlation. Meanwhile, Fluency and Style

17We aggregate human MQM and GEMBA-MQM per er-
ror category and then compute the correlation separately per
each category.
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demonstrate poor to fair correlations. Notably,
Terminology consistently shows near-zero corre-
lations, which could be problematic for distant
language pairs with more culture-specific terms,
e.g., En-Zh with Terminology as the second most
frequent error category. These findings suggest
that future metric development should focus on
improving the assessment of Fluency, Style, and
Terminology.

Human MQM vs. GEMBA-MQM: LLMs
demonstrate a tendency towards more literal
and less diverse translations. We further com-
pare human MQM with GEMBA-MQM in sys-
tem rankings considering characteristics of the
translation systems. To assess the literalness of
translation, we analyze the syntactic similarity be-
tween source-translation pairs. We utilize the
recent document-level tree kernel-based syntac-
tic similarity metric FastKASSIM (Chen et al.,
2023). While high syntactic similarity preserves
the source’s form, it frequently sacrifices natural-
ness in the target language and hinders creativity
in translations (Guerberof-Arenas and Toral, 2022;
Al-Awawdeh, 2021). Diversity is another concern
in literary domain (Chen et al., 2024; Zhang and
Eger, 2024). To measure lexical diversity of one
system compared to all other systems, we calcu-
late pairwise lexical overlap between pairs of trans-
lations from different systems and average them
per system.18 A lower value suggests a more di-
verse vocabulary selection. Figure 3 shows re-
sults based on all publications, illustrating human
MQM scores for 10 translation systems averaged
over four language pairs (z-axis) against syntactic
similarity (x-axis) and lexical overlap (y-axis) (see
Figure 10 in the appendix for results on contem-
porary works). The rank of systems is marked as
[rank per human MQM, rank per GEMBA-MQM
]. We show detailed examples in Table 15 and Ta-
ble 16 (appendix).

Three major clusters emerge: (1) Human
Translator stands alone, characterized by a high
MQM score with the lowest syntactic similarity
(0.21) and lexical overlap (18.9). While human
translation ranks first per human MQM by a 0.4
margin over GPT-4o, GEMBA-MQM (Literary)
prefers GPT-4o with a larger margin of 1.4 over
human translators. Surprisingly, GEMBA-MQM
(Literary) even rates Google Translate higher
than human translations. (2) GPT-4o, DeepL,

18See Section F.6 (appendix) for more details.
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Figure 3: Distribution of human MQM (z-axis) against
syntactic similarity between source-translation pairs
and lexical overlap of the current system to all other sys-
tems. The system rankings are shown as [rank per hu-
man MQM, rank per GEMBA-MQM (Literary)]. See
Figure 11 for a detailed heatmap.

and Google Translate all exhibit high MQM
scores and high lexical overlap. The three models
share high lexical overlap, contributing to their
remarkably high average scores. DeepL has
the highest syntactic similarity of 0.27. (3) The
third cluster demonstrates a performance gap to
other clusters, with Qwen 2 and TowerInstruct
performing slightly better. Qwen 2 paraphrases
more for De-Zh and En-Zh pairs and sometimes
includes Chinese characters in De-En and En-De
outputs, which results in low syntactic similarity
and lexical overlap but still higher than human.

Summary: GEMBA-MQM outperforms other
current automatic metrics but struggles with non-
Accuracy aspects. All metrics lack adequacy
in distinguishing human and LLM translations.
LLMs tend to produce more literal and less diverse
translations showing higher syntactic similarity to
the source and greater lexical overlap with other
systems than human translations. Further, LLM
as evaluator prefers more literal translations and is
biased towards their outputs.

6 Conclusion

This paper introduces LITEVAL-CORPUS and a
comprehensive study on literary translation eval-
uation with human and automatic metrics.

Our study reveals the limitations of error an-
notation, particularly MQM when comparing top-
performing systems. This may be attributed to
three factors: (1) the complexity of MQM com-
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pared to other schemes; (2) the current MQM
framework failing to account for “errors” in lit-
erary translation intended for certain equivalence
in the target language; (3) current leading systems
producing fewer errors than previous MT systems,
rendering MQM insufficient. While using BWS
or experienced professionals yields more plausi-
ble assessments, BWS has limitations for further
improvements like post-editing when compared to
MQM. These results have substantial implications,
particularly for determining human parity—a cru-
cial issue in today’s LLM landscape. They are
especially relevant for professional translators, as
naive translation companies might eliminate hu-
man translators due to misjudgments based on
MQM or SQM evaluations by inexperienced prac-
titioners. While we highlight MQM’s limitations
in literary MT evaluation, our current study does
not propose specific improvements to the existing
MQM guidelines. Future work can explore these
aspects in depth.

Furthermore, our results indicate that automatic
metrics development should focus on aspects such
as Style and Terminology. LLMs still need to
address the issue of overly literal outputs, and a
substantial gap remains between LLM and human
quality in literary translation, despite the clear ad-
vancements of recent models.

Limitations

Several limitations of our current work warrant
consideration:

Our study primarily focuses on prompting-
based techniques with identical basic prompts
across LLMs. While our initial exploration with
GPT-4o showed no substantial improvement with
complex prompts, we acknowledge that LLM-
specific prompt optimization could potentially
yield better results in literary translation. This
aligns with the current understanding that prompt-
ing is a delicate process (Leiter and Eger, 2024;
Mizrahi et al., 2024).

Other techniques such as fine-tuning with do-
main knowledge may further enhance LLM perfor-
mance in this context. Conversely, data contamina-
tion may inadvertently improve translation quality
for classic works already in the model’s training
data. However, classics unseen by the model or
yet to be translated might exhibit lower translation
quality.

Our focus on paragraph-level translation still

does not fully capture the nuances of literary texts.
The absence of evaluation on (consecutive) chap-
ters limits our ability to comprehensively evalu-
ate translation quality within a broader context.
Although we conducted limited experiments with
multi-paragraph samples, resource constraints and
the complexity of the task on student evaluators
prevented a more extensive exploration in this di-
rection.

Our study covers four high-resource language
pairs, each evaluated by a single evaluator except
when computing agreements. We acknowledge
that involving multiple evaluators with greater ex-
pertise could yield more robust results. To miti-
gate this limitation within our resource constraints,
we implemented a rigorous selection process and
provided comprehensive training for our evalua-
tors. However, our dataset doesn’t explore LLM
performance in low-resource languages—an area
that could potentially benefit the most from liter-
ary MT.

While we highlight the limitations of MQM in
literary MT evaluation, we do not propose spe-
cific improvements to the current MQM guide-
lines. Professional translators agree that MQM is
insufficient for literary translation but recognize
that enhancing it requires extensive research and
exploration. Future work should focus on improv-
ing upon MQM to better reflect aspects such as
aesthetics, emotion, stylistic features, and the tone
of both authors and characters.

Ethical Considerations

LLMs in literary translation have sparked
widespread public interest and concern. This
topic has become a focal point for researchers,
translators, and publishers, generating intense
debate at various forums including workshops,
interviews, and book fairs.19 The increased
engagement underscores the need for responsible
handling of MT outputs in general.

Low-quality translations can misrepresent or
negatively affect an author’s original work without

19We list some events below. Work-
shops: https://ctt2024.ccl.kuleuven.be/
and https://bohtranslations.com/blog/
dual-t-end-of-project-event-recap. Inter-
views & discussions: https://www.goethe.de/
ins/gb/en/kul/lue/ail.html, https://www.
buchmesse.de/presse/pressemitteilungen/
2023-10-06-kuenstliche-intelligenz, and https:
//www.stiftung-genshagen.de/veranstaltungen/
veranstaltungen-2024/kuku/default-a39e201a92/.
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their awareness. LLMs may introduce or exacer-
bate issues of bias and toxicity in translated litera-
ture, impacting the audience, particularly children.
The growing capabilities of LLMs in translation
also threaten professional translators, raising con-
cerns about job displacement and the devaluation
of human expertise due to misconceptions about
LLM quality. However, the careful use of LLMs or
MT models as an auxiliary tool could democratize
access to global literary works by improving the
accessibility of literature across languages and cul-
tures, especially beneficial for low-resource lan-
guages. LLMs could also empower translators, al-
lowing them to focus on the challenging aspects
of translation while leaving routine tasks to MT.
Additionally, LLMs could serve as potential brain-
storming tools, e.g., inspiring more creative word-
play alternatives.

Regarding dataset usage: We adhere to the
guidelines specified in Germany’s Copyright in
Academic Work regulations.20 The dataset usage
in this study has been approved by the university
ethics committee.

Regarding human evaluation: We obtained con-
sent from all participating evaluators to anony-
mously disclose their contributions.
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B Corpus details

Table 5 summarizes the details of the publications
and the corresponding translation versions.

C Prompt experiments for literary
translation

We use GPT-4o to experiment with four types of
prompts. The results are shown in Table 6.

D Human evaluation

D.1 Summary of human evaluation schemes

Figure 4 shows human evaluation schemes with an
example.

D.2 System ranking

Table 7 shows the system ranking per evaluator
and evaluation schemes.

D.3 Error distribution

Figure 5 shows the distribution of mean error
count per segment (i.e., the total error count di-
vided by the number of segments) aggregated over
error categories.

D.4 Adequacy plot for scheme combination

Figure 6 shows the percentage change in distin-
guishing human translation from top system out-
puts by combining student SQM and MQM results.
We use min-max scaling (Patro, 2015) to adjust
MQM to the same range as SQM (0-6). The com-
bined score is calculated as (1−α)×SMQM+α×
SSQM, where S represents the score and α repre-
sents the ratio between SQM and MQM.

E Error annotation details

E.1 Total cost

The four student evaluators each work 60 hours at
a rate of 14 per hour. They are given two months to
complete the task. Prior to annotation, the authors
and students collaboratively refine the guidelines
through several iterations to address any unclear
points. Additionally, two professional translators
work a total of 20 hours at a rate of approximately
50 per hour. In total, this comprehensive evalua-
tion project amounts to nearly 4,500.

E.2 MQM Annotation guidelines

We present our annotation guideline in this section
and definition of translation errors in Table 8.

E.2.1 Annotation guideline

Introduction
For each annotation, you will be presented with
two paragraphs: the source paragraph and the
translation of the source paragraph. You need to
read both paragraphs carefully and finish the fol-
lowing tasks.
Task description
Task 1: MQM error annotation
Step 1: You will be given the definition of transla-
tion errors. You need to highlight the spans from
the translation containing errors and choose the
corresponding error categories.

Please consider following the order of questions
during error annotation:

• Evaluate whether the sentence is comprehen-
sible. If it is completely incomprehensible,
mark it as "non-translation."

• Are there any untranslated texts?

• Is there any cultural-specific terminology
mistranslation or inconsistency?

• Any accuracy errors with addi-
tion/omission/misnomer or mistranslation
especially due to overly literal translation or
temporal component?

• Are there any style errors?

• Are there any fluency errors that cause incon-
sistency in non-terminology usage and coher-
ence errors?

Step 2: Rate the severity of errors
Major Errors are errors that seriously distort the
meaning of the source, in such a way that it be-
comes completely incomprehensible or that the
essence of the message is lost. Another example
is errors that may confuse or mislead the reader
due to substantial changes in meaning.

Minor Errors dont lead to loss of meaning and
wouldnt confuse or mislead the reader but would
be noticed, would decrease stylistic quality, flu-
ency, or clarity, or make the content less appeal-
ing.

You only need to annotate once if the error is
repeated several times.
Task 2: SQM assessment
You need to rate the overall translation quality.
How do you like the translation, especially in re-
flecting the stylistic, artistic, and emotional quali-
ties of the original work? Give a score from 0-6.
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Pairs Book Publication year #Paragraph
Source Translation1 Translation2 Translation3

En-De

Frankenstein 1818 1831 2018 2017 9
Jane Eyre 1847 1864 2020 2008 13
Wuthering Heights 1847 1941 1949 8
Birnan Wood 2023 2023 16

De-En

Death in Venice 1912 1925 2012 2021 11
The Metamorphosis 1915 2003 2003 2014 13
Steppenwolf 1927 2013 2012 4
Kairos 2021 2023 18

De-Zh

The sorrows of young werther 1774 2018 1980 4
The Metamorphosis 1915 2014 2023 2
Demian: Die Geschichte von Emil Sinclairs Jugend 1921 2019 2020 2014 16
Steppenwolf 1927 2023 2011 2022 13
Heimsuchung 2010 11.2022 12

En-Zh

Frankenstein 1818 2010 2016 10
Jane Eyre 1847 2012 1989 13
Wuthering Heights 1847 1956 1998 2023 7
Chlorine 2024 2024 19

Table 5: Meta information for source and translation. #Paragraph denotes the number of paragraphs sampled from
the book. Detailed information such as author, translator, and links to the source and translation are contained in
the CSV file in the GitHub repository. Classic works, i.e., before year 1980, are underlined.

ProfessionalStudent

Guided error annotation  
(MQM)

Translation: […] Well, Gregor 
could do without the box in an 
emergency, but the desk had to 
stay. And the women had hardly 
left the room with the box, to 
which they were groaning, when 
Gregor poked his head out from 
under the canapé to see how he 
could intervene carefully and as 
considerately as possible. […]

Free error annotation

Error

(1) highlight error spans 
(2) provide explanations

Fluency Style Terminology

Non-translationLocale-convention Other

(1)  highlight error spans 
(2)  categorize error type 
(3)  select error severity (major 

or minor)

Accuracy

SQM BWS

Translation: […] Well, Gregor 
could do without the box in an 
emergency, but the desk had to 
stay. And the women had hardly 
left the room with the box, to 
which they were groaning, when 
Gregor poked his head out from 
under the canapé to see how he 
could intervene carefully and as 
considerately as possible. […]

😁 6: Perfect translation 
😊 4: Most Meaning and Style Preserved 
😟 2: Some Meaning and Style Preserved 
😭 0: Nonsense

BEST WORST

👍

👎

Translation 1

Translation 2

Translation 3

Translation 4

0-6 Scale rating (including 
the intermediate levels 1, 
3, and 5)

(1) which translation 
is the best and 
which is the worst 

(2) 4-6 top systems

Source: […] Nun, den Kasten konnte Gregor im Notfall noch entbehren, aber schon der Schreibtisch mußte bleiben. Und 
kaum hatten die Frauen mit dem Kasten, an dem sie sich ächzend drückten, das Zimmer verlassen, als Gregor den Kopf 
unter dem Kanapee hervorstieß, um zu sehen, wie er vorsichtig und möglichst rücksichtsvoll eingreifen könnte.  […]

Student Professional

Translation: […] Well, Gregor 
could do without the box in an 
emergency, but the desk had to 
stay. And the women had hardly 
left the room with the box, to 
which they were groaning, when 
Gregor poked his head out from 
under the canapé to see how he 
could intervene carefully and as 
considerately as possible. […]

Student

Figure 4: Human evaluation schemes conducted by student evaluators and professional translators with De-En
example. MQM, SQM, and BWS represent Multidimensional Quality Metrics, Scalar Quality Metrics, and BEST-
WORST SCALING. MQM is guided by an error categorization guideline and Free annotation permits span high-
lighting with comments, without specific guidelines.
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mode prompt %winning

baseline Please translate the following literary texts from
src_lang to tgt_lang. The texts are as follows: text 27%

baseline
+ role

As a professional literary translator, your task is to
translate the provided text with a focus on preserving
the originals literary style, emotional depth, and cul-
tural nuances. Your translation should not be a word-
for-word rendering, but rather an adaptation that cap-
tures the aesthetic qualities, tone, and creative expres-
sion of the source. Ensure the translation reads natu-
rally in the target language, maintaining fluidity and
resonance with its literary conventions.
Pay close attention to conveying the original mood,
themes, and subtleties of meaning, while respecting
both the integrity of the original work and the target
audiences cultural context. Please translate the fol-
lowing literary texts from src_lang to tgt_lang. The
texts are as follows: text

-10%

baseline
+ mul-
tistep
error
critics

Please translate the following literary texts from
src_lang to tgt_lang. The texts are as follows: text
1. Please translate the source texts in [target lan-
guage].
2. Correct the text with attention to the follow-
ing error categories: accuracy (including additions,
omissions, misnomers, mistranslations such as overly
literal translations and temporal inconsistencies, as
well as untranslated text), fluency (ensuring consis-
tency, coherence, proper grammar, punctuation, and
spelling), style (avoiding awkward phrasing, incor-
rect register, inconsistencies, and unidiomatic expres-
sions), terminology (using context-appropriate and
consistent terms, particularly for culturally specific
items and extra-linguistic terms), non-translation (en-
suring all text is translated), and adherence to locale
conventions. Avoid making any of these errors dur-
ing the correction process.
3. Return the corrected translation.

3%

baseline
+ role
+ mul-
tistep
error
critics

As a professional literary translator, your task is to
translate the provided text with a focus on preserving
the originals literary style, emotional depth, and cul-
tural nuances. Your translation should not be a word-
for-word rendering, but rather an adaptation that cap-
tures the aesthetic qualities, tone, and creative expres-
sion of the source. Ensure the translation reads natu-
rally in the target language, maintaining fluidity and
resonance with its literary conventions. Pay close at-
tention to conveying the original mood, themes, and
subtleties of meaning, while respecting both the in-
tegrity of the original work and the target audiences
cultural context.
Please translate the following literary texts from
src_lang to tgt_lang. The texts are as follows: text
1. First translate the source texts in tgt_lang.
2. Correct the text with attention to the follow-
ing error categories: accuracy (including additions,
omissions, misnomers, mistranslations such as overly
literal translations and temporal inconsistencies, as
well as untranslated text), fluency (ensuring consis-
tency, coherence, proper grammar, punctuation, and
spelling), style (avoiding awkward phrasing, incor-
rect register, inconsistencies, and unidiomatic expres-
sions), terminology (using context-appropriate and
consistent terms, particularly for culturally specific
items and extra-linguistic terms), non-translation (en-
suring all text is translated), and adherence to locale
conventions. Avoid making any of these errors dur-
ing the correction process.
3. Return the corrected translation.

-20%

Table 6: Prompt experiments with GPT-4o. The com-
parison is conducted using the BEST-WORST SCAL-
ING scheme. We report the average percentage of lan-
guage pairs computed with Best-Count minus Worst-
count divided by total evaluation count.
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Figure 5: Distribution of mean error count per segment
(i.e., the total error count divided by the number of seg-
ments) aggregated over error categories: (a) Human
Translator vs. GPT-4o, Google Translate, DeepL. (b)
Human Translator vs. other systems.
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Figure 6: Percentage of segments where human trans-
lations are preferred over top systems by different com-
bination ratios α, where α = 0 corresponds to SQM
alone and α = 1 corresponds to MQM alone.
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System Model size
(billion)

Student Professional

MQM Rank SQM Rank SQM Rank

Human - -1.3 1 5.0 1 5.0 1
Google Translate ? -3.1 3 4.0 3 2.8 3
DeepL ? -3.2 4 3.8 4 2.2 5
GPT-4o >200 -1.7 2 4.6 2 3.2 2
Qwen 7.0 -8.7 5 2.7 5 (2.5) (4)
Towerinstruct 7.0 -9.0 6 1.8 7
Llama 3 8.0 -12.3 9 1.8 6
Gemma 7.0 -12.6 10 1.3 8
M2M 3.3 -11.2 7 1.1 9
NLLB 1.3 -11.9 8 1.1 10

Table 7: System rankings by evaluator and human evaluation scheme. We highlight the top three ranks in bold,
underline, and italics, respectively. Professional translators evaluate Qwen outputs only for De-Zh and En-Zh pairs,
which may result in higher ratings compared to Qwen’s performance across all languages.

E.2.2 Error definition
The definition of translation errors is shown in Ta-
ble 8. We derive our category definitions primarily
from the MQM official website21 and the study by
Wang et al. (2023). We add two additional cate-
gories: Non-translation defined by Freitag et al.
(2021) and Temporal effect defined by ourselves.

E.2.3 Screenshot of error annotation
platform

Figure 7 demonstrates the screenshot of the error
annotation platform.

E.3 Examples of human evaluation results

E.3.1 De-En
Figure 8 shows examples of SQM and error anno-
tations by student and professional evaluators.

E.4 Example of human translation labelled
as “error” according to student MQM

Table 9 shows examples of MQM errors labeled
by student evaluators due to cultural adaptation in
the translation.

F Automatic metrics

F.1 Detail of automatic metrics

Table 10 summarizes the characteristics of auto-
matic metrics. For cost reasons, we use GPT-4o-
mini instead of GPT-4 used in the original paper.
This may induce a slight performance reduction.
But compared to the cost for GPT-4 (on average
0.12 per segment, approximately 250 for complete
evaluation per prompt), GPT-4o-mini is over 200
times cheaper (1.2 for full evaluation per prompt).

21https://themqm.org/error-types-2/typology/

aspect finetuned base model #parameter

Prometheus 2 prometheus2 7 billion
XCOMET-XL X XLMR-XL 3.5 billion
XCOMET-XXL X XLMR-XXL 10 billion
GEMBA-MQM X GPT-4o mini ?

Table 10: Summary of characteristics for automatic
metrics. Aspect indicates whether the metric support
evaluation per aspect such as error categories and #pa-
rameter indicates the size of the base model.

F.2 GEMBA-MQM detail

F.2.1 GEMBA-MQM prompt templates

Table 11 showcases the prompt templates.

F.2.2 Consistency analysis of
GEMBA-MQM (Literary) under
different temperature

Table 12 shows the consistency of GEMBA-
MQM (Literary) under different temperature. We
evaluate the consistency of GEMBA-MQM (Lit-
erary) on the full De-En dataset under varying tem-
peratures, each temperature querying three times.
From Table 12, we observe that even at tem-
perature 0 (the deterministic setting), the result-
ing score shows slight variation while maintain-
ing high overall consistency. The correlation co-
efficient between different queries decreases from
0.910 at temperature 0.0 to 0.856 at temperature
1.0. Similarly, the proportion of cases with small
score differences (δ ≤ 1) drops from 78.8% to
73.3%, while larger differences (δ > 5) increase
from 4.3% to 7.5% when temperature increases.
These results demonstrate that the scores remain
robust and consistent at temperature 0 and across
low temperatures but variability increases with
higher temperatures.
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Error Category Definition

Accuracy

Addition Error occuring in the target content that includes content not present in the source.

Omission Error where content present in the source is missing in the target.

Misnomer The target text is more/less specific than the raw

Mistranslation
General

Translation does not accurately represent the source. Wrong translation in the tar-
get language. E.g., the wrong word is used in the target language; mistranslation
of a false friend (word or expression that has a similar form in the source and tar-
get languages, but a different meaning);

Overly literal Direct translation of idioms, sentences, and structures;

Temporal effect Historical linguistic elements such as spelling, semantics, and morphology that
affect the accuracy of translation.

Untranslated Error occuring when a text segment that was intended for translation is omitted in
the target content.

Fluency

Punctuation/Spelling
Punctuation marks missing or used in the wrong way/Issues related to the spelling
of words (Including those of capitalization hyphenated words and use of as risk
for censored swear words.)

Grammar Issues related to the grammar or syntax of the text. other than spelling and orthog-
raphy (especially inconsistency of the tenses and conditionals)

Inconsistency The text shows internal inconsistency

coherence
The text is not semantically clear, logical, and consistent, and, therefore, it cannot
be understood by the reader; E.g., - Unclear reference: Relative pronouns or other
referential mechanisms unclear in their reference.

Style

Awkwardness Style involving excessive wordiness or overly embedded clauses, often due to
inappropriate retention of source text style in the target text.

Register Characteristic of text that uses a level of formality higher or lower than required
by the specifications or general language conventions.

Inconsistent Style is inconsistent within a text

Unidiomatic Style that is grammatical, but unnatural.

Terminology Mistranslation
A genre-specific or cultural-specific terminology is wrongly translated. Use of
term that it is not the term a domain expert would use or because it gives rise to a
conceptual mismatch.

Inconsistent Terminology is used in a consistent manner within the text

Locale Convention
(non-cultrual)

Location Format Using the wrong format for address, name etc.

Number Format The translated date, time, currency, and telephone use formats inappropriate for
its locale.

Others Other issues that havent been included in this list.

Non-translation Non-translation error that can be used to tag an entire sentence which is too badly
garbled to permit reliable identification of individual errors.

Table 8: MQM error definition
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Figure 7: Screenshot of error annotation interface

Source

Und so ließ sie sich von ihrem Entschlusse durch die Mutter nicht abbringen, die auch in diesem Zimmer vor lauter Unruhe unsicher schien, bald verstummte und der Schwester 
nach Kräften beim Hinausschaffen des Kastens half. Nun, den Kasten konnte Gregor im Notfall noch entbehren, aber schon der Schreibtisch mußte bleiben. Und kaum hatten die 
Frauen mit dem Kasten, an dem sie sich ächzend drückten, das Zimmer verlassen, als Gregor den Kopf unter dem Kanapee hervorstieß, um zu sehen, wie er vorsichtig und 
möglichst rücksichtsvoll eingreifen könnte. Aber zum Unglück war es gerade die Mutter, welche zuerst zurückkehrte, während Grete im Nebenzimmer den Kasten umfangen hielt und 
ihn allein hin und her schwang, ohne ihn natürlich von der Stelle zu bringen. Die Mutter aber war Gregors Anblick nicht gewöhnt, er hätte sie krank machen können, und so eilte 
Gregor erschrocken im Rückwärtslauf bis an das andere Ende des Kanapees, konnte es aber nicht mehr verhindern, daß das Leintuch vorne ein wenig sich bewegte. Das genügte, 
um die Mutter aufmerksam zu machen. Sie stockte, stand einen Augenblick still und ging dann zu Grete zurück.

Accuracy

Accuracy-Mistranslation

Accuracy-Mistranslation 
(literal)

Accuracy-Addition/Omiss
ion/Misnomer

Style

Style-Awkwardness

Style-Register

Fluency

Fluency-Coherence

Fluency-Grammar

Error (Translator)

Target
(DeepL)

And so she did not allow herself to be dissuaded 
from her decision by her mother, who also 
seemed unsure in this room because of her 
restlessness, soon fell silent and helped her sister 
as much as she could to remove the box. Well, 
Gregor could do without the box in an emergency, 
but the desk had to stay. And the women had 
hardly left the room with the box, to which they 
were groaning, when Gregor poked his head out 
from under the canapé to see how he could 
intervene carefully and as considerately as 
possible. But unfortunately, it was the mother who 
returned first, while Grete held the box in the next 
room and swung it back and forth without, of 
course, moving it. The mother, however, was not 
used to the sight of Gregor, it could have made 
her ill, and so Gregor, frightened, rushed 
backwards to the other end of the canapé, but 
could no longer prevent the sheet in front from 
moving a little. That was enough to alert his 
mother. She stopped, stood still for a moment and 
then went back to Grete.

And so she did not allow herself to be dissuaded 
from her decision by her mother, who also 
seemed unsure in this room because of her 
restlessness, soon fell silent and helped her sister 
as much as she could to remove the box. Well, 
Gregor could do without the box in an emergency, 
but the desk had to stay. And the women had 
hardly left the room with the box, to which they 
were groaning, when Gregor poked his head out 
from under the canapé to see how he could 
intervene carefully and as considerately as 
possible. But unfortunately, it was the mother who 
returned first, while Grete held the box in the next 
room and swung it back and forth without, of 
course, moving it. The mother, however, was not 
used to the sight of Gregor, it could have made 
her ill, and so Gregor, frightened, rushed 
backwards to the other end of the canapé, but 
could no longer prevent the sheet in front from 
moving a little. That was enough to alert his 
mother. She stopped, stood still for a moment and 
then went back to Grete.

And so she did not allow herself to be dissuaded 
from her decision by her mother, who also 
seemed unsure in this room because of her 
restlessness, soon fell silent and helped her sister 
as much as she could to remove the box. Well, 
Gregor could do without the box in an emergency, 
but the desk had to stay. And the women had 
hardly left the room with the box, to which they 
were groaning, when Gregor poked his head out 
from under the canapé to see how he could 
intervene carefully and as considerately as 
possible. But unfortunately, it was the mother who 
returned first, while Grete held the box in the next 
room and swung it back and forth without, of 
course, moving it. The mother, however, was not 
used to the sight of Gregor, it could have made 
her ill, and so Gregor, frightened, rushed 
backwards to the other end of the canapé, but 
could no longer prevent the sheet in front from 
moving a little. That was enough to alert his 
mother. She stopped, stood still for a moment and 
then went back to Grete.

Annotator Student 1 Student 2 Professional translator

SQM 2 2 2

Agreement
(error span) student 1 - 2: 0.400; student 1 - translator: 0.657; student 2 - translator: 0.284

Figure 8: Annotation example for De-En
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pair Source Human Trans-
lation

Interpretation

En-Zh ... a wilder-
ness of
crumbling
(griffins)
and shame-
less little
boys ...

... () ... The text in brackets is
marked as a misnomer (a
subcategory of accuracy er-
ror) by the student evalua-
tor. While the source text
mentions griffins, the trans-
lation simply uses "mon-
ster," since in the target cul-
ture, griffins as mythical
creatures have no cultural
significance.

De-Zh Als (Latein-
schüler)
und Herren-
söhnchen
...

() ... The text in brackets is
marked as a mistranslation
(a subcategory of accu-
racy error) by the student
evaluator. Though the
source text mentions "Latin
school," the translation
uses "prestigious school"
because Latin schools
don’t exist in the target
culture and therefore lack
the same connotation of
academic prestige.

De-En ... ein
(dreister
Schlager)
in unver-
ständlichem
Dialekt ...

... a ("big num-
ber") in incom-
prehensible di-
alect ...

The text in brackets is
marked as a mistranslation
(a subcategory of accuracy
error) by the student eval-
uator, which is a culturally
adapted translation.

Table 9: Mislabelled MQM error due to cultural adap-
tation

temperature corr score difference δ

δ ≤ 1 1 < δ ≤ 5 δ > 5

0.0 0.910 78.8% 16.9% 4.3%
0.1 0.902 76.9% 16.9% 6.2%
0.3 0.882 74.7% 18.7% 6.6%
0.5 0.887 71.9% 22.6% 5.5%
0.7 0.874 72.2% 20.5% 7.3%
1.0 0.856 73.3% 19.2% 7.5%

Table 12: Consistency of GEMBA-MQM scores
across different temperatures. We query three times at
each temperature. Corr calculates the mean rank cor-
relation between queries using Spearman correlation.
The score difference shows the percentage of score
changes under different thresholds. δ = 1 represents
one minor error in difference, while δ = 5 represents
one major error.

F.3 Prompt for Prometheus 2

Component prompt

ABS_SYSTEM
PROMPT

As a literary translation critic, your role is to identify
errors and evaluate the translations quality. Focus on
the subtleties of literary style, emotional impact, and
creative expression. An excellent translation captures
the original works aesthetic qualities, tone, and cultural
nuances, rather than adhering to a word-for-word ap-
proach. Translations that are excessively literal and fail
to adapt to the target languages literary conventions and
natural flow should be critiqued accordingly.

rubric_data

“criteria”: “What is the overall quality of the given
literary translation based on the source texts?”
“score0_description”: “Nonsense: Nearly all informa-
tion is lost between the translation and source. Gram-
mar and style are irrelevant.”
“score2_description”: “Some Meaning and Style Pre-
served: The translation preserves some of the meaning
and style of the source but misses significant parts. The
narrative is hard to follow due to fundamental errors.
Grammar may be poor. Style may be inconsistent.”
“score4_description”: “Most Meaning and Style Pre-
served and Few Grammar Mistakes: The translation re-
tains most of the meaning and style of the source. This
may contain some grammar mistakes or minor style
and contextual inconsistencies.”
“score6_description”: “Perfect Meaning and Style
Preserved: The meaning and style of the translation are
completely consistent with the source and the surround-
ing context.”

Table 13: Prompts for Prometheus 2

F.4 Correlation between SQM and automatic
metrics

Figure 9 illustrates segment-level correlation be-
tween human SQM and automatic metrics.

Pro
meth

eu
s 2

XC
OMET-

XL

XC
OMET-

XXL

GEM
BA-M

QM (O
rig

ina
l)

GEM
BA-M

QM (L
ite

rar
y)

De-En

En-De

De-Zh

En-Zh

0.006 0.081 0.074 0.314 0.307

0.095 0.413 0.488 0.528 0.521

0.053 0.059 0.039 0.365 0.317

0.013 0.500 0.448 0.507 0.498

Figure 9: Segment level correlation measured by
Kendalls tau between human SQM and automatic met-
rics.

F.5 Human vs. LLMs for metrics.
Table 14 shows the percentage of segments where
human translations are preferred over machine
translations per evaluation schemes and automatic
metrics.
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GEMBA-MQM (Original) GEMBA-MQM (Literary)

system
You are an annotator for the quality of machine translation.
Your task is to identify errors and assess the quality of the trans-
lation.

As a literary translation critic, your role is to identify errors and
evaluate the translation’s quality. Focus on the subtleties of liter-
ary style, emotional impact, and creative expression. An excel-
lent translation captures the original work’s aesthetic qualities,
tone, and cultural nuances, rather than adhering to a word-for-
word approach. Translations that are excessively literal and fail
to adapt to the target language’s literary conventions and natural
flow should be critiqued accordingly.

prompt

Based on the source segment and machine translation surrounded with triple backticks, identify error types in the translation and
classify them. The categories of errors are: accuracy (addition, omission, misnomer, mistranslation [including too-literal translation
and temporal effect], untranslated text), fluency (inconsistency, coherence, grammar, punctuation, spelling), style (awkward, register,
inconsistent, unidiomatic), terminology (inappropriate for context, inconsistent use, please pay attention to cultural specific items
and extra-linguistic terms), non-translation, other, locale convention, or no error. Each error is classified as one of three categories:
critical, major, and minor. Critical errors inhibit comprehension of the text. Major errors disrupt the flow, but what the text is trying
to say is still understandable. Minor errors are technically errors, but do not disrupt the flow or hinder comprehension.

few shot example 1

En-De: { “source_lang”: “English”, “source_seg”: “I do
apologise about this, we must gain permission from the ac-
count holder to discuss an order with another person, I apol-
ogise if this was done previously, however, I would not be
able to discuss this with yourself without the account hold-
ers permission.”, “target_lang”: “German”, “target_seg”: “Ich
entschuldige mich dafür, wir müssen die Erlaubnis einholen,
um eine Bestellung mit einer anderen Person zu besprechen.
Ich entschuldige mich, falls dies zuvor geschehen wäre, aber
ohne die Erlaubnis des Kontoinhabers wäre ich nicht in der
Lage, dies mit dir involvement.”, “answer”: Critical: no-
error Major: accuracy/mistranslation - “involvement” accu-
racy/omission - “the account holder” Minor: fluency/grammar -
“wäre” style/register - “dir” }

En-De: { “source_lang”: “English”, “source_seg”: “At inter-
vals, while turning over the leaves of my book, I studied the
aspect of that winter afternoon.”, “target_lang”: “German”, “tar-
get_seg”: “Von Zeit zu Zeit, während ich in meinem Buch
blätterte, studierte ich das Aussehen dieses Winternachmit-
tags.”, “answer”: Critical: accuracy/mistranslation (Too-literal)
- “studierte” Major: accuracy/omission - “das Aussehen” Minor:
no-error }

few shot example 2

Zh-En: {“source_lang”: “Chinese”, “source_seg”: “”, “tar-
get_lang”: “English”, “target_seg”: “Urumqi Home Furnishing
Store Channel provides you with the latest business information
such as the address, telephone number, business hours, etc., of
high-speed rail, and find a decoration company, and go to the re-
views.”, “answer”: Critical: accuracy/addition - “of high-speed
rail” Major: accuracy/mistranslation - “go to the reviews” Mi-
nor: style/awkward - “etc.,” }

Zh-En: { “source_lang”: “Chinese”, “source_seg”: “”, “tar-
get_lang”: “English”, “target_seg”: “The sun he has feet, ah,
gently and quietly moved.”, “answer”: Critical: style/awkward
- “ah” Major: fluency/grammar - “gently and quietly moved“
Minor: accuracy/mistranslation (Too-literal) - “he has feet” }

Table 11: GEMBA-MQM prompt templates.
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Figure 1 is based on Table 3 and Table
14 (appendix). For the percentage computa-
tion of scheme professional error annotation, we
first convert error span annotation counts to
numerical scores using the formula Score =
|Good solution|−|Error|, then rank these scores to
compute the percentage. The percentage of human
> top systems averaged over three language pairs
is 62.8%, with De-En at 75.0%, En-De at 33.3%,
and En-Zh 80.0%, respectively.

The professional BWS statistics shown in Fig-
ure 1 are based on the results from En-Zh, with 14
samples evaluated by the En-Zh translator.

F.6 Computation details for diversity
measure

To assess a system’s lexical diversity compared to
others, we calculate the pairwise lexical overlap
between translations from different systems. For
each paragraph, we compute the lexical overlap
between the current system’s translation and those
of all other systems. This overlap quantifies the
vocabulary shared between the current system and
others. We then average these overlaps for all para-
graphs, resulting in an overall lexical overlap score
for the system. A lower average overlap indicates
that the system uses a more diverse and distinct
vocabulary, while a higher score suggests greater
similarity in word choice with other systems.

The mean lexical overlap for system j across all
paragraphs is given by:

Avg.overlapj =
1

N

N∑

i=1




1

M − 1

M∑

k=1
k ̸=j

S(Tij , Tik)




where N is the total number of paragraphs. M is
the total number of systems. Tij is the translation
of paragraph i by system j. S(Tij , Tik) is the func-
tion, i.e., BLEU by SACREBLEU (Post, 2018),
to compute lexical overlap between the translation
from system j and system k for paragraph i.

F.7 Comparison of classic and contemporary
works

Figure 10 shows the scatter plots of human MQM
(z-axis) per average syntactic similarity between
source and system translation and average lexi-
cal overlap of the current system to all other sys-
tems for all contemporary works after 2000. Hu-
man translation still holds the lowest lexical over-
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Figure 10: (Contemporary works after 2000) Scatter
plots of human MQM (z-axis) per average syntactic
similarity between source and system translation and
average lexical overlap of the current system to all other
systems. The rank of systems is marked as [rank per hu-
man MQM, rank per GEMBA-MQM (Literary)].
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Figure 11: Heatmap for pairwise lexical overlap be-
tween translation systems (calculation based on the en-
tire LITEVAL-CORPUS).

lap (19.6) than other systems except for Qwen 2
(19.5). The syntactic similarity of human trans-
lation (0.267) ranks third slightly higher than
Qwen2 (0.252) and NLLB (0.253).

Figure 11 shows the heatmap of pairwise lexi-
cal overlap between systems based on the entire
LITEVAL-CORPUS. The results reveal exception-
ally high lexical overlap among Google Translate,
GPT-4o, and DeepL, while NLLB and M2M (all
from META AI) also show notably high overlap.
This pattern may stem from shared training cor-
pora or training data distillation from other mod-
els.
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F.8 Comparison of different human
translation versions

Figure 12 compares different human translation
versions over time of the same source per lexical
overlap (upper) and syntactic similarity (lower).
Versions 1-3 represent translations from the old-
est to newest versions in our study. Our calcula-
tions are based on paragraphs from our LITEVAL-
CORPUS. For lexical overlap with other LLM sys-
tems (upper), 8 out of 12 books show that the
newest translations show substantially higher over-
lap with other system translations (e.g., Wuthering
Heights, Frankenstein, and Jane Eyre) compared
to previous versions. However, some older transla-
tions (e.g., Wuthering Heights En-Zh and Death in
Venice De-En) also show high overlap, likely be-
cause they are part of the training data of the trans-
lation systems. Regarding syntactic similarity be-
tween source and translation (lower), we observe
no consistent pattern across versions, with some
translations like the Metamorphosis De-Zh show-
ing higher syntactic similarity while others remain
lower or comparable.
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lexical overlap
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Figure 12: Comparison of lexical overlap and syntactic
similarity for different human translation versions.

F.9 Example of system outputs with human
and metric scores, syntactic similarity,
and lexical overlap

Table 15 and 16 demonstrate a full example includ-
ing all system outputs with evaluation from human
and automatic metrics, syntactic similarity to the
source, and lexical overlap to all other systems.
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Source
Aus diesem Traum erwachte der Heimgesuchte entnervt, zerrüttet und kraftlos dem Dämon verfallen. Er scheute nicht mehr die beobachtenden Blicke der Menschen; ob er sich ihrem
Verdacht aussetze, kümmerte ihn nicht. Auch flohen sie ja, reisten ab; zahlreiche Strandhütten standen leer, die Besetzung des Speisesaals wies gröSSere Lücken auf, und in der Stadt
sah man selten noch einen Fremden. Die Wahrheit schien durchgesickert, die Panik, trotz zähen Zusammenhaltens der Interessenten, nicht länger hintanzuhalten. Aber die Frau im
Perlenschmuck blieb mit den Ihren, sei es, weil die Gerüchte nicht zu ihr drangen, oder weil sie zu stolz und furchtlos war, um ihnen zu weichen: Tadzio blieb; und jenem, in seiner
Umfangenheit, war es zuweilen, als könne Flucht und Tod alles störende Leben in der Runde entfernen und er allein mit dem Schönen auf dieser Insel zurückbleiben,ja, wenn vormittags
am Meere sein Blick schwer, unverantwortlich, unverwandt auf dem Begehrten ruhte, wenn er bei sinkendem Tage durch Gassen, in denen verheimlichterweise das ekle Sterben umging,
ihm unwürdig nachfolgte, so schien das Ungeheuerliche ihm aussichtsreich und hinfällig das Sittengesetz.

Model Translation
Syntactic
similarity
(Src-Tgt)

Lexical
overlap

Human
MQM SQM

GEMBA-
MQM

(Literary)

Human
Translator

1

When he awakened from the affliction of this dream he was unnerved, shattered,
and hopelessly under the power of the demon. He no longer avoided the inquisitive
glances of other people; he did not care if he was exciting their suspicions. And as
a matter of fact they were fleeing, travelling elsewhere. Numerous bathing houses
stood empty, the occupants of the dining-hall became more and more scattered, and
in the city now one rarely saw a foreigner. The truth seemed to have leaked out;
the panic, despite the reticence of those whose interests were involved, seemed no
longer avoidable. But the woman with the pearls remained with her family, either
because the rumours had not yet reached her, or because she was too proud and
fearless to heed them. Tadzio remained. And to Aschenbach, in his infatuation, it
seemed at times as though flight and death might remove all the disturbing elements
of life around them, and he stay here alone with the boy. Yes, by the sea in the
forenoon when his eyes rested heavily, irresponsibly, unwaveringly on the thing he
coveted, or when, as the day was ending, he followed shamelessly after him through
streets where the hideous death lurked in secretat such times the atrocious seemed
to him rich in possibilities, and laws of morality had dropped away.

0.147 17.1 -0.5 5 -2.6

Human
Translator

2

The stricken man awoke from his dream unnerved and shaken, powerless in the
demons thrall. He no longer shunned the curious glances of the people around him:
whether he aroused their suspicion was of no concern to him. They were fleeing,
were they not, leaving Venice: many of the cabanas were vacant, a number of tables
in the dining room unoccupied, and in the city there was scarcely a foreigner to be
seen. The truth seemed to have leaked out despite the tenacious solidarity among
interested parties in their attempt to ward off panic. But the woman in pearls stayed
on with her family either because the rumors had not reached her or because she was
too proud and fearless to heed them. Thus Tadzio stayed on, and Aschenbach, in his
beleaguered state, occasionally had the feeling that flight and death might eliminate
all life standing in his way and leave him alone on this island with the beautiful
boy; indeed, when he sat in the morning by the sea, his gazeheavy, injudicious, and
fixedresting on the object of his desire, or when, as evening fell, he resumed his
undignified pursuit through the narrow streets clandestinely haunted by loathsome
dying, things monstrous seemed auspicious and the moral code null and void.

0.157 19.1 -0.4 6 -2.6

Qwen 2

From that dream, the wanderer awoke, unsettled, broken, and without strength, sur-
rendering to the demon. He no longer feared the watchful gazes of people; it didn’t
bother him if they attributed their suspicions. Indeed, they too had fled or left; many
beach huts stood empty, the dining hall indicated greater vacuity, and in the city, one
seldom saw strangers anymore. The truth seemed to spread, but despite the stubborn
unity of the interested parties, panic could not be held back. But the woman adorned
with pearls remained, whether shielded from the rumors or too proud and fearless
to evade them - Tadzio stayed. In his expanse, it sometimes felt as though flight
and death could remove all distractions from the circle, leaving him alone with the
Beauty on this island. Indeed, when, in the early morning, his gaze, deliberate, un-
accountable, and unwavering, rested on the desired object across the sea, or as he
followed the illicit death in hidden streets during descending days, feeling unworthy,
he found the abyssal allure irresistible and the moral law.

0.194 18.6 -3.4 3 -7.6

Llama 3

From this dream, the Heimgesuchte woke up, worn out, shattered, and completely
under the demon’s control. He no longer feared the observing gazes of people;
whether he risked being suspected by them or not, he didn’t care. After all, they
were fleeing, traveling away; many beach huts stood empty, the occupancy of the
dining hall showed larger gaps, and in the city, it was rare to see a stranger. The truth
had seeped in, and despite the persistent unity of the interested parties, panic was
no longer possible to conceal. But the woman in the pearl jewelry remained with
hers, whether the rumors didn’t reach her or because she was too proud and fearless
to leave them; Tadzio stayed; and to him, in his limited scope, it was sometimes
as if flight and death could remove all disturbing life in the circle and leave him
alone with the beautiful on this island. - yes, when, in the morning, his gaze, heavy,
unaccountable, unattached, rested on the coveted object, when, with the sinking
day, he followed unworthily through alleys where concealed, secretly, death was
spreading, he seemed to find it promising and futile the law of morals.

0.208 24.2 -5 4 -7.6

TowerIn-
struct

From this dream the tormented one awoke weary, destroyed, and spiritually weak-
ened to the demon’s hold. He no longer shied away from people’s gazes; whether
he exposed himself to their suspicion did not concern him. Even they, in fact, fled,
traveled away; numerous beach huts stood empty, the occupancy of the dining hall
showed larger gaps, and one seldom still saw a stranger in the city. The truth seemed
to seep through, and the panic, despite the interested party’s staunch collective ef-
fort, was no longer to be kept at bay. But the woman in pearls stayed with her own,
whether the rumors did not reach her, or whether she was too proud and fearless to
budge: Tadzio remained; and to that extent, it was as though fleeing and death could
all disturbing life around him and allow him alone with the beautiful person on this
island to remainyes, when in the morning by the sea his gaze was heavy, irrespon-
sible, uncharming on the desired one, when he, discreetly, followed him through
alleys in which the uncomfortable death circled around him, then it seemed like the
monstrous was promising and the moral code fleeting.

0.252 23.2 -2.2 1 -7.4

Table 15: (Part 1) Example of system outputs showing syntactic similarity to the source and lexical overlap with
all other systems. Systems are sorted from low to high syntactic similarity.
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Model Translation
Syntactic
similarity
(Src-Tgt)

Lexical
overlap

Human
MQM SQM

GEMBA-
MQM

(Literary)

Gemma

The troubled awakened from his dream, unnerved, discomposed and adrift before
the demon. He no longer feared the watchful eyes of the people; whether he should
evade their suspicions mattered not. They were fleeing too, traveling away; many
beach shacks stood empty, the dining hall was sparsely populated, and the city held
scarcely a stranger. Truth seemed to have drained away, panic struggling to con-
tain itself despite the desperate clinging of the interested parties. But the woman in
the pearl jewelry stayed with him, whether the rumors had not reached her, or be-
cause she was too proud and fearless to yield to them: Tadzio remained; and in his
isolation, it sometimes seemed that flight and death could erase all that was disturb-
ing in lifes round and leave him alone with the beautiful on this islandyes, even if
this morning, at the seas edge, his gaze hung heavily, irresponsible and untethered,
on the beloved one, while behind him, in the whispering gutters, death lingered in
silent mockery, making him unworthy of its pursuit.

0.255 20.2 -2.6 4 -7.6

M2M

From this dream the home-seeking man woke up nervous, crushed, and powerlessly
fallen to the devil. He no longer feared the observing eyes of the people; whether he
exposed himself to their suspicion, he did not care. They also fled, they went away;
numerous beach chalets were empty, the occupation of the dining room showed
greater gaps, and in the city one rarely saw a stranger. The truth seemed to have
leaked, the panic, despite the tight cohesion of the interested parties, no longer
holds back. But the woman in the pearl jewelry remained with her own, either
because the rumors did not come to her, or because she was too proud and fearless
to evade them: Tadzio remained; and to him, in his possession, it was sometimes as
if escape and death could remove all the disturbing life in the circle and he remained
alone with the Beautiful on this islandyes, when in the morning at the sea his look
rested heavy, irresponsible, unrelated to the desired, when he in the sinking day
by the streets, in which mysteriously the ugly died, followed him unworthy, so the
monstrous seemed to him in sight and fall the law.

0.256 27.9 -5 2 -7.4

GPT-4o

Of this dream, the afflicted one awoke unnerved, shattered, and powerless, suc-
cumbed to the demon. He no longer shunned the observing gazes of people; whether
he exposed himself to their suspicion did not concern him. They too fled, departed;
numerous beach huts stood empty, the occupancy of the dining room showed greater
gaps, and in the town, one rarely saw a stranger anymore. The truth seemed to have
leaked out, and the panic, despite the stubborn cohesion of interests, could no longer
be held back. But the woman with the pearl jewelry stayed with her companions,
whether because the rumors did not reach her or because she was too proud and
fearless to yield to them: Tadzio stayed; and to the one enveloped by his feelings, it
sometimes seemed as if flight and death could remove all the disturbing life around
them, and he alone would remain with the beautiful one on this island,yes, when
in the mornings by the sea his gaze rested heavily, irresponsibly, unwaveringly on
the desired one, when he at the end of the day followed him unworthily through
streets where hidden death crept, the monstrous seemed promising, and the moral
law obsolete.

0.256 29.7 -0.6 5 -2.6

Google
Translate

The afflicted man awoke from this dream, unnerved, shattered and powerless, suc-
cumbing to the demon. He no longer feared the watching eyes of people; he did not
care whether he exposed himself to their suspicions. And they fled, departed; many
beach huts stood empty, the dining room was empty and strangers were rarely seen
in the town. The truth seemed to have leaked out, and the panic, despite the stub-
born solidarity of those interested, could no longer be contained. But the woman in
the pearl jewelry stayed with her family, either because the rumors did not reach her
or because she was too proud and fearless to give in to them: Tadzio stayed; and to
him, in his embarrassment, it sometimes seemed as if flight and death could remove
all disturbing life in the area and he alone with the beautiful on this island - yes,
when in the morning by the sea his gaze rested heavily, irresponsibly, unflinchingly
on the desired one, when as the day was setting he unworthily followed him through
streets in which the disgusting death was secretly going around, then the monstrous
seemed to him promising and the moral law invalid.

0.257 30.6 -0.8 3 -7.4

NLLB

From this dream the house-boy awoke, nervous, broken, and powerless to fall to the
demon. He no longer feared the watching eyes of men; whether he was subject to
their suspicion, he did not care. They also fled, they traveled away; numerous beach
huts were empty, the occupation of the dining-room showed greater gaps, and in the
city one seldom saw a stranger again. The truth seemed to leak through, the panic,
despite the tough unity of the interested parties, no longer held back. But the woman
in pearl jewelry looked with your eyes, whether it was because the rumors did not
press her, or because she was too proud and fearless to reproach them: that one,
who remained in captivity, and who, with his mind, could escape and rest for days,
when death seemed to him more difficult than the pursuit of the immortal guest,
and who, by the unfailing grace of the unknown, returned to the unknown, and so
untroubled by the unknown, was able to escape from the shame of the unknown,
and to rest with the unforgettable life, as he had done in the unforgettable manner
of the unknown.

0.260 20.5 -4.4 1 -12.4

DeepL

The haunted man awoke from this dream exasperated, shattered and powerless, hav-
ing succumbed to the demon. He no longer shied away from the observing eyes of
the people; whether he exposed himself to their suspicion was of no concern to him.
They also fled, left; numerous beach huts stood empty, there were large gaps in the
dining room staff, and it was rare to see a stranger in the town. The truth seemed to
have leaked out and the panic could no longer be contained, despite the tenacious
efforts of the interested parties. But the woman in the pearl jewelry stayed with
her own, either because the rumors did not reach her or because she was too proud
and fearless to give way to them: Tadzio remained; and to him, in his entrapment,
it sometimes seemed as if flight and death could remove all disturbing life in the
circle, and he could remain alone with the beautiful one on this island,-yes, when
in the morning by the sea his gaze rested heavily, irresponsibly, unwaveringly on
the desired one, when, as the day sank, he followed him unworthily through alleys
where secretly the nasty dying was going on, the monstrous seemed to him promis-
ing and the moral law obsolete.

0.261 31.3 -2.6 4 -2.6

Table 16: (Part 2) Example of system outputs showing syntactic similarity to the source and lexical overlap with
all other systems. Systems are sorted from low to high syntactic similarity.
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