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Abstract

Watermarking has emerged as a prominent tech-
nique for LLM-generated content detection by
embedding imperceptible patterns. Despite
supreme performance, its robustness against
adversarial attacks remains underexplored. Pre-
vious work typically considers a grey-box at-
tack setting, where the specific type of water-
mark is already known. Some methods even
necessitates knowledge about details of hyper-
parameters. Such prerequisites are unattainable
in real-world scenarios. Targeting at a more
realistic black-box threat model with fewer as-
sumptions, we here propose B4, a Black-Box
scruBBing attack on LLM watermarks. Specif-
ically, we formulate the watermark scrubbing
attack as a constrained optimization problem
by capturing its objectives with two distribu-
tions: a Watermark Distribution and a Fidelity
Distribution. The optimization problem can be
approximately solved using two proxy distribu-
tions. Experimental results across 12 different
settings demonstrate the superior performance
of B4 compared with other baselines. 1

1 Introduction

The rapid advancement of large language models
(LLMs) has demonstrated their unimaginable po-
tentials across various applications. Systems such
as ChatGPT (OpenAI, 2023) are now seamlessly
integrated into many aspects of daily life. De-
spite benefits, the extensive deployment of LLMs
has sparked serious concerns regarding potential
misuse, such as large-scale disinformation, auto-
mated spamming, and social media manipulation,
thereby threatening academic integrity and intellec-
tual property rights (Bender et al., 2021; Liu et al.,
2023b). Consequently, detecting LLM-generated

*Equal contribution.
†Work done during internship in Peking University.
1The code is available in https://github.com/skpig/

B4-watermark-attack.git.
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Figure 1: Difference between grey-box and black-box
threat models. The left part in purple represents the
victim and the right part in green represents the attacker.
(Top) Prior work used prior knowledge for parametriza-
tion, e.g. the green-list partition of vocabulary in KGW,
which makes watermark stealing easier. (Bottom) Under
a more realistic black-box setting, the problem becomes
much more challenging.

content has emerged as a crucial focus in the dis-
course on LLM safety and responsible deployment
(Mitchell et al., 2023; Pu et al., 2023; Yang et al.,
2023).

Watermarking stands out as a prominent tech-
nique for detecting LLM-generated text. It injects
a hidden pattern invisible to human into generated
contents of a specific LLM (Kirchenbauer et al.,
2023a). By altering the original distribution of
LLMs to a specific watermark distribution during
each decoding step (Kuditipudi et al., 2023; Zhao
et al., 2023; Hu et al., 2023) , all model generated
contents can be statistically distinguished through
hypothesis testing between the watermarked and
the original distributions. This approach achieves a
high detection rate and can be easily deployed, with
only a negligible cost in the quality of generated
content.

Despite its supreme performance, the robustness
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of watermarking methods against adversarial at-
tacks remains underexplored. Among which, the
scrubbing attack (Jovanović et al., 2024) presents a
notable challenge in practical settings: if an adver-
sary can successfully paraphrase LLM-generated
contents into another semantically similar but
watermark-free form, the effectiveness of the wa-
termark will be heavily compromised.

Wu and Chandrasekaran (2024) and Jovanović
et al. (2024) explored this question by propos-
ing different watermark scrubbing methods. How-
ever, these approaches typically require strong prior
knowledge about the specific type of watermark al-
gorithm used in the victim LLM, even the specific
hyperparameter of the algorithm (e.g. the context
window size in KGW). For example, Wu and Chan-
drasekaran (2024) proposed a method based on
the assumption that the victim LLM is protected
with KGW watermarking algorithm (Kirchenbauer
et al., 2023a), so that they can parameterize their
attack model based on the green-red list partition.
Such prerequisites are virtually unattainable in real-
world scenarios, especially when we can only ac-
cess the victim LLM via an API interface. The
stringent constraint on prior information makes
these attacking methods impractical for real-world
applications.

In this work, we consider a more realistic black-
box threat model with the sole prior knowledge of
watermark existence. Under this attack setting, we
further propose B4 (Black-Box scruBBing attack),
a universal watermark attack method, specially de-
signed for the black-box threat model. With less
assumption about the victim LLM, this method is
more practical for real-life usage, allowing us to
accurately explore the robustness of current water-
mark techniques.

The intuition of B4 is rooted in two fundamental
objectives of an ideal watermark scrubbing attack:
the adversarial texts should both exhibit minimal
watermark patterns to evade from detection (Effi-
cacy) and preserve the semantic information of the
original texts (Fidelity). Drawing on this insight,
we propose to capture these dual properties with
distance to two distributions respectively: a Wa-
termark Distribution and a Fidelity Distribution.
Consequently, we formulate the task of watermark
scrubbing attack into a constrained optimization
problem. The local optimal of this problem can be
solved by approximating these distributions with
two proxies. Specifically, we steer a much smaller
proxy model to approximate the Watermark Distri-

bution of the victim LLM through distillation, and
apply a general paraphrase model to obtain a distri-
bution similar to the original texts for the Fidelity
Distribution.

Compared to baseline watermark srubbing meth-
ods, our proposed B4 improves the attack success
rate by up to 68.13% across different victim LLMs
and watermarking method settings. Since there
is an inherent trade-off between attack efficacy
and semantic fidelity, we further demonstrate the
superior performance of B4 over baselines using
Pareto fronts: B4 removes text watermarks more ef-
ficiently under the same fidelity constraints, while
also distorting less semantic information to achieve
the same level of attack.

In summary, our contributions include: (1) for-
malizing the watermark scrubbing attack as a con-
strained optimization problem for the first time, and
(2) developing a black-box watermark scrubbing
method based on this formulation, which demon-
strates superior performance compared to previous
approaches.

2 Preliminary

2.1 LLM Watermarking

We begin by introducing LLM watermarking.
Given any prompt x, an LLM generates a sequence
of output tokens yi ∼ P (·|x,y<i) in an auto-
regressive manner. Watermarking modifies this dis-
tribution into a distorted distribution, Pw(·|x,y<i),
embedding hidden patterns associated with a se-
cret key. Detecting watermarked text can thus be
framed as a hypothesis testing problem, with the
alternative hypothesis positing that the candidate
text is sampled from the altered distribution. Typi-
cally, this detection process involves accumulating
per-token statistics si to conduct a one-tailed sig-
nificance test.

Initial research on LLM watermarking (Aaron-
son, 2023; Kirchenbauer et al., 2023a) demon-
strated promising results, inspiring numerous
follow-up works that introduced diverse watermark-
ing algorithms (Kirchenbauer et al., 2023b; Kudi-
tipudi et al., 2023; Zhao et al., 2023; Hu et al., 2023;
Liu et al., 2023a; Hou et al., 2023). In this paper,
we focus on four prominent watermarking tech-
niques: KGW(Kirchenbauer et al., 2023a), AAR
(Aaronson, 2023), Unigram (Zhao et al., 2023) and
EXP (Kuditipudi et al., 2023). We provide a de-
tailed description of these watermarking methods
in Appendix A.
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2.2 Watermark Attack Threat Model

An ideal watermarking algorithm should not only
be able to precisely distinguish watermarked texts,
but also be resilient to adversarial attacks. The
watermark scrubbing attack can be viewed as a spe-
cialized form of post-hoc paraphrasing, where the
original Watermarked Sample yw is transformed
into Adversarial Sample y. It should retain simi-
lar semantics (Fidelity) while evading detection by
removing watermark patterns (Efficacy).

In this work, our threat model consists of two
main actors: the victim and the attacker. The victim
is a proprietary large language model, protected
by a watermarking algorithm and accessible only
through an API service interface. The attacker
is able to query the victim model with different
prompts through the interface to obtain correspond-
ing responses. We only make the minimal assump-
tion that the attacker is informed with the existence
of watermarks but possesses no prior knowledge
of the specific type of the watermarking algorithm
used. This stands in contrast to previous work
that commonly relies on strong assumptions, such
as the details of hyperparameters (Wu and Chan-
drasekaran, 2024; Jovanović et al., 2024) or an
oracle detector (Pang et al., 2024), which severely
restrict the range of attackable watermarking algo-
rithms.

Our threat model is more closely aligned with
real-world scenarios – Most leading companies
such as OpenAI and Anthropic provide online API-
based services under similar settings. By adhering
to this realistic threat model, our investigation will
provide more meaningful insights into the robust-
ness of current watermarking techniques, fostering
a deeper understanding of their vulnerabilities.

3 Method

In this section, we introduce B4, a universal water-
mark attacking method under the black-box threat
model settings. We begin by explaining the in-
tuition behind the method, followed by formaliz-
ing watermark scrubbing attack as an optimization
problem. Next, we detail the numerical solving
process of the formulated problem via two proxy
distributions. Finally, we conclude with a discus-
sion of potential approximation errors, along with
a proposed adjustment for alleviation. We present
the pseudocodes of our method in Appendix B.

3.1 Scrubbing as an Optimization Problem
As mentioned in Section 2.1, various watermark-
ing algorithms differ in their watermark injection
and detection mechanisms, which often causes a
scrubbing attack effective against one algorithm
but failing against others. Nonetheless, all water-
marking techniques fundamentally involve altering
the token distribution, regardless of the specific
parametrization or detection statistics used. Thus,
we can generalize the watermarking process as a
transformation to a watermark distribution, Pw(y).

Suppose an ideal adversarial sample y of water-
mark attack is drawn from a probability distribu-
tion Q(·|yw), conditioned on a watermarked sam-
ple yw. We can then characterize the objectives
of watermark scrubbing attack using mathemat-
ical expressions. Fidelity reflects the similarity
between y and yw, which can be expressed by
the divergence from an implicit Fidelity Distribu-
tion Pf (y|yw) ∝ SIM(y,yw), where SIM(·, ·) is
a true similarity measure between two texts. Effi-
cacy, on the other hand, requires to minimize the
likelihood that a watermark detector successfully
identifies the adversarial sample as being water-
marked. One sufficient condition to achieve this
is to maximize the distance from the Watermark
Distribution Pw, since the watermark detection is a
hypothesis testing with Pw as the distribution un-
der the alternative hypothesis. Therefore, to find
the optimal solution Q can be formalized into the
following constrained optimization problem:

min
Q(·|yw)

−DKL(Q(·|yw)||Pw(·))

s.t.DKL(Q(·|yw)||Pf (·|yw))≤ϵ, (1)

where ϵ is a hyperparameter controlling the de-
gree of allowed semantic deviation from the origi-
nal watermarked sample. Since the problem satis-
fies the Slater Constraint Qualification (Bertsekas,
1999, Proposition 3.3.9), the local minimal are guar-
anteed to satisfy the Karush-Kuhn-Tucker (KKT)
conditions. Solving the KKT conditions for the
problem above immediately yields the following
corollary:
Corollary 1. The local minimum point Q∗ has the
form of

Q∗(y|yw) =
1

Z
Pf

1
1−λ∗ (y|yw)Pw

− λ∗
1−λ∗ (y), (2)

where λ∗ ∈ (0, 1) is the corresponding Lagrange
multiplier satisfying DKL(Q

∗||Pf ) = ϵ, and Z is
the normalizing constant.
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The corresponding Lagrange multiplier λ∗ can
be solved using the Newton-Raphson Method.

3.2 Approximated Solution with Proxy
Distributions

To solve the optimization problem above, we also
need to parameterize both Pw and Pf . However,
both of them are inherently intractable. Given the
lack of prior knowledge regarding the watermark-
ing algorithm behind the API, obtaining the ac-
curate form of Pw is impossible. Therefore, we
leverage model distillation (Hinton et al., 2015) to
learn a proxy, denoted as P̂w

2. In specific, we
sample from the golden watermark distribution by
querying the victim LLM for multiple times. Those
responses form a training corpus D to train a lo-
cal language model pθ by minimizing the Negative
Log-Likelihood (NLL) loss,

L(θ)=−
∑

y∈D
logP̂w(y;θ)=−

∑

y∈D;i

logpθ(yi|y<i)

The choice of the local model can vary among nu-
merous open-source LLMs available. Empirically,
we find that a proxy watermark distribution can be
learned surprisingly well from a moderately sized
corpus.

As for the fidelity distribution Pf , we simply ap-
ply a paraphrase model pϕ as the proxy fidelity dis-
tribution, with the watermarked sample yw serving
as context, i.e. P̂f (y|yw;ϕ) =

∏
i pϕ(yi|y<i,y

w).
Now that we are able to parameterize the local
optimal Q∗, transforming Equation 2 into:

Q∗(yi|y<i,y
w) =

P̂f

1
1−λ∗ (yi|y<i,y

w;ϕ)

P̂w

λ∗
1−λ∗ (yi|y<i; θ)

(3)

This allows us to sample adversarial texts in an
auto-regressive manner3.

3.3 Approximation Error Adjustment (AEA)
While proxy distributions provide a practical ap-
proximation for solving the optimization problem,
they may diverge from the golden distributions in
certain regions of sample space. This issue is partic-
ularly severe for the proxy watermark distribution
P̂w, due to the inherent limitations of sampling-
based model distillation.

Unlike logit-based distillation (Hinton et al.,
2015), which offers a holistic guidance over the

2Throughout this work, proxy distributions are denoted
using the hat notation (̂ ).

3We ignore the normalizing constant for simplicity.

entire space, sampling-based distillation (Kim and
Rush, 2016) applies a one-peak correction on cer-
tain regions around each observed sample by the
NLL loss. When the training data is sparse, the
student model may struggle to generalize to unob-
served regions of the teacher watermark distribu-
tion Pw. For instance, in the Unigram algorithm,
green list tokens generally have higher output prob-
abilities. However, due to the randomness of sam-
pling, some of them may remain unobserved, lead-
ing to significant discrepancies between their prob-
abilities in the proxy distribution P̂w and the golden
distribution Pw. These approximation errors may
critically affect our method, given that the optimiza-
tion objective involves minimizing KL divergence,
a global measure over the entire sample space.

To address this issue, we introduce an adjustment
mechanism to refine the approximation errors by
simply excluding those under-fitting regions from
the calculation of the KL divergence objective. We
identify these regions, Σi

u, which is a subset of
vocabulary Σ, by comparing the proxy distributions
before and after distillation at each decoding step,
given the context y<i:

Σi
u = {v ∈ Σ : |pθ(v|y<i)− pθini

(v|y<i)| < µ} ,

where θini is the initialized weights before distilla-
tion, and µ is a pre-defined threshold4. Eventually,
we can incorporate the approximation error adjust-
ment into Equation 3 to obtain the adjusted attack
distribution:

Q∗(yi|y<i,y
w)=





P̂f (yi|y<i,y
w;ϕ) if yi∈Σi

u,

P̂f

1
1−λ∗ (yi|y<i,y

w ;ϕ)

P̂w

λ∗
1−λ∗ (yi|y<i;θ)

otherwise.

(4)

Besides the above adjustment, the proposed B4
is also compatible with all existing decoding strate-
gies, such as nucleus sampling (Holtzman et al.,
2020). In this paper, we apply both top-50 and
10-beam search to ensure high-quality outputs.

4 Experiments

4.1 Experimental Settings
4.1.1 Victim Models and Target Datasets
In order to simulate different scenarios in the real
world, we consider three different sizes of vic-
tim LLMs from two well-known model families,
including Llama-2-7B (Touvron et al., 2023a)5,

4We apply the uniform probability 1/|Σ| as threshold.
5https://huggingface.co/meta-llama/Llama-2-7b
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Llama-3-70B (Touvron et al., 2023b)6 and Qwen2-
72B (Yang et al., 2024)7. We implement four wa-
termarking algorithms mentioned in Section 2.1,
i.e. KGW, Unigram, EXP and AAR. We follow
the experimental setting in previous work (Kirchen-
bauer et al., 2023a,b) to utilize a random subset
of C4-Realnewslike dataset (Raffel et al., 2020)
as prompts to query these watermarked models for
100 responses in the length of 200 tokens. These re-
sponses construct the watermarked sample dataset
to evaluate different attack methods.

4.1.2 Baselines
Given the black-box threat model setting, we con-
sider three watermark attack baselines in our experi-
ments. Base directly utilizes an LLM to paraphrase
the watermarked sample via prompting. We apply
the identical paraphraser ϕ used by B4 for fair com-
parison. Recursive paraphrasing (RP) applies a
paraphraser to paraphrase the watermarked sample
in chunk-level for multiple times (Sadasivan et al.,
2023) . We also use the identical paraphraser ϕ for
fair comparison. DIPPER (Krishna et al., 2023) is
a T5-XXL-based paraphraser specifically tuned for
evading AI-generation detection.

4.1.3 Metrics
As stated in Section 2.2, Fidelity and Efficacy serve
as two goals of our watermark scrubbing method.
For fidelity, we follow Krishna et al. (2023); Jo-
vanović et al. (2024) to use P-SP (Wieting et al.,
2022) to reflect the semantic similarity between the
texts before and after attacks. For efficacy, we use
ROC-AUC (Hanley and McNeil, 1982) to evaluate
the watermark strength after attacks. One should
be noted that there is an inherent trade-off between
these two metrics: under smaller fidelity constraint,
the valid semantics space is more limited for mod-
ification to remove the watermark patterns within
the original text, thereby inevitably leading to lower
efficacy. Due to this, instead of comparing differ-
ent methods within a single dimension, we aim
to identify an attacking method that is optimal in
terms of both fidelity and efficacy. We borrow the
concept of Pareto front from economics as an evalu-
ation method, which consists of a group of optimal
states in multi-objective scenarios. In practice, we
apply each method to generate diverse adversarial
samples under different fidelity constraints by grid

6https://huggingface.co/meta-llama/
Meta-Llama-3-70B

7https://huggingface.co/Qwen/Qwen2-72B

Unigram KGW AAR EXP
Method @70 @80 @70 @80 @65 @70 @75 @80

Llama-3-70B
B4 30.19 80.91 49.11 66.12 75.69 80.60 69.42 75.23
DIPPER 81.92 88.46 68.00 81.14 82.53 87.37 77.68 80.68
RP 59.77 79.45 67.14 76.88 80.34 - 70.69 82.92
Base 72.98 83.57 67.56 81.54 83.98 89.04 73.88 78.70

Llama-2-7B
B4 68.67 89.41 62.38 69.24 73.81 82.69 53.84 69.37
DIPPER 87.36 93.13 77.97 81.83 86.84 89.16 66.79 79.33
RP 86.91 93.51 71.67 74.06 80.89 82.99 73.57 77.85
Base 82.80 91.48 73.26 78.45 86.25 88.22 67.00 75.71

Qwen2-72B
B4 26.77 54.04 47.53 70.19 60.24 71.15 58.49 68.66
DIPPER 80.15 91.89 72.28 84.95 84.34 90.96 76.62 78.39
RP 65.16 79.47 72.64 78.67 82.36 85.93 74.34 74.34
Base 84.00 84.00 75.72 75.72 83.03 87.05 76.27 76.27

Table 1: AUC@f (↓) of watermark scrubbing attack
methods against different victim LLMs protected by
different watermark algorithms. The best performance
under each setting are Bolded. Dash (’-’) indicates
an unattainable fidelity threshold for a specific method.
Note that the selected threshold f varies due to the
varying performance of attack methods against different
watermarking algorithms.

searching its hyperparameter space. Take B4 as an
example, we vary ϵ, the fidelity constraint thresh-
old defined in Problem 1, to obtain diverse data
points with different fidelity and efficacy, thereby
forming a Pareto front curve as shown in Figure 2.
The hyperparameter space of other baselines are
presented in Appendix C. For a more intuitive com-
parison, we also include the numerical AUC@f
metrics, which indicates the best ROC-AUC score
that an attacking method can achieve under a spe-
cific fidelity constraint f .

4.1.4 Model Choice for Proxy Distributions

Our proposed B4 requires a local available LLM
θ to fit the watermark distribution Pw and a para-
phraser ϕ as P̂f . The choice of θ is diverse. We
consider two possible scenarios in the real life re-
garding to whether we have access to a model be-
longing to the same family of the victim LLM.
Some leading companies such as Google and Mis-
tral, provides API service of large-scale models,
while also open-sourcing some small-scale mod-
els with the same architecture. In such scenario,
we can surely leverage the small size model as θ
for better distillation performance. Therefore, we
apply Qwen2-0.5B to fit Pw of Qwen2-72B to ex-
plore our method under this setting. In contrast, we
apply the Gemma-2-2B-it and Gemma-2-2B to fit
Pw of Llama-2-7B and Llama-3-70B respectively.
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Figure 2: Performance of watermark scrubbing attack methods against different victim LLMs protected by different
watermark algorithms. The y-axis indicates Efficacy, measured by ROC-AUC (↓), while the x-axis indicates
Fidelity, measured by P-SP (↑). Each data point represents one watermarking algorithm with one specific group of
hyperparameters. We draw the Pareto front of B4 by LOWESS (Jacoby, 2000).

Victim θ ϕ

Llama-2-7B Gemma-2-2B Gemma-2-2B-it
Llama-3-70B Gemma-2-2B Gemma-2-9B-it
Qwen2-72B Qwen2-0.5B Qwen2-7B-it

Table 2: Selection of the proxy watermark distribution
model θ and the proxy fidelity distribution model ϕ
against different victim LLMs.

The diversity of proxy distributions aims at proving
the model-agnostic of our proposed B4. The spe-
cific choices of θ and ϕ are listed in Table 2. More
experimental details are presented in Appendix C.

4.2 Main Results

The primary results of our experiments are illus-
trated in Figure 2, with a detailed numerical com-
parison provided in Table 1, where we selected sev-
eral specific fidelity thresholds. Data points with
less than 60% P-SP or more than 95% ROC-AUC
were excluded, as they reflect either poor fidelity
or weak efficacy.

Trade-off between fidelity and efficacy. Our ex-
perimental results across various watermarks and
victim models reveal a clear trade-off between fi-
delity and efficacy, following a distinctive curve
that moves from the upper right to the lower left,
which aligns with our intuition from Section 4.1.3.
Furthermore, it is worth noting that all attack meth-
ods struggle to remove watermarks when the fi-
delity constraints are stringent. This also aligns
with our intuition. The lexical space for modi-
fication is rather limited under stringent fidelity
constraint. As a result, the output spaces of differ-
ent attack methods overlap significantly, leading to
comparable performance in terms of efficacy.

B4 outperforms baselines across all settings.
Table 1 shows that B4 consistently achieves the best
performance: under the same fidelity constraints,
B4 is more effective in scrubbing watermark, re-
flected by lower ROC-AUCs. The superior per-
formance of B4 is even more evident in Figure
2, where the Pareto front for B4 consistently lies
below the data points of other methods.
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Robustness of different watermarking methods.
An important goal of adversarial attacks is to assess
the robustness of various watermarking algorithms.
We observe that the other three attack baselines gen-
erally struggle to effectively remove watermarks
and have difficulty differentiating the robustness of
different watermarking techniques. However, with
its superior efficacy, B4 is able to expose the differ-
ences among various watermarking schemes. Our
results indicate that B4 is most efficient in scrub-
bing Unigram, followed by EXP and KGW, while
AAR is the most difficult to remove. This may
be related to the learnability of the watermarking
patterns. For example, Unigram is easier to learn
because it maintains a fixed green-red word list,
whereas learning AAR watermark requires learn-
ing the sampling distribution pattern based on a
context window, making it more challenging.

Comparing different models. In Section 4.1.4,
we introduced two proxy watermark distribution
model settings for B4: using smaller models from
either the same or a different family as the vic-
tim model. Our experiments reveal that using
small models from the same family (e.g., attacking
Qwen2-72B with Qwen2-0.5B) serves as a more
effective proxy. This finding aligns with our in-
tuition, as models from the same family share an
identical tokenizer and training data, enabling them
to more easily capture the watermarked patterns
during distillation, instead of struggling with the
domain shifts.

4.3 Further Analysis

4.3.1 Ablation Study
Here we explore the effect of hyperparameter ϵ
and the approximation error adjustments (AEA), as
shown in Figure 3.

Effect of ϵ. With the growth of ϵ, semantic fi-
delity decreases while attacking efficacy increases
smoothly. This phenomenon aligns with the role
of ϵ as the level of fidelity constraint in Problem 1,
further justifying our optimization problem.

Effect of AEA. It is evident that approximation
error adjustment consistently yields performance
improvements to B4, which becomes more signifi-
cant under lower fidelity constraints. Notably, with-
out of AEA, an unusual phenomenon arises when
attacking Unigram-protected Llama-3-70B: as ϵ
increases to a large value, the curve deviates ab-
normally, shifting towards the upper left, indicat-
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Figure 3: Ablation of ϵ and AEA. The blue dots and
lines denote performance of B4 with AEA while the
green denotes that without AEA. The value of ϵ is indi-
cated by the shading of dots, with darker colors repre-
senting larger ϵ.
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Figure 4: Comparison between B4 and B4-variant.

ing both diminished fidelity and efficacy. But this
abnormal phenomenon disappears after the adjust-
ment is applied, with fidelity and efficacy exhibit-
ing a normal trade-off relationship. It suggests that
the Q∗ calculated without AEA is no longer local
optimal, which further implies the approximation
error discussed in Section 3.3 may have greater
influence when the constraint in Problem 1 is loose.
These findings again underscore the necessity of
our proposed adjustments.
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Qwen2-72B Llama-3-70B
Training Data KGW Unigram KGW Unigram

100,000 99.17 100.00 96.79 98.83
150,000 98.97 100.00 99.02 98.44
200,000 99.15 100.00 98.57 99.01
250,000 99.24 99.98 98.57 99.46

Table 3: ROC-AUC (↑) of proxy models fitting to Un-
igram/KGW watermarked Qwen2-72B and Llama-3-
70B with different sizes of watermarked training dataset.

4.3.2 B4-Variant for Speeding Up

As discussed in Section 3.1, Lagrange multiplier
λ∗ can be determined by solving the equation
DKL(Q

∗||Pf ) = ϵ. In other words, λ∗ is implicitly
dependent on the hyper-parameter ϵ via an implicit
function λ∗ = Λ(ϵ). Therefore, instead of param-
eterize ϵ, we can parameterize λ∗, bypassing the
need for solving the equation. We refer to this
speedup approach as B4-variant, and we compare
its performance to the original parametrization ver-
sion in Figure 4. Empirical results show that the
speedup variant performs on par with the original
B4, offering a comparable solution with reduced
complexity.

4.3.3 On the Scale of Training Corpus

We apply 200,000 training samples to distill the
proxy watermark distribution P̂w, which is at a
cost of about $908. Here we further discuss how
the size of training dataset effects the performance
of our method. We start by exploring this ques-
tion: how many training samples are sufficient for
a proxy model to learn the watermark distribution?
We utilize Gemma-2-2B and Qwen2-0.5B as proxy
models to fit the watermark distribution of Llama-
3-70B and Qwen2-72B, respectively, on different
scales of watermarked training corpus. As shown
in Table 3, when the training corpus shrinks from
250,000 to 100,000, we don’t see a noticeable ROC-
AUC drop of proxy models — With only 100,000
watermarked samples, a small proxy model is al-
ready able to learn the watermark distribution pretty
well.

We present the performance of our B4 method
under different training dataset settings in Figure
5. We find that a dataset of 200,000 watermarked
samples are sufficient for training, and 100,000 is
also enough for efficient scrubbing attacks.

8The price is calculated based on OpenAI’s ChatGPT API
pricing (gpt-3.5-turbo-0125).
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Figure 5: Performance of B4 with different size of train-
ing corpus for approximating watermark distribution.

5 Related Work

LLM Watermarking. Early foundational work
in LLM watermarking include KGW (Kirchen-
bauer et al., 2023a) and AAR (Aaronson, 2023),
both of which have significantly influenced subse-
quent research. Following KGW, various methods
have been proposed to enhance performance by
introducing innovations such as alternative hash
functions (Kirchenbauer et al., 2023b; Hou et al.,
2023; Liu et al., 2023a; Ren et al., 2023), heuris-
tic partitioning strategies (Li et al., 2023; Chen
et al., 2023), multi-bit message embedding (Wang
et al., 2023), and more robust hypothesis testing
techniques (Fernandez et al., 2023).

Watermark Scrubbing Attack. Several pre-
vious studies have explored adversarial attacks
against watermarking algorithms (Sadasivan et al.,
2023; Pang et al., 2024). Both Jovanović et al.
(2024) and Zhang et al. (2024) focus on stealing the
green-list vocabulary in KGW by analyzing token
frequency statistics, which requires prior knowl-
edge of the context window size for accurate es-
timation. Zhang et al. (2024) further formalize
the task of stealing the green-list vocabulary into a
mixed-integer programming problem, though this
method relies on access to the full vocabulary and
tokenizer, making it difficult to apply in real-world
black-box settings. Another line of work aims to
develop black-box scrubbing attacks. Both Zhang
et al. (2023) and Sadasivan et al. (2023) propose re-
cursive paraphrasing pipelines, while Krishna et al.
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(2023) introduce DIPPER, a paraphraser specifi-
cally tuned to evade AI-generated text detection.
Among all, our work is most closely related to the
findings of Gu et al. (2024), who demonstrate that
model distillation is an effective technique for wa-
termark spoofing. This insight has motivated the
design of our proxy watermark distribution.

6 Conclusion

In this work we research into the watermark scrub-
bing attack method within the black-box setting, a
practically significant but under-studied field. With-
out needing to know details or even the type of wa-
termarking method used, we derive the format of
local-optimal adversarial sample distribution by ap-
proximating a fidelity distribution and a watermark
distribution. Our proposed attack approach, B4,
can effectively remove the watermark pattern with-
out distorting the original semantic fidelity, demon-
strating its superior performance over all baseline
models across a wide range of victim settings.
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Limitations

In this work, we apply the basic distillation tech-
nique to approximate the watermark distribution.
However, the watermark distillation is quite dif-
ferent from normal distillation, since we aims at
learning a specific token pattern, instead of learn-
ing knowledge. We do not discuss a distillation
technique specific designed for watermark distilla-
tion due to space limitations. We will explore this
further in future work.

Ethical Statements

This work explores adversarial attacks against pro-
prietary LLM watermarking protections. While
we recognize the potential implications, we are un-
aware of any current real-world deployments of
watermarking techniques that could be impacted
by our methods. Therefore, we believe the risks
of malicious applications are limited at this time,

and our research cannot be exploited in practice un-
der present conditions. Nonetheless, we emphasize
that our primary goal is to advance the understand-
ing of watermark robustness, contributing to the
development of more secure and resilient systems.
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A Preliminary on Watermarking
Methods

In this section we introduce the four watermaring
methods used in our work.

• KGW (Kirchenbauer et al., 2023a). In each de-
coding step, KGW utilizes a c-length context
window yi−c:i−1 as a random seed to partition
the vocabulary Σ into a green list and a red
list. The size of the green list is controlled by
a hyperparameter γ. A perturbation τ is then
applied to the logits of these green-list tokens
to shape the watermark distribution.

• AAR (Aaronson, 2023). AAR also applies a c-
length context window as a seed to generate a
standard Gumbel distribution vector, which is
then utilized for Gumbel-max sampling (De-
breu, 1960). Essentially, the final watermark
distribution becomes a degenerate distribution
based on the sampled token.

• Unigram (Zhao et al., 2023). Similar to KGW,
Unigram partitions the vocabulary but elim-
inates the dependency on the context win-
dow. Instead, it maintains a fixed green list
throughout the generation process, providing
increased robustness against adversarial at-
tacks.

• EXP (Kuditipudi et al., 2023). EXP also bor-
rows the idea of Gumbel-max sampling in
AAR. However, instead of seeding on the con-
text window, it maintains a global private seed
sequence, where each seed corresponding to
a specific time step during decoding.

B Pseudocodes for B4

Algorithm 1 Watermark Distribution Approxima-
tion
Input: Training corpus D, watermark distribution

Pw, initialization weight θini
Output: Proxy watermark distribution P̂w

θ ← θini
foreach epoch do

foreach y ∈ D do
L(θ)← −∑

i log pθ(yi|y<i)
θ ← θ − t∇L(θ)

end
end
P̂w ← pθ
return P̂w

Algorithm 2 B4 with Approximation Error Adjust-
ment
Input: Watermarked sample yw, proxy watermark distribu-

tion P̂w, proxy model after distillation θ, proxy model
before distillation θini, paraphraser distribution P̂f ,
paraphraser ϕ, hyperparameter µ

Output: Scrubbing attack distribution Q∗

foreach decoding step i do
Σi

u ← {v ∈ Σi : |pθ(v|y<i)− pθini(v|y<i)| < µ}
λ∗ ← solve_lagrange_multiplier(P̂f ;ϕ, P̂w ;θ,Σ −
Σi

u)
foreach yi ∈ Σi

u do
Q∗(yi|y<i,y

w)← P̂f (yi|y<i,y
w;ϕ)

end
foreach yi ∈ Σ− Σi

u do

Q∗(yi|y<i,y
w)← P̂f

1
1−λ (yi|y<i,y

w ;ϕ)

P̂w

λ
1−λ (yi|y<i;θ)

end
end
return Q∗

Function solve_lagrange_multiplier(P̂f ;ϕ, P̂w ;θ,Σ):
λ← λ0

h(λ, v)← lambda λ, v :
P̂f

1
1−λ (v|y<i,y

w ;ϕ)

P̂w

λ
1−λ (v|y<i;θ)

f(λ)← lambda λ :
∑

v∈Σ h(λ, v) log h(λ,v)

P̂f (v)
− ϵ

while |f(λ)| < 10−6 do
λ← λ− f(λ)

f ′(λ)
end
λ∗ ← λ
return λ∗

C Experimental Details

Watermark algorithms. We implement the four
watermarking algorithms mentioned above. For
both KGW and Unigram, we apply a common set-
ting with γ = 0.5, τ = 2 following Kirchenbauer
et al. (2023a). For EXP, we maintain a key se-
quence of length 256, enough to seed the evalua-
tion datasets of token length 200. For both KGW
and AAR, we set the context width c to 1 for better
robustness.

Corpus Construction. We randomly select
200,000 samples from the English(en) subset of
the C4 dataset and truncate each sample to the
first 50 tokens to create the prompting dataset. We
then apply each of the four watermark methods, i.e.,
KGW, Unigram, AAR and EXP, to query the victim
models with these 50-token prompts, to generate
200,000 responses of 200-tokens. This results in a
training corpus containing responses from a victim
LLM embedded with a specific type of watermark.

Training Details. We then fine-tune the proxy
models on each training corpus for 5 epochs, with
a batch size of 128 sequences, sequence length of
256 tokens. We save the checkpoint of each train-
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RP

paraphrase counts [1,2,3,4,5]
chunk size [1,2]

prompt Instruction 1 in Table D

DIPPER

lex [30,35,40,45,50,55,60,65,70]

Base

beam size [1, 10]
prompts 12 instructions in Table D

B4

ϵ [0.01,0.1,0.5,1,1.5,2,3,4,5,6,10]
beam size 10

prompt Instruction 1 in Table D

Table 4: Hyperparamter space of different baselines

ing epoch and only reserve the one with the best
validation result. We follow Gu et al. (2024) to set
the maximal learning rate to 1e-5, and use cosine
learning rate decay with a linear warmup for the
first 500 steps. Training a Llama-2-2B proxy model
took approximately 9 hours on 4 NVIDIA RTX
A6000 48 GPUs, and training a Qwen2-0.5 proxy
model took approximately 4 hours on 1 NVIDIA
RTX A6000 48 GPU.

Hyperparameter Space. To generate a compre-
hensive Pareto front, we enumerate several sets of
hyperparameters for each baseline method. The hy-
perparameter spaces for the different methods are
listed in Table 4. Since the data points correspond-
ing to these baselines are not uniformly distributed
in the Fidelity-Efficacy plot across different exper-
imental settings, we manually add some specific
hyperparameter settings where necessary to ensure
accurate representation.

D Prompt Instructions

Here we list instructions we used for paraphrasing:

Instructions for Paraphrase

Intruction 1: Paraphrase the following paragraphs line by line.
Don’t output any other information except the paraphrased texts.
This is the text:

Intruction 2: You are an expert copy-editor. Please rewrite the
following text in your own voice and paraphrase all sentences.
Ensure that the final output contains the same information as the
original text and has roughly the same length. Do not leave out any
important details when rewriting in your own voice. This is the text:

Intruction 3: As an expert copy-editor, please rewrite the following
text in your own voice while ensuring that the final output contains
the same information as the original text and has roughly the same
length. Please paraphrase all sentences and do not omit any crucial
details. Additionally, please take care to provide any relevant
information about public figures, organizations, or other entities
mentioned in the text to avoid any potential misunderstandings or
biases.

Instruction 4: As an expert copy-editor, please rewrite the
following text in your own voice while ensuring that the final output
contains the same information as the original text and has roughly
the same length. Please paraphrase all sentences and do not omit
any crucial details. Don’t output any other information except the
paraphrased texts. This is the text:

Intruction 5: Paraphrase the following paragraphs line by line. Try
to keep the similar length to the original paragraphs. Don’t output
any other information except the paraphrased texts.This is the text:

Intruction 6: As an expert copy-editor, please rewrite the following
text in your own voice while ensuring that the final output contains
the same information as the original text and has roughly the same
length. Please paraphrase all sentences and do not omit any crucial
details. Don’t output any other information except the paraphrased
texts. This is the text:

Intruction 7: Paraphrase the following paragraph such that it
preserves the original meaning but uses different phrasing and
vocabulary. Ensure that the new version has minimal overlap with
the original in terms of common phrases, word sequences, and
n-grams. Output should be natural, coherent, and maintain the key
information from the source text. Here are the texts:

Intruction 8: Paraphrase the following paragraph such that it
preserves the original meaning but uses different phrasing and
vocabulary. Ensure that the new version has minimal overlap with
the original in terms of common phrases, word sequences, and
n-grams. Output should be natural, coherent, and maintain the key
information from the source text. Here are the texts:

Intruction 9: Paraphrase the following paragraph such that it
preserves the original meaning but has minimal overlap with the
original in terms of common phrases, word sequences, and n-grams.
Here is the text:

Intruction 10: Paraphrase the following paragraph in your own
tone. Ensure that it has minimal overlap with the original in terms of
common phrases, word sequences, and n-grams. Here is the texts:

Intruction 11: Rewrite the following paragraph in a way that
retains its core meaning but alters its wording and structure. Focus
on minimizing shared n-grams and phrases between the original
and the rewritten text, while keeping the content clear and coherent.
Here are the texts:

Intruction 12: Transform the following paragraph into a new
version that conveys the same message but is expressed with
different wording and phrasing. Try to keep n-gram overlaps
minimal, employing synonyms, rephrased expressions, and varied
sentence patterns. Here are the texts:

Intruction 13: Create a paraphrased version of the provided text
such that it maintains the semantic essence while minimizing the
similarity in wording and n-gram patterns. Focus on using distinct
phrases and vocabulary to achieve a high degree of linguistic
diversity. Here are the texts:
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E Sketch for Optimization Problem
Solution

In this section, we present the solution process of
the proposed optimization problem 1.

We begin with formally introducing the Slater
Constraint Qualification for Convex Inequalities
(Bertsekas, 1999, Proposition 3.3.9)

Lemma E.1. Let x∗ be a local minimum of the
problem

min f(x)

s.t. gi(x) ≤ 0, ∀i
hj(x) = 0, ∀j

,where f and gi are continuously differentiable.
Assume that hj are linear, gi are convex and there
exists a feasible vector x0 satisfying

gi(x0) < 0, ∀i

Then x∗ satisfies the KKT conditions.

In our proposed optimization problem, the objec-
tive function f = −DKL(Q||Pw) and the inequal-
ity g = DKL(Q||Pf ) − ϵ in Problem 1 involves
KL-divergence with the range in [0,∞). And the
equality h =

∑
y Q(y)− 1 is linear. We immedi-

ately have the Slater Constraint Qualification satis-
fied.

Now that we can derive the format of local mini-
mum point Q∗ by solving KKT conditions. Based
on the Stationarity Condition, for all y ∈ Σ∗, we
have

∂L

∂Q∗(y)
=0

−(logQ
∗(y)

Pw(y)
+1)+λ∗(log

Q∗(y)
Pf (y|yw)

+1)=0

Q∗(y)∝Pf

1
1−λ∗ (y|yw)Pw

− λ∗
1−λ∗ (y),

which is exactly the statement in Corollary 1.
Further with Complementary Slackness, we have

either λ∗ = 0 or DKL(Q
∗||Pf ) = ϵ. The former

equation indicates a trivial solution, where Q∗ =
Pf . Therefore, we focus on the latter equation,
which can be numerically solved via the commonly
used Newton-Raphson Method.
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