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Abstract

Data is the lifeblood of large language models
(LLMs). While the quantity of open-source
data available for training LLMs is substantial,
its integrity1 often falls short. For instance, the
open-source chat version of Yi-1.5-9B scores
5.20 on AlignBench, while the Chinese Alpaca-
GPT4 version scores 4.12. This discrepancy
makes it challenging for developers to create
models that excel in downstream tasks and
instruction following. Therefore, it is essen-
tial to improve data integrity. Currently, there
are two mainstream methods for enhancing
data integrity: data filtering and data augmen-
tation. Due to the labor-intensive and time-
consuming nature of performing these tasks
manually, some of these efforts are now be-
ing undertaken by LLMs, owing to their high
alignment with human preferences. However,
we have found that performing data filtering
or data augmentation with LLMs has limited
effectiveness in improving data integrity. In
this work, we propose FiNE (Filtering and
Improving Noisy data Elaborately), a method
that performs refined filtering and improvement
of training data with LLMs. Using the data ob-
tained through our method to train Yi-1.5-9B,
the performance gap on AlignBench between
our model and the open-source chat version is
reduced from 1.08 to 0.35. Additionally, on
HalluQA, our model surpasses the open-source
chat version by 8.452.

1 Introduction

Large language models (LLMs), such as ChatGPT
3, GPT-4 (OpenAI et al., 2024), and Claude3 (An-
thropic, 2024), have become the predominant ap-
proach in natural language processing due to their

*Corresponding author.
1Since quality is a dimension for assessing data, to avoid

confusion, we use "integrity" to denote the overall "quality"
of data.

2We will release our code and data at https://github.
com/jlhe2000/FiNE

3https://openai.com/blog/chatgpt

Model AlignBench ↑ HalluQA ↑
Yi-1.5-9B-Chat 5.20 45.11
Yi-1.5-9B-MOSS 4.00 ∆ 1.20 31.78 ∆ 13.33
Yi-1.5-9B-Alpaca-GPT4 4.12 ∆ 1.08 46.00
Yi-1.5-9B-Firefly 3.05 ∆ 2.15 22.89 ∆ 22.22

Table 1: Performance of Yi-1.5-9B models trained on
different datasets. ∆ indicates the performance drop
compared to the corresponding open-source chat model
on the same benchmark. In this work, we use GPT-4-
1106-preview as a judge.

impressive performance. Training these LLMs
involves three stages (Ouyang et al., 2022): pre-
training, supervised fine-tuning (SFT), and rein-
forcement learning. Among these, SFT is more
commonly performed, requiring significantly fewer
resources than pre-training and serving as a rein-
forcement learning prerequisite.

The integrity of data is a critical determinant
of SFT performance (Zhou et al., 2023). In the
English domain, there already exist some high-
integrity SFT datasets, such as UltraChat (Ding
et al., 2023) and InfInstruct4. Meanwhile, in the
Chinese domain and after we utilized fastText
(Joulin et al., 2017) to filter out non-Chinese data,
there is a substantial amount of open-source su-
pervised fine-tuning data, such as Alpaca-GPT4
(48818 Chinese examples) (Peng et al., 2023), Fire-
fly (1475561 Chinese examples) (Yang, 2023), and
MOSS (456276 Chinese examples) (Sun et al.,
2024). However, a significant performance gap
remains on AlignBench (Liu et al., 2023) and Hal-
luQA (Cheng et al., 2023) compared to their open-
source chat counterparts, whose training data is not
publicly available as illustrated in Table 1. There-
fore, the integrity of these datasets needs improve-
ment.

Currently, there are two mainstream approaches

4https://huggingface.co/datasets/BAAI/
Infinity-Instruct
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Figure 1: Pipeline of FiNE. (1) In the first stage, we use LLMs to evaluate data quality based on carefully designed
factors, ensuring we do not overlook potentially usable data. (2) In the second stage, we first extract the knowledge
of the data from the LLM and then have the LLM refer to this knowledge to evaluate and improve the quality of the
answer. (3) In the final stage, we identify and expand non-diverse data to restore the diversity lost due to filtering.
Then, we combine filtering methods to prevent data duplication, further ensuring diversity.

to improving data integrity. The first is data filter-
ing (Du et al., 2023; Das and Khetan, 2024; Xu
et al., 2023b; Xia et al., 2024; Chen and Mueller,
2024; Alcoforado et al., 2024; Chen et al., 2024),
which involves removing low-quality data within
a given dataset. The second is data augmentation
(Xu et al., 2023a, 2024; Li et al., 2024a; Ding et al.,
2023; Wang et al., 2024), which involves creat-
ing new data based on a high-quality seed dataset
(which can also be an empty set). Due to the labor-
intensive and time-consuming nature of performing
these tasks manually, some of these efforts are now
being undertaken by LLMs, owing to their high
alignment with human preferences.

However, we encountered significant issues
when using LLMs to filter the data, such as bias
toward complexity and unreasonableness (3.1),
opaque knowledge awareness (3.2), and quality-
centric oversight (3.3). Also, we have observed
that in data augmentation, LLMs may generate
repetitive data (3.3). Therefore, performing data
filtering or data augmentation alone is insufficient

to improve data integrity, and these two approaches
can be combined.

To address the issues above, we propose FiNE,
which stands for Filtering and Improving Noisy
data Elaborately with Large Language Models, to
perform refined filtering and enhancement of noisy
data. FiNE comprises three stages: Multi-factor-
based Filtering (3.1), Reference-based Quality Im-
provement (3.2), and Domain-based Diversity Im-
provement and Filtering (3.3) as shown in Figure
1.

Our contributions are as follows:
(1) We combine data filtering and augmentation,

proposing a more refined and rational process than
previous methods.

(2) We open-source two high-integrity Chinese
SFT datasets, the FiNE-Alpaca and the FiNE-
Firefly, filtered and improved from Alpaca-GPT4
and Firefly, respectively.

(3) Experimental results indicate that fine-tuning
LLMs with the high-integrity FiNE-Alpaca (15k)
and FiNE-Firefly (120k, see Appendix A) yields su-
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perior performance compared to using their entire
original dataset (49k and 1500k), and significantly
narrows the performance gap with their correspond-
ing open-source chat models.

2 Related Work

There are three crucial evaluation criteria for data
integrity: quality, diversity, and importance (i.e.
necessity) (Qin et al., 2024).

2.1 Quality-Based Methods

Instruction Mining (Cao et al., 2023) developed
metrics to predict validation set loss, serving as a
basis for measuring data quality. MoDS (Du et al.,
2023) employs a reward model to evaluate and filter
low-quality data. Alpagasus (Chen et al., 2024)
uses an LLM to score and filter data. Moreover,
Alpaca-GPT4 (Peng et al., 2023) leverages GPT-4
to generate higher-quality responses.

2.2 Diversity-Based Methods

Currently, there are two mainstream methods for
data diversity. The first method relies on discrete
semantic diversity, such as UltraChat (Ding et al.,
2023), which employs predefined meta-topics and
subtopics; GLAN (Li et al., 2024a), which uses
LLMs to continuously break down knowledge; and
InsTag (Lu et al., 2023), which trains a tagging
model to classify data.

The second approach employs continuous se-
mantic diversity. For instance, DEFT (Das and
Khetan, 2024) uses sentence embeddings to cluster
the data and selects samples that are the farthest and
closest to the cluster centers. Similarly, in the sec-
ond stage of MoDS (Du et al., 2023), the K-Center
greedy algorithm (Sener and Savarese, 2018) is ap-
plied to ensure diversity. Additionally, LIFT (Xu
et al., 2023b) selects samples with the highest row
variance from the dimensionally reduced sentence
embedding matrix.

2.3 Necessity-Based Methods

Similar to quality assessment, MoDS (Du et al.,
2023) employs a reward model to evaluate the per-
formance of the initial model on non-diverse data.
Instruction-Following Difficulty (Li et al., 2024b)
has been proposed to measure the difficulty for a
model to learn from data. LESS (Xia et al., 2024)
uses gradient information from LoRA (Hu et al.,
2021) to ensure necessity. CodecLM (Wang et al.,
2024) measures necessity by the quality gap in re-

sponse to the data between a target model and a
strong model.

3 Methodology

Since necessity is model-dependent, FiNE focuses
primarily on data quality and diversity. FiNE con-
sists of three main steps. In the first two steps, we
use a filter-then-augment approach to remove low-
quality data and then improve the rest. In the third
step, we use an augment-then-filter approach to
increase data diversity while preventing duplicate
data.

3.1 Multi-factor-based Filtering

The first issue is the bias toward complexity and
unreasonableness. The LLM tends to assign lower
scores to complex or unreasonable data, as shown
in Appendix B.1. This issue happens because these
data often have inaccurate or unhelpful answers.

To address this issue, we propose multi-factor-
based filtering. Unlike approaches that use LLMs
to assess only data accuracy and inspired by Crit-
icLLM (Ke et al., 2024), we prompt the LLM to
evaluate every data in the dataset based on the fol-
lowing three aspects:

Instruction Reasonableness refers to whether
the instruction is fully answerable, aligns with com-
mon sense, and is safe without being offensive. In-
struction Complexity refers to the difficulty of
responding to the instruction, including the amount
and rarity of required knowledge, the difficulty of
analysis, or the complexity of reasoning. Answer
Accuracy. Similar to Alpagasus(Chen et al., 2024),
this evaluates the correctness of the response.

Let sr be the instruction reasonableness score, sd
be the instruction difficulty score, sa be the answer
accuracy score and (I, A) be an instruction-answer
pair from the original dataset. We prompt the LLM
to obtain these three scores:

sr, sa, sd = LLM(I, A;PM)

Where PM is the prompt to get those three scores
and can be found in Appendix C.

We retain the instruction if it meets any of these
three conditions.

sr < θ1 ∧ sa ≥ θ2 (1)

sr ≥ θ3 ∧ sd ≥ θ4 (2)

sr ≥ θ5 ∧ sd < θ6 ∧ sa ≥ θ7 (3)
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Where {θi} are the thresholds, with i ranging
from 1 to 7.

In other words, (1) includes instructions that may
be unreasonable but ensure answer accuracy, con-
tributing to the dataset and model’s truthfulness and
harmlessness. (2) includes data with reasonable
but complicated instructions, even if the answers
are not accurate (to be improved later), enhancing
dataset complexity. (3) includes data with reason-
able, not highly difficult instructions but accurate
responses, ensuring fundamental quality and con-
tributing to data diversity. According to the amount
of data remaining after filtering, we set the thresh-
olds of Alpaca-GPT4 as follows: θ1 = 7, θ2 = 7,
θ3 = 8, θ4 = 8, θ5 = 8, θ6 = 7 and θ7 = 9.

3.2 Reference-based Quality Improvement
After the first stage, some answers may still be inac-
curate. In this stage, we aim to improve their qual-
ity. While a stronger LLM could re-score and en-
hance the answers, we identified an issue: opaque
knowledge awareness. During scoring, the LLM
does not output intermediate steps in response to
the instruction, making it unaware of its knowl-
edge. This results in misjudgments in some data,
as shown in Appendix B.2.

To address this challenge, we implement
reference-based quality improvement. Rather than
having the LLM score the data directly using scor-
ing criteria, we first have the LLM act as an assis-
tant, following the criteria to generate a step-by-
step reference answer. We summarize this process
as follows:

R = LLM(I;PR)

where R is the reference answer and PR is the
prompt based on the "3H" principle (Bai et al.,
2022) to get R which is provided in Appendix C.

Then, we prompt the LLM to compare the orig-
inal data answer with the reference answer based
on the scoring criteria and select the answer that
the LLM prefers as the final answer:

Afinal = LLM(Aorig, R, I;PA)

where Afinal is the final answer Aorig is original
answer in the data and PA is the prompt to compare
Aorig with R.

In cases where the answers are deemed compa-
rable, we select the answer with higher complexity,
measured by the number of lines.

Afinal = max(Aorig, R, by lines)

3.3 Domain-based Diversity Improvement
and Filtering

After filtering and improving, we obtained a rea-
sonably high-quality dataset. However, the LLM-
based filtering processes do not consider diversity.
This quality-centric oversight lacks diversity and
balance, as shown in Appendix B.3. In Figure
5, the math ability data (less than 1k) is signifi-
cantly less than other data (about 5k). In Figure 6,
the bottom-right area contains sparsely distributed
data compared to other sections. Training a model
with unevenly distributed data may result in poor
performance across different real-world scenarios
(Shao et al., 2024). Therefore, we propose domain-
based diversity improvement and filtering. This
solution consists of three sub-steps: Domain-aware
K-Center, Domain-aware Diversity Improvement,
and Diversity Filtering. Each of the following sec-
tions will introduce these sub-steps.

3.3.1 Domain-aware K-Center
First, we aim to identify the data segments that ex-
hibit the highest and lowest levels of diversity. Dis-
crete semantics methods often misclassify multi-
class or ambiguous data. While more flexible, con-
tinuous semantics methods suffer from unclear vec-
tor space distances influenced by various factors.
Unlike previous work, we integrate continuous
and discrete semantic-based methods for assess-
ing data diversity and propose a novel approach
called domain-aware K-Center.

Initially, for each instruction I , we prompt an
LLM to assign it a category Cj :

Cj = LLM(I;PC)

Appendix C provides PC, the prompt to get the
domain of instruction.

We design a classification system with three cate-
gories: (1) Mathematical Ability (C1): reasoning,
mathematical, and code data; (2) Question An-
swering (C2): knowledge-related questions; (3)
Text Generation and Others (C3): instruction-
following and creative writing. For each category,
we embed the instruction using text-embedding-3-
large5 and apply the K-Center algorithm to obtain
the coreset and remaining data.

Let Dj denote the dataset in category Cj , Sj

denote the coreset, and Tj denote the remaining
data:

5https://platform.openai.com/docs/guides/
embeddings/embedding-models
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Sj = KCenter(Dj , ∅, k)
Dj = Sj ∪ Tj

where Sj ∩ Tj = ∅ and KCenter is described in
Appendix F. We set k = 0.2× |Dj | in this work.

We then merge the core sets and the remaining
data from all categories to form the core set and the
remaining data for the entire dataset.

S =
3⋃

j=1

Sj , T =
3⋃

j=1

Tj

This approach offers several advantages: (1) It
ensures that data processed by the K-Center al-
gorithm belong to the same domain, preventing
domain-induced embedding distances and focusing
on content diversity. (2) The K-Center algorithms
for multiple categories can run in parallel, reduc-
ing the computational load due to fewer samples
per category. Experimental results demonstrate the
method’s efficiency in identifying highly diverse
core sets.

3.3.2 Domain-aware Diversity Improvement
After identifying highly diverse core sets and the
remaining data, we aim to enhance the latter’s diver-
sity. Unlike the Wizard’s uniform approach, we use
varied techniques tailored to different instruction
domains. This method is domain-aware diversity
improvement.

Math Ability. We refer to WizardMath (Luo
et al., 2023) and use the EvolInstruct (Xu et al.,
2023a) to evolve math data through four iterations.
We then incorporate these four iterations of data
into the dataset.

Let T (i)
1 denote the data for mathematical ability

after the i-th iteration, where i ∈ {0, 1, 2, 3, 4}.
The following description outlines the evolution
process:

T
(0)
1 = T1

T
(i)
1 = LLM(T

(i−1)
1 ;PEI) for i = 1, 2, 3, 4

Where PEI is the prompt used in EvolInstruct to get
new math data.

We do not filter as this data segment extends
depth, and the mathematical category is imbal-
anced. Instead, we add it directly to the dataset
to achieve balance.

D′ = (S ∪ T ) ∪
4⋃

i=1

T
(i)
1

Q&A. For each reasonable Q&A data point,
we instruct the LLM to ensure the new question
assesses comprehensive knowledge, requiring re-
sponses to include several specific, parallel knowl-
edge points.

T
(1)
2 = LLM(T2;PQA)

Appendix C provides PQA, the prompt to get new
Q&A data.

Text Generation and Others. Like Q&A, we
require the LLM to ensure the fine-tuned model
answers new instructions with difficulty, incorpo-
rating multiple constraints or processing/output re-
quirements.

T
(1)
3 = LLM(T3;PTG)

Appendix C provides PTG, the prompt to get new
text generation data.

3.3.3 Diversity Filtering
We identified duplicate data in the Magpie6 (Xu
et al., 2024) and Wizard7 (Xu et al., 2023a) datasets.
Appendix B.4 provides examples. This duplication
likely occurs because the LLM cannot access exist-
ing instructions when generating new instructions.
To address this, we apply the K-Center algorithm to
the newly generated Q&A and text generation data,
using the existing dataset (post-math extension) as
the existing set. We select k′ data points farthest
from the existing set and add them to form the final
dataset.

Let Dfinal denote the final dataset:

Tnew = T
(1)
2 ∪ T

(1)
3

Dfinal = D′ ∪ KCenter(Tnew, D
′, k′)

Considering the balance across domains, we set
k′ = 0.18× |Tnew|.

4 Experiments

4.1 Models
We use the fast and powerful LLM for the initial
phase, Doubao-pro-32k8. As the data volume de-
creased, we switched to GPT-4-1106-preview for
subsequent experiments. For training base models,
considering both data volume and efficiency, we

6https://huggingface.co/datasets/Magpie-Align/
Magpie-Reasoning-150K

7https://huggingface.co/datasets/WizardLMTeam/
WizardLM_evol_instruct_70k

8https://www.volcengine.com/product/doubao
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Model PA CU BT MC TW CQA RP LR CR CL TS

Yi-1.5-9B-Chat 5.25 4.69 5.82 5.34 5.75 6.58 5.98 4.12 4.73 5.68 5.20
Yi-1.5-9B-Alpaca-GPT4 4.77 4.64 5.06 3.70 4.56 5.45 4.73 3.04 3.37 4.87 4.12
Yi-1.5-9B-FiNE 5.35 5.21 4.85 4.71 5.40 6.39 6.04 3.62 4.16 5.54 4.85

Qwen2-7B-Instruct 6.15 5.79 5.40 5.57 5.96 7.11 6.74 3.74 4.66 6.19 5.42
Qwen2-7B-Alpaca-GPT4 5.23 5.05 4.85 4.30 4.81 5.53 5.21 3.25 3.78 5.11 4.45
Qwen2-7B-FiNE 5.40 4.84 5.47 5.19 5.19 6.53 5.96 3.61 4.40 5.56 4.98

GLM4-9B-Chat 5.94 6.26 5.62 5.16 5.65 7.13 6.70 3.99 4.57 6.22 5.40
GLM4-9B-Alpaca-GPT4 5.13 4.34 5.19 4.20 4.67 5.61 5.03 3.27 3.73 5.00 4.36
GLM4-9B-FiNE 5.59 4.90 5.76 5.30 5.15 6.34 5.28 3.62 4.46 5.50 4.98

InternLM2.5-7B-Chat 6.15 6.28 5.41 5.22 6.44 7.34 6.51 3.65 4.44 6.36 5.40
InternLM2.5-7B-Alpaca-GPT4 5.03 5.29 4.74 3.63 4.52 5.76 4.88 2.51 3.07 5.04 4.05
InternLM2.5-7B-FiNE 5.30 5.91 5.32 4.93 5.04 6.47 5.41 3.79 4.36 5.58 4.97

Table 2: Performance of models on AlignBench. Abbreviations: PA - Professional Ability, CU - Chinese Under-
standing, BT - Basic Tasks, MC - Mathematical Calculation, TW - Text Writing, CQA - Comprehensive Q&A, RP
- Role Playing, LR - Logical Reasoning, CR - Chinese Reasoning, CL - Chinese Language, TS - Total Score. The
highest scores are in bold, and the second highest scores are underlined.

selected Yi-1.5-9B (01.AI et al., 2024), Qwen2-7B
(Yang et al., 2024), GLM4-9B (GLM et al., 2024)
and InternLM2.5-7B (Cai et al., 2024). We use
vLLM (Kwon et al., 2023) for efficient inference.
See Appendix E for more training details.

4.2 Benchmarks

AlignBench (Liu et al., 2023) AlignBench is a
comprehensive benchmark consisting of 683 sam-
ples for evaluating the alignment capabilities of
LLMs in Chinese. It uses a rule-calibrated, multidi-
mensional LLM-as-Judge approach with Chain-of-
Thought (Wei et al., 2023) reasoning for reliable
and interpretable evaluations.

HalluQA (Cheng et al., 2023) HalluQA is a
benchmark consisting of 450 samples designed to
evaluate hallucinations in LLMs. It features adver-
sarial questions across various domains, including
Chinese history, culture, and social phenomena. An
automated LLM-based method assesses whether
the model outputs hallucinate.

4.3 Main Results

The performance of the model trained on FiNE-
Alpaca, evaluated using AlighBench, is presented
in Table 2. Despite utilizing only a subset (10k) of
Alpaca-GPT4 data (49k) and augmented data (5k),
FiNE significantly enhances performance, narrow-
ing the gap with open-source chat models. Figure
2 depicts the geometric distribution of the FiNE-
Alpaca. The augment-then-filter method mitigates
sparsity in the region where the x-axis ranges from

50 to 100 and the y-axis ranges from -100 to -50.
This section presents the results of FiNE-Alpaca.
For details on FiNE-Firefly, refer to Appendix A.

Figure 2: Geometric Distribution (t-SNE (Van der
Maaten and Hinton, 2008) plot) of FiNE-Alpaca. High-
quality data is the data after the first two stages, and
enhancement data is the data augmented from the third
stage.

Table 3 shows the performance on HalluQA.
Models trained with FiNE-Alpaca outperform
those trained on Alpaca-GPT4 and perform on par
with or exceed those trained on its open-source
chat versions. This result indicates FiNE’s superior
ability to retain and enhance truthful data.

5 Ablation

Effectiveness of Each Component. We conducted
detailed ablation experiments to assess the effec-
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Model Misleading Knowledge Misleading-hard Overall

Yi-1.5-9B-Chat 64.00 33.99 30.43 45.11
Yi-1.5-9B-Alpaca-GPT4 69.71 32.04 27.54 46.00
Yi-1.5-9B-FiNE 79.43 38.35 39.13 53.56

Qwen2-7B-Instruct 74.29 39.81 34.78 52.44
Qwen2-7B-Alpaca-GPT4 72.57 32.52 30.43 47.78
Qwen2-7B-FiNE 79.43 39.32 31.88 53.78

GLM4-9B-Chat 68.00 40.29 37.68 50.67
GLM4-9B-Alpaca-GPT4 61.14 37.38 21.74 44.22
GLM4-9B-FiNE 73.71 36.89 30.43 50.22

InternLM2.5-7B-Chat 69.14 44.17 40.58 53.33
InternLM2.5-7B-Alpaca-GPT4 70.29 34.47 23.19 46.67
InternLM2.5-7B-FiNE 76.57 42.23 31.88 54.00

Table 3: Non-hallucination rate of various models on HalluQA. The highest scores are in bold, and the second
highest scores are underlined.

tiveness of each FiNE component. Table 4 shows
that each part positively impacts performance.

Model AlignBench HalluQA

Yi-1.5-9B-FiNE 4.85 53.56
-DDIF 4.51 52.00
-RQI 4.40 46.67
-MF 4.12 46.00

Table 4: Performance after progressively removing
each component in FiNE. Abbreviations: DDIF -
domain-based diversity improvement and filtering, RQI
- reference-based quality improvement, MF - multi-
factor-based filtering.

Multi-factor-based Filtering vs. Alpagasus.
We compared FiNE’s first-stage filtering with an
equivalent amount of Alpagasus (Chen et al., 2024)
and random selection. Table 5 demonstrates FiNE’s
ability to filter out low-quality data while retaining
high-quality data.

Model AlignBench HalluQA

Yi-1.5-9B-Alpaca-GPT4 4.12 46.00
+MF 4.40 47.11
+Alpagasus 4.29 42.89
+Random Selection 4.19 47.33

Table 5: Comparison between FiNE’s multi-factor based
filtering, Alpagasus, and random selection. The highest
scores are in bold, and the second highest scores are
underlined.

All Reference Answers vs. Preferred Answers.
We compared the performance of using only gener-
ated reference answers versus LLM-preferred an-

swers for enhancing answer quality, as shown in
Table 6. The initial filtering stage retains some
high-quality answers, making it necessary to com-
pare reference answers with original answers.

Model AlignBench HalluQA

Yi-1.5-9B-MF 4.40 47.11
+Preferred Answers 4.51 52.00
+Generated Answers 4.47 50.44

Table 6: Comparison between using all LLM generated
reference answers and LLM preferred answers. The
highest scores are in bold.

Effect of Multi-factor Based Filtering Propor-
tions. Using different thresholds, we studied how
varying data retention after multi-factor filtering af-
fects model performance (see Appendix D). Figure
3 shows that initially, more retained data improves
performance due to higher diversity and quality.
However, further increases lead to performance
decline, likely due to inaccurate answers in some
data.

Effect of Diversity Filtering Proportions. We
examined how retained data volume after diversity
filtering affects model performance (Figure 4). For
AlignBench, performance initially improves with
more data but later declines due to increased re-
dundancy. In contrast, HalluQA shows steady per-
formance improvement, stabilizing as the dataset
grows, likely due to broader knowledge and more
varied misleading scenarios in augmented instruc-
tions.

Domain-aware Diversity Improvement vs.
Wizard Breadth Evolving. We compared domain-
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Figure 3: The relationship between the amount of re-
tained data after multi-factor based filtering and model
performance.

Figure 4: The relationship between the amount of data
retained after diversity filtering and model performance.

aware diversity improvement with wizard breadth
evolving. Both methods were applied to each Q&A
and text generation data point after math augmenta-
tion. As shown in Table 7, field-specific augmenta-
tion results in more reasonable and higher-quality
generated instructions.

Model AlignBench

Yi-1.5-9B-MF+RQI 4.51
+DDI 4.70
+Wizard Breadth 4.63

Table 7: Comparison of domain-aware diversity im-
provement (DDI) with wizard breadth evolving. The
highest scores are in bold.

Effect of Diversity Filtering. We also con-
ducted experiments to verify the effectiveness of
diversity filtering, as shown in Table 8. We can see
that filtering diverse data based on vector distance
after data augmentation is essential because not
filtering and random filtering result in less perfor-
mance improvement.

Domain-Aware K-Center vs. K-Center. We

Model AlignBench

Yi-1.5-9B-MF+RQI+DDI 4.70
+Diversity Filtering 4.85
+Random Selection 4.61

Table 8: Comparison of diversity filtering with random
selection after domain-aware diversity improvement.
The highest scores are in bold, and the second highest
scores are underlined.

compared the Domain-Aware K-Center algorithm
with the standard K-Center algorithm, as illustrated
in Table 9. Domain-Aware K-Center more accu-
rately identifies diverse data segments because, af-
ter reducing the large data volume, the model’s
performance drop trained on the coreset identified
using Domain-Aware K-Center is less significant.

Model AB Perf. HQ Perf.

Yi-1.5-9B-MF+RQI 4.51 52.00
+Domain-aware K-Center 4.23 49.11
+K-Center 4.09 46.22

Table 9: Performance comparison between the Domain-
Aware K-Center algorithm and the standard K-Center
algorithm. The highest scores are in bold, and the sec-
ond highest scores are underlined.

6 Conclusion

In this work, we propose a method to improve data
integrity by combining data filtering and augmen-
tation using large language models focusing on
data quality and diversity. Initially, we employ a
filter-then-augment approach, where low-quality
noisy data is filtered based on meticulously de-
signed metrics across multiple factors, followed by
the remaining data quality improvement. Subse-
quently, we adopt an augment-then-filter strategy,
identifying low-diversity noisy data first and then
compensating for the diversity lost during filter-
ing while simultaneously preventing redundancy
in the data generated by the LLM during augmen-
tation. When applied to Alpaca-GPT4 and Firefly
to fine-tune LLMs, our method significantly im-
proves their instruction-following capabilities and
truthfulness, narrowing the gap with their corre-
sponding open-source chat versions. This method
and dataset enable downstream developers to create
LLMs that perform well on downstream tasks and
possess good instruction-following ability.
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7 Limitations

Our approach, which leverages LLMs for data fil-
tering and augmentation, imposes specific resource
requirements, particularly when handling larger
datasets. Furthermore, the effectiveness of our
method is highly dependent on the capabilities of
the LLMs utilized. Less powerful models may not
accurately filter, respond to, or generate appropriate
instructions.

8 Ethics Statement

In this work, we utilized two advanced LLMs,
Doubao-pro-4k and GPT-4-1106-preview, to filter
and enhance a new dataset based on open-source
Chinese datasets. The models did not access the
internet or invoke external tools; they generated
data solely based on their internal distributions. To
the best of our knowledge, the developers of both
models have implemented stringent safety controls.
Additionally, our prompts were crafted with a fo-
cus on helpfulness, truthfulness, and harmlessness.
Therefore, we believe that the resulting data is safe
and does not pose significant negative risks to soci-
ety.
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A Additional Results On Firefly Dataset

We further applied FiNE to another larger Firefly
(Yang, 2023) dataset (1500k), resulting in a rela-
tively smaller-scale FiNE-Firefly (125k). Subse-
quently, we utilized FiNE-Firefly to train Yi-1.5-
34B and evaluated its performance on the bench-
mark.

A.1 Thresholds of FiNE on Firefly Dataset

According to the amount of data remaining after
filtering, we set the thresholds of multi-factor-based
filtering as follows: θ1 = 7, θ2 = 8, θ3 = 9,
θ4 = 7, θ5 = 9, θ6 = 7 and θ7 = 7.

For domain-aware K-Center, the same as Alpaga-
sus, we set k = 0.2×|Dj |. Then for domain-aware
diversity improvement, we set k′ = 0.26× |Tnew|

A.2 AlignBench Results
We evaluated the performance of the Yi-1.5-34B
model on AlignBench using the Firefly dataset and
the FiNE-Firefly dataset. The results were com-
pared with its open-source Chat version, as shown
in Table 10.

Similar to FiNE-Alpaca, our approach, despite
utilizing only a tiny portion of the original dataset
(100k out of 1500k) along with 25k augmented
data samples, successfully improved the model’s
performance from 3.39 to 5.27. Our method also
reduced the performance gap with its open-source
counterpart from 2.43 to 0.55.

A.3 HalluQA Results
Similarly, we also evaluated the performance on
HalluQA, as shown in Table 11. Our approach
significantly improved the model’s truthfulness, in-
creasing the performance from 23.33 to 62.89, an
enhancement of nearly 40 percentage points and
surpassing its corresponding open-source chat ver-
sion.

B Examples

B.1 Examples show the bias toward
complexity and unreasonableness

Table 12 gives examples that show the bias toward
complexity and unreasonableness.

B.2 Examples show opaque knowledge
awareness

Table 13 provides an example that shows opaque
knowledge awareness.

B.3 Examples show quality-centric oversight.
Figure 5 and Figure 6 show the discrete and contin-
uous distribution of instructions after the first two
stages, respectively.

B.4 Repetitive Training Data in Magpie and
Wizard

Table 14 and Table 15 show repetitive training ex-
amples of Wizard and Magpie, respectively.

C Prompts Used in This Work

Table 16 - Table 22 provide all prompts used in this
work. We have translated all prompts into English.
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Model PA CU BT MC TW CQA RP LR CR CL TS

Yi-1.5-34B-Chat 6.64 6.12 5.82 5.44 6.45 6.79 6.98 4.89 5.16 6.47 5.82
Yi-1.5-34B-Firefly 4.37 4.38 4.54 2.99 3.93 3.00 4.23 2.42 2.71 4.08 3.39
Yi-1.5-34B-FiNE 5.73 5.52 6.00 5.12 5.91 7.18 6.06 3.82 4.47 6.07 5.27

Table 10: Performance of models on AlignBench. The highest scores are in bold, and the second highest scores are
underlined.

Model Misleading Knowledge Misleading-hard Overall

Yi-1.5-34B-Chat 80.57 49.51 50.72 61.78
Yi-1.5-34B-Firefly 20.57 28.16 15.94 23.33
Yi-1.5-34B-FiNE 86.86 48.06 46.38 62.89

Table 11: Non-hallucination rate of models on HalluQA. The highest scores are in bold, and the second highest
scores are underlined.

Figure 5: Domain Distribution of data after the first
stage. We utilized GPT-4-1106-preview to classify the
data.

D Different Thresholds For Different
Amounts of Data

Table 23 shows the values of θ parameters for dif-
ferent data amounts.

E Training Details

During training, we used the default dialogue tem-
plates of each model and only calculated loss on
the output. We set the learning rate to 1e-5 (1e-6
for GLM4), the global batch size to 64, the weight
decay to 0.1, and the warmup ratio to 0.1. We con-
ducted training over two epochs and configured the
NEFTune (Jain et al., 2023) noise alpha to be 5. We
use ZeRO (Rajbhandari et al., 2020) and FlashAt-
tention (Dao et al., 2022) for efficient training. All
experiments were conducted on four 40GB A800
GPUs.

Figure 6: Geometric Distribution of high-quality data
after first two stages.

F K-Center

Algorithm 1 shows the K-center algorithm used in
this work.

Algorithm 1 K-Center (Sener and Savarese, 2018)
Input: dataset {xi}, existing set S0 and a budget
k Initialize S = S0

repeat
u = argmaxi∈[n]\sminj∈s∆(xi, xj)
S = S ∪ {u}
Until |S| = k + |S0|
return S\S0

8698



Instruction Answer Alpagasus Score FiNE Score

What are
the Einstein-
Brillouin-
Keller quantiza-
tion conditions?

The Einstein-Brillouin-
Keller quantization
conditions, ... Overall,
these conditions describe
the motion of free parti-
cles in a quantized world,
providing important guid-
ance for understanding
particle motion.

Score: 3

Explanation: ... There-
fore, there is room for
improvement in accuracy,
and a score of 3 is given
considering all factors.

(Filtered)

Explanation: ... The question is clear,
precise, and well-formulated, demon-
strating a high level of depth. ... Rat-
ing:
{
"User Question Difficulty": 9,
"User Question Reasonableness": 9,
"Assistant Response Accuracy": 9
}

(Retained)

Render a 3D
model of a
house.

Sorry, as a language
model, I cannot render
3D models. But I can
provide some suggestions.
... If you are a beginner, I
recommend searching for
tutorials on 3D modeling
and rendering techniques.
These skills can help
you quickly learn how to
render a 3D model of a
house.

Score: 1

Explanation: The in-
struction is to render a
3D model of a house, ...
Therefore, the accuracy
can only be given a score
of 1.

(Filtered)

Explanation: ... but it is not very
specific or in-depth, making it
moderately reasonable. ... The
response is fairly accurate but lacks
some specific operational steps
and examples, leaving room for
improvement.
{
"User Question Reasonableness": 6,
"User Question Difficulty": 6,
"Assistant Response Accuracy": 7
}

(Retained)

Table 12: Examples show the bias toward complexity and unreasonableness. We have translated the data into
English.

Instruction Answer Direct Score FiNE Result

Find the me-
dian of a given
list of numbers.
Input: 9, 2, 7, 4,
1, 6, 8

To find the median of this
list of numbers, you first
need to sort these numbers
in ascending order. The
sorted order is:

1, 2, 4, 6, 7, 8, 9

In this case, the me-
dian is 6, which is the
((n+1)/2)th number in the
ordered list, where n is the
number of elements in the
list.

... However, the assistant
made an error in calcu-
lating the median. The
correct median should be
the middle number of the
list, which is 7, not 6. ...
Therefore, I would give
the following score:

Score: [[1]]

(Wrong)

LLM Answer: ...
Step 1: Sort the list.
The sorted list is: 1, 2, 4, 6, 7, 8, 9
Step 2: ... the median is the number
at the middle position, which is
the 4th number. ... Therefore, the
median of the given list of numbers
is 6.
Compare: ... Result: [Comparable]

(Right)

Table 13: Examples show opaque knowledge awareness. We have translated the data into English.
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ID Instruction Reason for Repetition

Wizard Dataset

63403 List the steps of a task. Making a cake Instructions about
making a cake10454 Explain the process of baking a cake.

759 Come up with three different ways to save
money.

Instructions about
saving money

8151 List three tips to save money.

36526 Come up with three ways to increase cus-
tomer loyalty.

Instructions about improving
customer relations

35439 Give 3 ways to improve the customer ex-
perience

32062 Name five U.S. presidents
Instructions about

naming U.S. presidents
28090 Name 3 US presidents
9419 Name a famous US President
57288 Name three famous American presidents.

9573 Design a web page. Instructions about
web page design3077 Design a website page layout.

Table 14: Repeated Training Data Example - Wizard Dataset
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ID Instruction Reason for Repetition

Magpie Dataset

56432 Generate a function in Python that takes
a number and returns its factorial using
recursion.

Instructions about recursive
factorial in Python

86712 Write a short piece of recursive Python
code to find the factorial of a number.

140315 Create a recursive implementation of an
iterative function to calculate the factorial
of a given number.

129620 Given the quadratic equation ax2 + bx+
c = 0, write a Python program to find
the roots of the quadratic equation. Also,
print the type of roots (real and distinct,
real and equal or imaginary) based on the
discriminant.

Instructions about solving
quadratic equations in Python

6143 Given the quadratic equation ax2 + bx+
c = 0, write a Python function that takes
three integers a, b, and c, and uses the
quadratic formula to return the roots of
the equation. Ensure that your function
returns the roots as complex numbers, tak-
ing into account that the square root of the
discriminant b2 − 4ac might be negative,
and handle it appropriately.

108901 Write a Python code to create a list of
prime numbers from 1 to 100.

Instructions about finding
prime numbers in Python

78996 Write a python program to find the prime
numbers between 1 to 100

117718 How many perfect squares less than 1000
have a last digit of 2, 3, or 4?

Instructions about perfect
squares with specific last digits

9189 How many perfect squares less than 1000
have a ones digit of 2, 3 or 4?

32974 1. How many perfect squares less than 100
have a ones digit of 2, 3, or 4?

Table 15: Repeated Training Data Example - Magpie Dataset
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As a fair judge, evaluate the quality of the conversation. Your evaluation should consider the following
factors:
1. The challenging nature of user input
Score 1-2:
Common sense or basic knowledge in daily life. The question is very simple, almost no thinking or
research is needed to answer.
Score 3-4:
Knowledge at the elementary or middle school level. The question is simple, but requires some basic
common sense or foundational knowledge.
Score 5-6:
Knowledge from high school or university basic courses. The question is of medium difficulty, requiring
some professional knowledge or understanding.
Score 7-8:
Knowledge from advanced university courses or professional fields. The question is difficult, requiring
in-depth professional knowledge and understanding.
Score 9-10:
Professional knowledge at the graduate level or higher, possibly requiring interdisciplinary understanding.
The question is very difficult, requiring highly professional knowledge and in-depth analysis.
2. The reasonableness of user input
Score 1-2:
The question lacks logic or reality basis, unable to provide useful answers. The question is unreasonable,
vague or meaningless, difficult to answer.
Score 3-4:
The question has some logic, but lacks specific background or details, the answer may not be comprehen-
sive. The question is partially reasonable, but some parts are unclear or lack background information.
Score 5-6:
The question has logic and reality basis, but could be clearer by providing more details. The question is
reasonable, but some parts could be more explicit or specific.
Score 7-8:
The question has clear background and details, easy to understand and answer. The question is very
reasonable, clear and explicit.
Score 9-10:
The question is not only clear and explicit, but also involves in-depth background and details, the answer
requires professional knowledge and analysis. The question is completely reasonable, clear and deep.
3. The accuracy of the AI assistant’s answer
Score 1-2:
Completely inaccurate, failed to answer the question. The answer is irrelevant or completely wrong,
unable to provide useful information.
Score 3-4:
Partially accurate, but most of the content is irrelevant or wrong. The answer contains some correct
information, but most of the content is irrelevant or has obvious errors.
Score 5-6:
Mostly accurate, but with some errors or omissions. The main content of the answer is correct, but lacks
details or has some errors.
Score 7-8:
Very accurate, with only minor detail errors. The answer is almost completely correct, with only minor
details possibly inaccurate or missing.
Score 9-10:
Completely accurate, comprehensive and error-free. The answer is not only completely correct, but also
provides detailed explanations and relevant background information.
If you do not find obvious advantages or disadvantages, you should give a score of around 7. You should
seriously consider the above guidelines, and then give your score (1-10) for the reasonableness of the
user’s question, the difficulty, and the accuracy of the assistant’s reply, and avoid giving these scores
without sufficient explanation. Do not let the length of the answer affect your evaluation.
First output your explanation, then strictly output the score in the following format: {"Reasonableness of
User Question": Score, "Difficulty of User Question": Score, "Accuracy of Assistant’s Reply": Score}
For example {"Difficulty of User Question": 7, "Reasonableness of User Question":7, "Accuracy of
Assistant’s Reply": 7}

Table 16: Prompt For Multi-factor Based Filtering
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You are a helpful, harmless, and honest AI assistant based on a language model, with
the following characteristics:
1. Broad knowledge:
Trained with a large amount of data, it can provide helpful high-quality information
and suggestions in a wide range of fields.
2. Self-awareness:
It can realize that it is an offline language model that can only generate text and
cannot interact with the real world. When encountering commands, intentions, or
knowledge that cannot be executed or need to be queried, it needs to inform the user.
3. Safe and harmless:
It will not generate harmful, discriminatory, or inappropriate content.
4. Honest and transparent:
It will not deliberately mislead users and try to provide accurate information. When
the user input is unreasonable or incomplete, it will inform the user.
5. Step-by-step thinking process:
When replying to the user, if necessary, please output your step-by-step thinking
process.
User input:
{question}
Assistant reply:

Table 17: Prompt For Reference Answer
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You are an expert in comparing answers. Given a question and two answers, you can
compare which one is better. Please avoid any position and length biases and only
analyze from the content perspective.
Scoring Factors
A helpful, harmless, and honest dialogue assistant based on a pre-trained language
model, with the following features:
1. Knowledgeable:
After a large amount of pre-training data, it can provide high-quality information and
suggestions in a wide range of fields. It can guarantee the correctness of the answers
and will inform the user when there is a lack of information.
2. Self-awareness:
It can realize that it is an offline language model that can only generate text and
cannot interact with the real world. It needs to inform the user when encountering
commands, intentions, or knowledge that cannot be executed or need to be queried.
3. Safe and harmless:
It will not generate harmful, discriminatory, or inappropriate content.
4. Honest and transparent:
It will not deliberately mislead users, try to provide accurate information, and indicate
when uncertain.
Requirements
1. First, analyze according to the scoring factors and give your step-by-step compari-
son process.
2. Then, give your comparison result. If answer 1 is better, output [Answer 1]. If
answer 2 is better, output [Answer 2]. If the two answers are comparable, output
[Comparable].
User Input
{current_in}
Answer 1
{answer1}
Answer 2
{answer2}
Strictly follow the format below and do not output any other content:
Comparison Process
xxx
Comparison Result
xxx

Table 18: Prompt For Comparison Between Original Answer and Reference Answer
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You are a classification expert for the capabilities required for a command/dialogue.
Here are some predefined categories (one per line):
Categories
1. Text Generation:
Generate coherent and meaningful text based on input data.
2. Mathematical Ability:
Understand and handle mathematical problems, including arithmetic, algebra, etc.
3. Knowledge Q&A:
Answer user’s questions based on knowledge.
4. Others:
Besides the above abilities, including sentiment analysis, logical reasoning, machine
translation, text classification, and other broad NLP applications.
Requirements
Given a command/dialogue, please categorize it according to the above categories
based on the required capabilities. Here are the commands/dialogues (separated by
“‘). Each command/dialogue has only one category, please choose the one that is
closest to it.
User Input
{data}
The command/dialogue is a whole, do not classify each command/dialogue separately,
give your category based on the whole. The classification result can only be one
of the above categories, do not output other content. Please write out your analysis
process first, then give your answer, strictly follow the format below, do not output
other content.
Analysis Process
xxx
Classification Result
xxx.

Table 19: Prompt For Domain Classification

Act in the capacity of a professional math teacher. Your goal is to accurately solve a
mathematical word problem. To achieve this goal, you have one task.
# Write out a detailed solution to the given problem.
You have two principles to do this.
# Ensure the solution is step-by-step.
# Ensure the final answer is correct.
Given problem: {input}
Only output your detailed solution, do not output any other content.

Table 20: Prompt For Answer of Augmented Math Instruction
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You will receive an instruction. Please output a new instruction in Chinese according
to the given instruction and the following principles. To do this, you have the
following principles.
For Text Generation:
Ensure that the language model fine-tuned by instructions follows the new instruc-
tions with a certain degree of difficulty (the new instructions should include several
restrictions or processing/output requirements).
For Q&A:
Ensure that the new instructions examine the rich knowledge of the language model
fine-tuned by instructions (the reply to the new instructions contains several more
specific parallel knowledge points).
Ensure that the new instruction examines different knowledge in the same field as
the given instruction.
Ensure that the new instruction conforms to common sense.
Ensure that there is no lack of any input information in the new instruction. That is,
the answer can be obtained only based on the new instruction.
Please do not include solutions in the new instruction.
[Start of given instruction]
{question}
[End of given instruction]
Output in the following format:
[New instruction]
xxx

Table 21: Prompt For Q&A And Text Generation Instruction Augmentation

You are a helpful, harmless, and honest AI assistant based on a language model that
responds in Chinese with the following characteristics:
1. Broad knowledge: After a large amount of data training, it can provide helpful,
high-quality information and suggestions in a wide range of fields.
2. Self-awareness: It can realize that it is an offline language model that can only
generate text and cannot interact with the real world. When encountering commands,
intentions, or knowledge that cannot be executed or need to be queried, it needs to
inform the user.
3. Safe and harmless: It will not generate harmful, discriminatory, or inappropriate
content.
4. Honest and transparent: It will not deliberately mislead users and try to provide
accurate information. When the user input is unreasonable or incomplete, it will tell
the user.
5. When replying to the user, if necessary, please output your step-by-step thinking
process.
[User Input]
{input}
[Assistant Reply]

Table 22: Prompt For Answer of Augmented Q&A And Text Generation Instruction
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Data amount θ1 θ2 θ3 θ4 θ5 θ6 θ7

5000 7 8 8 8 8 6 7
10000 7 7 8 8 8 7 9
15000 7 7 8 9 8 8 9
20000 7 7 8 7 8 7 8
30000 7 7 7 7 7 7 9

Table 23: Values of θ parameters for different data amounts.
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