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Abstract
Prompts used in recent large language model
based applications are often fixed and lengthy,
leading to significant computational over-
head. To address this challenge, we propose
Generative Prompt Internalization (GenPI), a
lightweight method that employs a joint train-
ing approach. GenPI not only replicates the
behavior of models with prompt inputs but
also generates the content of the prompt along
with reasons for why the model’s behavior
should change accordingly. We demonstrate
that our approach effectively internalizes com-
plex prompts across various agent-based appli-
cation scenarios. For effective training without
interactions with the dedicated environments,
we introduce a data synthesis technique that
autonomously collects conversational datasets
by swapping the roles of the agent and en-
vironment. This method is especially useful
in scenarios where only a predefined prompt
is available without a corresponding training
dataset. By internalizing complex prompts,
Generative Prompt Internalization enables high-
performance and efficient inference without the
need for explicit prompts.1.

1 Introduction

In the real world, for inference in large language
model (LLM) based applications (e.g. ChatGPT),
fixed and complex prompts are often used repeat-
edly. Although advanced prompts can improve
performance, their dependence on lengthy prompts
raises concerns regarding computational efficiency
for service providers and cost-effectiveness for
users. Longer prompts can considerably increase
computational overhead, especially during multi-
turn inference, making it a potential bottleneck in
practical applications. Therefore, finding effective
strategies to optimize these prompts while main-
taining performance is crucial for the practical de-
ployment of LLM-based applications.

∗ Work done during internship at Microsoft Research
1Code are available at https://github.com/kaistai/GenPI

To address this issue, existing methods can
be categorized into two approaches. One practi-
cal approach only for efficient prompt computa-
tion is compressing prompts into external embed-
dings (Mu et al., 2023; Chevalier et al., 2023; Ge
et al., 2024) or compressed text (Jiang et al., 2023b;
Li et al., 2023; Jiang et al., 2024; Pan et al., 2024).
However, these methods still require additional
tokens, limiting their ability to fully internalize
prompts and effectively modify the model’s behav-
ior as intended. Alternatively, fine-tuning (Kim and
Rush, 2016; Zou et al., 2024) or distillation (Askell
et al., 2021; Snell et al., 2022; Choi et al., 2023;
Li et al., 2024), have been explored as canonical
approaches for internalizing prompts. These meth-
ods adjust the language model’s behavior to follow
the prompt’s intentions without requiring a prompt
during inference.

However, these internalization methods are lim-
ited in that the model cannot reference the prompt’s
content during training. Instead, they rely on in-
direct training based on the model’s output (Kim
and Rush, 2016) or distribution (Askell et al., 2021;
Snell et al., 2022; Choi et al., 2023; Li et al., 2024)
of the original model when the prompt is provided.
This leads to significant performance degradation
in information-rich tasks or specific requirements,
such as agent’s action requirements or schema
grounding (Choi et al., 2023).

To overcome the limitations, we propose Gener-
ative Prompt Internalization (GenPI), a method that
is trained to generate the target prompt, rather than
merely using it as input. GenPI employs joint loss
training, combining two approaches: 1) mimicking
the teacher’s output to guide behavior, similar to
distillation approaches (Askell et al., 2021; Snell
et al., 2022; Choi et al., 2023; Li et al., 2024), and
2) generating the content of the prompt while infer-
ring why the output should change based on that
prompt. GenPI employs a lightweight internaliza-
tion process for each prompt, requiring only 0.5%
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additional parameters on 1,000 samples. Focus-
ing on scenario where only prompts are available
without a corresponding training dataset for inter-
nalization (Liu et al., 2023; Choi et al., 2023), we
also introduce a data synthesis technique to gen-
erate a multi-turn pseudo conversational dataset.
By simply swapping the roles of user and assistant
within the given context, the model simulates both
sides of conversation, enabling it to autonomously
collect conversational datasets.

We evaluate our method in agent application
scenarios with lengthy prompts using Agent-
Bench (Liu et al., 2023). GenPI maintains strong
performance even without the need for prompt
input, while outperforming other distillation or
compression-based baselines. GenPI achieves
100% performance retention on OS interaction
agent task, while maintaining at least 82% perfor-
mance on web-based agent tasks with over 1,000
tokens. Furthermore, GenPI demonstrates 39% effi-
ciency improvement in handling environments with
lengthy prompts, outperforming other compression-
based methods.

2 Related Works
Prompt Internalization is a methodology de-
signed to embed prompt information within a lan-
guage model, enabling the model to perform var-
ious tasks without requiring explicit prompt in-
put. For instance, Askell et al. (2021) internal-
ize persona-related prompts to facilitate helpful,
honest, and harmless alignment, while Snell et al.
(2022) incorporates both prompts and scratch pads
into the internalization process to enhance perfor-
mance on more complex tasks. Li et al. (2024)
applies prompt internalization to internalize demon-
strations for in-context learning scenarios. While
these methods focus on internalizing broad and gen-
eral coarse-grained information, Choi et al. (2023);
Zou et al. (2024) introduce a more fine-grained ap-
proach, targeting more specific and predetermined
prompts. Choi et al. (2023) focuses on short chat
histories or task-specific instructions, and Zou et al.
(2024) relies on a tailored training dataset to re-
trieve similar examples based on the given user
input. Following these previous works, our goal
is to enable the model to internalize the specific
predetermined prompts. However, existing meth-
ods still limit the model’s ability to directly learn
the content of the prompt, as they rely on train-
ing a student model using outputs from a teacher
model. We address this limitation by generating

prompts that allow the model to learn their content
directly, enabling it to handle more realistic and
information-rich prompts.

Prompt Compression is one of the practical ap-
proach to reducing the computational overhead
caused by lengthy prompts. In case of the API-
based large language models (LLMs) services, sys-
tematic caching solutions allow frequently used
prompts to be stored between API calls.23 For users
of API-based LLMs, text-based prompt compres-
sion methods are proposed, where key segments
of long prompts are selected on a token-by-token
basis to generate a compressed version of the orig-
inal prompt (Jiang et al., 2023b; Li et al., 2023;
Jiang et al., 2024; Pan et al., 2024). Although this
approach reduces prompt length, it often still re-
sults in relatively long token sequences, as essen-
tial tokens must be retained. On the other hand,
embedding-based prompt compression methods
generate cached token embeddings for prompts,
which can be utilized as a more efficient represen-
tation in LLMs (Mu et al., 2023; Chevalier et al.,
2023; Ge et al., 2024). These methods offer the
advantage of using fewer token embeddings com-
pared to text-based compression but often require
modifications to the model architecture, making
it challenging to leverage the compressed vectors
across different models.

3 Problem Definition
Following Choi et al. (2023), we assume a scenario
where an application-specific prompt p is predeter-
mined. Our goal is to guide the model to behave
as if the prompt is given, even in its absence. Simi-
lar to the previous distillation approaches (Askell
et al., 2021; Snell et al., 2022; Choi et al., 2023; Li
et al., 2024), we define the teacher model T and
the student model S based on whether the prompt
p is provided to the same model θ.

The teacher model T is defined as a function
that takes the prompt p and the input xi at turn i,
generating the teacher’s output: yTi = T (xi, p) =
fT (xi, p; θ). The student model S is a function that
takes the input xi at turn i, generating the student’s
output: ySi = S(xi) = fS(xi; θ). We approximate
the student model’s behavior to match that of the
teacher model, conditioned on the prompt p over
multiple turns, as shown in Equation 1,

P (ySi |xi) ≈ P (yTi |xi, p). (1)
2https://www.anthropic.com/news/prompt-caching
3https://ai.google.dev/gemini-api/docs/caching
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Web Shopping Agent
Prompt AdaptorWeb Browsing Agent

Prompt Adaptor

You are an assistant that will act like a person,
I'will play the role of Ubuntu .... should first
think what you should do, ....  three actions: 
"bash", "answer", "finish"

...
you should print like this:
    Think: put your thought here.
    Act: bash
    ```bash
    # put your bash code here
    ```

...
If you think you ... take answer action...
    Think: put your thought here.
    Act: answer(...)

Below is one conversation example what you 
should do....

OS Agent Prompt

Large Language
Model

Why the Output should be changed as shown below?

### Input:
How many files are in the /usr/bin directory?

### AS-IS:
I'd be happy to help you with that! You first list all the
files using `ls` ... use the `wc` ... `ls -l /usr/bin | wc -l`.

### TO-BE:
Think: To count the files in /usr/bin, ...
Act: bash
```bash
ls -l /usr/bin | wc -l
```

Based on the Prompt, 

The reason for the change ... "TO-BE" takes into
account the example of the prompt, ... starts first
thinking ... and executes a bash command ... In
contrast, the "AS-IS" provides a generic explanation
of ... without considering the format.

... ... you should print like this:
    Think: put your thought here.
    Act: bash
    ```bash
    # put your bash code here
    ``` ... ...

How many files are in the /usr/bin?

Think: To count the files ...
I need to print all the files in it.

Act: bash
```bash
ls /usr/bin
```

The output of the OS:
[truncated because the output is
too long]

Think: The output has been
truncated ... I need to count
files by script directly.

Act: bash
```bash
ls -1 /usr/bin | wc -l
```

The output of the OS:
1245

Think: Now I get the answer,
it is 1245.

Act: answer(1245)

Prompt Generation Loss SFT Loss

OS Agent
Prompt Adaptor

Figure 1: Overview of Generative Prompt Internalization. SFT loss learns the teacher model’s behavior based on
the user input. Prompt Generation loss internalizes the prompt by generating both the content of the prompt and the
reason for why the model’s behavior should be modified. This process is guided by comparing the student model’s
output (“AS-IS”) with the teacher model’s output (“TO-BE”). SFT loss and Prompt Generation loss are combined
into a joint loss to train the prompt-specific adaptor.

4 Generative Prompt Internalization

In this section, we demonstrate our novel method,
Generative Prompt Internalization (GenPI), which
internalizes the given prompt by generating its own
contents. Basically, GenPI involves training the
student model to mimic the behavior of the teacher
model given the prompt p. We finetune the stu-
dent model on the multi-turn outputs generated
by the teacher model (yTi , i ∈ {0, 1, ..., N}), in-
spired by sequence-level knowledge distillation ap-
proaches (Kim and Rush, 2016; Touvron et al.,
2023b) which follow the hard label distribution
from the teacher model.

LSFT = −
N∑

i=0

logP (yTi |x<i, y
T
<i, xi) (2)

However, the model is still unable to learn the
content of the prompt directly; it only learns indi-
rectly through the teacher’s output. We introduce
an additional loss function, Prompt Generation loss
(PG), where the loss is calculated directly on the
prompt. This loss involves training the student
model to understand why its behavior should align
with the teacher’s behavior based on the prompt
content. As illustrated in Figure 1, for a given in-
put x, the model is trained to generate a prompt p
along with a reason r for why the output should

be changed. In this process, the student’s output
ySi is considered the initial state (“AS-IS”), while
the teacher’s output yTi represents the desired state
(“TO-BE”). This process is formalized in Equation
3:

LPG = − logP (p, r|yS0 , yT0 , x). (3)

We utilize a hyperparameter λ to combine the
losses into a joint loss function, resulting in the
final joint loss function:

L = (1− λ) LPG + λ LSFT (4)

Our goal is to enable lightweight training and
inference for each prompt, while also adapting to
changes in the prompt effectively. To achieve this,
we employ QLoRA (Dettmers et al., 2023) to learn
prompt-specific adaptors, allowing us to tailor our
approach to each individual prompt.

5 Components for Prompt Internalization

Following Choi et al. (2023), we assume a realis-
tic scenario where the predetermined prompt has
never been encountered before and is not included
in any training dataset for prompt internalization.
Consequently, we first generate the components as
a pseudo training dataset from the prompt p.
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Pseudo User Input. Similar to typical query gen-
erators (Lewis et al., 2021; Choi et al., 2023; Oh
et al., 2024), we simply utilize a large language
model to generate pseudo user input x by prompt-
ing to generate a probably questionable user input
from the given prompt p. In this paper, we gener-
ate only 1,000 pseudo user inputs. Implementation
details and examples are provided in Appendix A.1
and Appendix A.2.

Pseudo Conversational Outputs. In many task-
specific applications, such as agent applications,
the model interacts with the real environment
across multiple turns (Liu et al., 2023; Zeng et al.,
2023; Chen et al., 2024). This means that collecting
multi-turn conversation outputs requires interacting
with the actual environment at every turn, which is
a non-trivial problem. As our primary objective is
to gather the teacher model’s behavioral patterns,
rather than to optimize the task performance, we
introduce a simple method: Self Role-Playing Con-
versation. This method simply involves reversing
the role between agent and environment. As illus-
trated in Figure 2, we provide the model θ with
a role-reversed context to simulate the task envi-
ronment. By swapping the agent and environment
roles in the prompt, a single model θ can effectively
embody both environment and agent personas, en-
abling the collection of self-conversational outputs
y. We report the examples and additional quality
evaluation in Appendix A.3. Implementation de-
tails and examples are provided in Appendix A.1
and Appendix A.2.

Reason. To collect the supervision for the reason
r, we utilize a large language model by prompting
to generate from the prompt p, user input x, and
outputs yS , yT . As illustrated in Figure 1, the
reason explains why the student’s output (“AS-IS”)
should be changed to teacher’s output (“TO-BE”).
Implementation details and examples are provided
in Appendix A.1 and Appendix A.2.

6 Experiments Setup

6.1 Dataset

We evaluate our method on the three agent bench-
mark tasks: OS-Interaction (Liu et al., 2023), Web
Browsing (Deng et al., 2023), Web Shopping (Yao
et al., 2022). As mentioned in Section 5, we as-
sume our scenario where an application-specific
prompt p is predetermined before the model is de-
ployed. For that, we utilize the AgentBench (Liu

Agent output (turn 1)

Env output (turn 1)

Agent output (turn 2)

Env output (turn 2)

You have to act like a environment of context below.

ENV Persona

Pseudo
User InputAgent Persona

Think: To count the files in /etc, I need to print ... 
Act: bash ```bash ls /etc ```

The output of the OS: 
    cpi cron.hourly fuse.conf iproute2 lvm ......

N-shot examples in Prompt

Figure 2: Self Role-Playing conversation. Collecting
pseudo conversational output by switching the role in
the prompt.

et al., 2023) settings, which organize a prompt with
multi-turn evaluation samples for each task. Each
task’s prompt consists of general task description,
agent’s action space description, and shot-examples
for agent behavior. Detailed information for each
task’s prompt is described in Appendix B.

OS Interaction (Liu et al., 2023). This task in-
volves interacting with an Ubuntu Docker container
using bash commands and committing answers,
with a 474 token4 prompt and 144 evaluation sam-
ples. The agent’s performance is measured by the
Success Rate.

Web Browsing (Deng et al., 2023). This task
formulates element selection as a multi-choice QA
problem. We follow the AgentBench (Liu et al.,
2023) setting, where the agent operates within an
HTML action space (e.g., click, type, select op-
tions) using a 1,424 token prompt and 100 evalua-
tion samples. The agent is evaluated using a Suc-
cess Rate metric, which is based on two criteria:
the correctness of the selected element and whether
the predicted operation matches the ground truth
value for each step.

4All tokens are calculated by the LLaMA tokenizer (Dubey
et al., 2024).
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Web Shopping (Yao et al., 2022). In this task,
the agent navigates scraped amazon.com pages to
identify the correct product using click or search
actions. The task consists of a 1,285 token prompt
and 200 evaluation samples. The task is completed
when the agent clicks “buy now” or exceeds the
turn limit, and performance is evaluated using a re-
ward function that assesses the similarity between
the expected and actual product attributes as follow-
ing the Liu et al. (2023). Please refer to Appendix B
for more details on the metric.

6.2 Baselines

We explore various baselines to internalize the
prompt, ranging from distillation approaches (Snell
et al., 2022; Choi et al., 2023) to compression ap-
proaches (Pan et al., 2024; Ge et al., 2024).

Full Fine-tuning. Since previous typical prompt
internalization methods are based on much smaller
model (Choi et al., 2023) or are not publicly avail-
able (Snell et al., 2022), we adopt recent knowl-
edge distillation approaches (Lin et al., 2020; Gu
et al., 2024; Ko et al., 2024) for autoregressive
large language models in our prompt internaliza-
tion setup. (1) The basic distillation approach (Hin-
ton et al., 2015) employs the Kullback-Leibler Di-
vergence loss (KLD) between the logit distributions
of the student and teacher model. (2) Sequence-
level Knowledge Distillation (SeqKD) (Kim and
Rush, 2016) enforces the student model to generate
the teacher model’s outputs on a fixed dataset. (3)
As a strong baseline, we also employ a joint loss
(SeqKD+KLD), inspired by recent knowledge dis-
tillation works (Song et al., 2020; Gu et al., 2024),
which incorporates the language modeling loss dur-
ing distillation. This approach can be interpreted as
a hybrid distillation loss that combines the benefits
of both soft labels and hard labels from the teacher
model.

Prompt Prepending. One straightforward ap-
proach to consider is prepending the prompt during
finetuning. If the prompt is consistently prepended
during training, we expect the model to indirectly
contextualize the prompt. However, since the
model needs to predict without the prompt dur-
ing inference, there is a potential mismatch be-
tween the training and inference distributions. To
address this concern, we compare two baseline ap-
proaches: (1) always prepending the prompt during
training (100% probability), and (2) stochastically

prepending the prompt during training (50% prob-
ability). This baseline utilizes QLoRA (Dettmers
et al., 2023) with the same settings as our method.
This approach can be viewed as an extension of
the method that relies exclusively on SFT loss for
training.

Text-based Prompt Compression. LLMLingua-
2 (Pan et al., 2024) is a prompt-agnostic method for
generating compressed texts. LLMLingua-2 explic-
itly compresses tokens using a smaller model, such
as XLM-RoBERTa-large (Conneau et al., 2020).
By performing with the compressed prompt, this
baseline is expected to achieve efficient inference
while maintaining comparable performance.

Embedding-based Prompt Compression. We
utilize ICAE (Ge et al., 2024) to compress the
prompt into cached prompt embeddings. Follow-
ing Ge et al. (2024), we compress the prompt into
128 tokens and prepend compressed tokens to the
user input at each inference time. Since the offi-
cial checkpoint of ICAE exhibits significantly low
performance on AgentBench (Liu et al., 2023),
we finetune the baseline specifically for Agent-
Bench (Liu et al., 2023). Additional details regard-
ing this baseline are described in Appendix C.3.

Upper Bound. We utilize the teacher model as
an upper bound that inputs the full prompt, con-
sistent with previous studies (Snell et al., 2022;
Choi et al., 2023). In our preliminary experiments
(see Appendix C.2), we observe that the fine-tuned
model performed worse than the original model in
AgentBench (Liu et al., 2023). Consequently, we
consider the original model with the full prompt
as the teacher model following the setup of Liu
et al. (2023). Since ICAE (Ge et al., 2024) is based
on the Mistral-7B (Jiang et al., 2023a) model, we
establish a separate upper bound specifically for
ICAE (Ge et al., 2024) to ensure a fair compari-
son. For a detailed explanation of the upper bound,
please refer to the Appendix C.2.

6.3 Implementation Details

To internalize the agent-based prompt into the
language model, we utilize the LLaMA-3-8B-
Instruct (Dubey et al., 2024) as the target model.
Following our scenario in Section 5, we fine-tune
the model using the 1,000 pairs of pseudo dataset
as our train dataset, and this is applied equally to
all baselines. We utilize QLoRA (Dettmers et al.,
2023) with rank r = 16 only requires 0.5% of pa-
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OS Interaction Web Browsing Web Shopping
Methods w/o Prompt

SR Norm. SR Norm. Rewards Norm.

Upper Bound ✗ 17.36 100.00 17 100.00 54.16 100.00

TEXT-BASED COMPRESSION

LLMLingua-2 (x0.9) ✗ 4.16 23.96 9 52.94 50.78 93.76
LLMLingua-2 (x0.7) ✗ 3.47 19.99 1 5.88 43.69 80.67
LLMLingua-2 (x0.3) ✗ 0 0.00 0 0.00 0 0.00

EMBEDDING-BASED COMPRESSION

Upper Bound* ✗ 10.41 100.00 13 100.00 11 100.00
ICAE ✗ 4.16 39.96 0 0.00 1.14 10.36

FULL FINETUNE

KLD ✓ 0 0.00 0 0.00 0 0.00
SeqKD ✓ 3.47 19.99 15 88.24 38.79 71.62
SeqKD + KLD ✓ 4.86 28.00 15 88.24 40.26 74.34

PROMPT PREPENDING

100% probability ✓ 0 0.00 0 0.00 0 0
50% probability ✓ 13.19 75.98 12 70.59 31.09 57.40

OURS

only SFT loss ✓ 15.97 91.99 12 70.59 35.64 65.81
Generative Prompt Internalization ✓ 17.36 100.00 14 82.35 44.46 82.09

Table 1: Performance evaluation results for AgentBench (Liu et al., 2023) dataset. SR denotes the Success Rate, and
Norm. denotes the normalized score using Upper Bound following Choi et al. (2023). Since ICAE (Ge et al., 2024)
is based on Mistral 7B (Jiang et al., 2023a), we report the normalized score using Mistral-7B-instruct-v0.2 as the
upper bound score (Upper Bound*). The best results are in bold, while second-best ones are underlined.

rameters. Additional training details are described
in Appendix C.4.

7 Results

7.1 Performance
Compression baselines. LLMLingua-2 (Pan
et al., 2024) exhibits a significant performance drop
as the compression rate increases. Although the
semantics of the prompt can be inferred, the loss of
format crucial for agent tasks leads to substantial
performance drops. In the Web Shopping scenario,
LLMLingua-2 (Pan et al., 2024) achieves the best
performance at a compression rate of 90%. How-
ever, compression rates exceeding 30% led to a
failure in all tasks. In the case of ICAE (Ge et al.,
2024), despite fine-tuning, it struggles to handle
the agent application prompts. Many embedding-
based compression approaches (Mu et al., 2023;
Chevalier et al., 2023), including ICAE (Ge et al.,
2024), are primarily optimized for general texts
such as articles, and thus exhibit limitations in com-
pressing task-specific information, as required by
AgentBench (Liu et al., 2023).

Distillation/Finetune Baselines. When trained
with only the basic distillation loss (KLD), the

model fails in AgentBench (Liu et al., 2023),
suggesting that 1,000 training examples may not
be enough to train the entire model. While Se-
qKD helps promising results in the Web Browsing
task, its performance is still lacking in other tasks.
Among prompt prepending baselines, stochasti-
cally prepending prompts demonstrates some per-
formance gains but ultimately fails to overcome the
distribution mismatch at inference time, resulting
in poorer performance compared to our approach.

Generative Prompt Internalization. GenPI
achieves superior performance in the OS interac-
tion task, reaching 100% of the upper bound. It
also consistently demonstrates high performance
of over 82% across Web Browsing and Web Shop-
ping tasks, both of which have longer prompts that
exceed 1,000 tokens in length. The incorporation
of PG loss into SFT loss shows a notable perfor-
mance improvement of approximately 25% in web
shopping tasks. Furthermore, when compared to
Prompt Prepending which is based on SFT loss and
QLoRA (Dettmers et al., 2023) adaptor, our ap-
proach exhibits higher performance by leveraging
PG loss, rather than relying solely on prepending
prompts to the input.
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OS WB WS

Ours 17.36 14 44.46

PROMPT GENERATION LOSS ABLATION

w/o reason 14.58 14 38.41
w/o prompt 13.19 13 32.34

JOINT LOSS ABLATION

w/o LPG 15.97 12 35.64
w/o LSFT 0 0 0

Table 2: Results of Ablation Studies for Prompt Genera-
tion loss and joint loss. WB refers to the Web Browser
task, and WS refers to the Web Shopping task.

7.2 Analysis
To understand the factors behind the performance
improvement of GenPI, we perform three types of
ablation studies. First, we compare the impact of
PG loss and SFT loss on task performance. Sec-
ond, we investigate the influence of the reason and
prompt in PG loss by removing each component
during generation. Finally, instead of omitting com-
ponents, we explore the effect of reordering the
input and output elements in PG loss while keeping
the overall information level constant.

7.2.1 Impact of the Loss
As shown in Table 2, the removal of SFT loss
causes the model to suffer significantly in task per-
formance. This suggests that task performance is
fundamentally dependent on SFT loss. However,
incorporating PG loss consistently improves per-
formance across all tasks. Our findings indicate
that while SFT loss focuses on task behavior, PG
loss plays a complementary role in enhancing task
performance by concentrating on prompt internal-
ization.

7.2.2 Impact of the Reason/Prompt
In Table 2, the prompt p has a greater impact on per-
formance than the reason r across all tasks. This is
interpreted as being due to the fact that the prompt
is longer in length than the reason and generally
contains more information, thereby exerting a more
significant influence on the Prompt Generation loss.
This highlights our primary contribution, directly
generating the prompt itself, allowing the model
to internalize and utilize prompt information more
effectively.

7.2.3 Impact of Input/Output Ordering
Despite ensuring consistency in the overall amount
of information in Table 3, we observe a decline

Ordering OS WB WS

P (p, r|x, y) (Ours) 17.36 14 44.46
P (r|p, x, y) 14.58 14 36.26
P (p|x, y, r) 15.27 13 35.51

Table 3: Results of Input/Output Ordering Analysis.

in overall performance when certain components
are removed during the generation process simi-
lar to Table 2. Except for the OS task which has
relatively short prompt length than Web Browsing
or Web Shopping, P (r|p, x, y) consistently outper-
formes P (p|x, y, r). This result is attributed to the
fact that providing the model with a prompt, input,
and output, followed by generating a reason, aligns
more closely with the typical dialogue flow of an
LLM, compared to inferring the prompt from an
input, output, and reason. Since the prompt gen-
erally contains more information than the reason,
inferring a prompt based on the reason is likely to
be a more challenging task for the model.

Similarly, when comparing w/o reason in Ta-
ble 2 (equivalent to P (p|x, y)) and P (p|x, y, r),
we see that while incorporating the reason as in-
put slightly improved scores in the OS task, the
performance drops in the web browsing and web
shopping tasks. The prompt in the OS task is rel-
atively shorter, making it easier to infer prompts
based on the reason. However, as the length of the
prompt increases, it becomes more challenging for
the model, leading to a negative impact on train-
ing. When comparing with w/o prompt in Table 2
(equivalent to P (r|x, y)) and P (r|p, x, y), we ob-
serve that adding prompt information leads to an
improvement in all tasks.

8 Efficiency

To compare the efficiency between Generative
Prompt Internalization and other baselines that
require fixed prompts, we sample an example
with more than 5 turns from a Web Shopping
task containing over 1200 tokens.5 We then com-
pare the MACs (Multiply-Accumulate Operations),
FLOPs (Floating Point Operations), and latency to
LLaMA-3-8B-Instruct (Dubey et al., 2024) based
baselines. All metrics were measured by Deep-
Speed Profile6.

5Efficiency is measured on a single NVIDIA A6000 GPU
and AMD EPYC 7513 CPU, featuring 32 physical cores.

6https://www.deepspeed.ai/tutorials/flops-profiler/
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Figure 3: Comparison of computational overhead in LLaMA-based baselines as the conversation turn progresses.
All generations within a turn are reported with KV caching (Pope et al., 2023) applied. Best viewed in color.
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Figure 4: Comparison of computational overhead in LLaMA-based baselines applying KV caching (Pope et al.,
2023) across the multi-turn conversation. Even if the previous contents are cached, a long context still creates extra
overhead. Best viewed in color.

As shown in Figure 3, the overhead for baselines
that require prompts accumulates and increases
with each turn. While LLMLingua-2 (Pan et al.,
2024) exhibits slightly better performance due to
the reduced number of prompt tokens, it still in-
curs a larger overhead compared to ours. Further-
more, when considering compression overhead, the
LLMLingua-2 (Pan et al., 2024) which is based
on XLM-RoBERTa-large (Conneau et al., 2020),
shows relatively low MACs and FLOPs than infer-
ring with the prompt. However, it requires high
compression latency proportional to the prompt
length, resulting in extra latency in the first turn.

To simulate a more realistic scenario used
in the real-world chat application, we conduct
an additional experiment inspired by recent KV
caching (Pope et al., 2023) works across multi-turn
dialogues (Kwon et al., 2023; Zheng et al., 2023;
Gao et al., 2024). We assume that the previous
turn’s attention values are pre-cached to reduce the
latency. The prompt is also considered as a previ-
ous turn’s conversation and is pre-cached. In this
setting, the overhead between each turns is inde-
pendent, and we report the conversation-level total

overhead over 5 turns.
In Figure 4, the prompt caching time executed

before the first turn incurs higher computational
overhead due to the use of a larger model com-
pared to the compression model. From the second
turn onward, although caching previous conversa-
tion histories eliminates redundant computations,
the computational overhead still increases propor-
tionally to the length of the prompt. Even without
considering in caching time, GenPI demonstrates
a 39% improvement in MACs and FLOPs, along
with a 17% improvement in latency. Consequently,
despite caching, baselines inevitably require more
computational overhead compared to Generative
Prompt Internalization.

9 Discussion

In this section, we discuss the strengths and limita-
tions of two prompt internalization strategies: gen-
eralized prompt-agnostic compression and prompt-
specific internalization approach.

Prompt compression approaches, such as
LLMLingua-2 (Pan et al., 2024) and ICAE (Ge
et al., 2024), effectively compress short instruc-
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tions without requiring additional training for new
prompts (Mu et al., 2023; Chevalier et al., 2023;
Ge et al., 2024). However, as shown in Table 1,
these methods struggle with long, information-rich
application prompts, where key details are often
lost in the compression process.

Prompt internalization approach, such as GenPI,
overcome this limitation by explicitly internalizing
prompts through targeted training. While GenPI re-
quires training for each new prompt, this overhead
is minimal in practical applications where only a
limited set of prompts is needed. Once trained,
switching between adapters incurs negligible com-
putational cost, making the approach both flexible
and scalable. Each adapter requires only 1,000
data samples for training. Even when generating
the dataset with a 70B LLM, entire process can
be completed in under an hour using four A6000
GPUs with vLLM (Kwon et al., 2023), while train-
ing takes approximately three hours on a single
A6000 GPU.

10 Conclusion

In this paper, we propose a novel prompt internal-
ization method, Generative Prompt Internalization
(GenPI), which generates both the contents of the
prompt and the reasoning behind changes to the
model’s output while mimicking the behavior of the
teacher model. To address the challenging scenario
where only predetermined prompts are available
without additional training data, we introduce Self
Role-Playing Conversation, a method that gener-
ates a pseudo-conversational training dataset from
the given prompt. Our approach demonstrates
that even in scenarios with lengthy agent prompts,
GenPI maintains high performance without relying
on the prompt itself. Moreover, GenPI improves
efficiency by fully internalizing the prompt without
requiring any additional tokens.

Limitations

We assume the use of long and fixed prompts from
realistic application scenarios. However, collecting
official prompts from real-world applications (such
as ChatGPT) poses significant challenges, leading
us to rely on prompts from academic agent-based
applications. This introduces a limitation, as only a
representative prompt for each task are considered,
and our approach handles a relatively small set
of prompts. In future work, we plan to further
explore context internalization in various domains,

including long chat histories, in-context learning,
and retrieval-augmented generation (RAG), as well
as multimodal applications involving video and
image data.
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A Details of Components Generation

A.1 Implementation details
Pseudo User Input. We utilize LLaMA-3-70B-
Instruct (Dubey et al., 2024) as a psuedo user input
generator. Each samples are generated by nucleus
sampling with threshold 0.9 and temperature 1.0.
To ensure the quailty of pseudo user input, we ran-
domly select 5 demonstrations from the validation
samples of each task. System prompt and user
prompt for Pseudo Input generation are as below.
The document below a r e t h e code o f c o n d u c t f o r a
s p e c i f i c a g e n t p e r f o r m i n g t h e g i v e n problem .

### T h i s i s t h e g i v e n Document :
−−−−−−−−−−−
{ c o n t e x t }
−−−−−−−−−−−

Based on t h e g i v e n document , g e n e r a t e s e v e r a l
p rob lems f o r { taskname } t a s k .
G e n e r a t e o n ly prob lems wi th a numbered l i s t .
Th i s i s { num_gen_once } g e n e r a t e d Prob lems .

{N− s h o t d e m o n s t r a t i o n s }

Pseudo Conversational Outputs. We provide
an additional system prompt for the environment
persona model in the Self Role-Playing Conversa-
tion (Figure 2). In the N-shot examples within the
given prompt p, we swap the roles of the agent and
environment and collected the teacher’s conversa-
tional behavior patterns with a temperature of 0. In
this paper, we use LLaMA-3-8B-Instruct (Dubey
et al., 2024) as the target model θ.

Reason. As same as the pseudo input generator,
we utilize LLaMA-3-70B-Instruct (Dubey et al.,
2024) with nucleus sampling threshold 0.9 and tem-
perature 0.7. We prompt the model to generate a
reason of approximately 5 sentences to mitigate ex-
cessive hallucination. This is based on the statistics
from the CoT Collection (Kim et al., 2023), which
includes 1.84M rationales across 1,060 tasks, with
an average length of about 3 sentences. System
prompt and user prompt for reason generation are
as below.
You a r e a commenta tor compar ing t h e answer s o f two
models t o a q u e s t i o n . I w i l l g i v e you f o u r
components : c o n t e x t , i n p u t , bad o u t p u t , good
o u t p u t . Bad Outpu t i s a r e s p o n s e p r o v i d e d w i t h o u t
any c o n t e x t , on ly based on t h e i n p u t g i v e n . Good
Outpu t i s a r e s p o n s e p r o v i d e d wi th bo th c o n t e x t and
i n p u t . E x p l a i n t h e r e a s o n f o r t h e change i n
r e s p o n s e , r e f e r r i n g t o t h e c o n t e x t , i n a b o u t f i v e
s e n t e n c e s .

### C o n t e x t :
−−−−−−−−−−−
{ c o n t e x t }
−−−−−−−−−−−

### I n p u t :
{ i n p u t }

### Bad Outpu t :
{ s t u d e n t _ o u t p u t }

### Good Outpu t :
{ t e a c h e r _ o u t p u t }

### Reason :

A.2 Components Examples

Figure 8, 9, 10 present examples from the conver-
sational dataset, including a pseudo user input and
pseudo conversational outputs generated by Self
Role-Playing Conversation. In Figure 12, 13, 14,
the examples of reason describe the differences in
format and actions required from the prompt.

A.3 Quality of Self Role-Playing Conversation

As shown in Table 4, we perform quantitative evalu-
ations using statistics and three distinct error types.

How similar is it to the gold turn? The primary
objective of the pseudo-conversational outputs is to
emulate multi-turn dialogue capabilities based on
the content of the prompt. To this end, we consider
the shot examples provided in the prompt as gold
dialogue, and compare the similarity in the number
of turns. Across all three tasks, the generated multi-
turn dialogues successfully mimic the structure of
the gold turns. Even in the Web Browsing task,
which consists of N-shot single-turn examples, the
number of turns remains comparable to the gold
examples.

How many samples exhibit abnormally long con-
versations? We evaluate whether the conversa-
tion terminates due to reaching the maximum turn
limit. We set the maximum turn limit for each task
(10 turns for OS, 2 turns for Web Browsing, and
5 turns for Web Shopping), based on the shot ex-
amples and expected number of turns to find the
answer following Liu et al. (2023). Among the
1,000 generated dialogue, only fewer than 2% sam-
ples exceed the maximum limit. We truncate this
samples under the maximum limit.

How many samples are abnormally terminated?
During the Self Role-Playing Conversation, we in-
struct the environment persona model to generate
a special termination token when the agent gener-
ates the final output for the given user input. We
consider samples to be abnormally terminated if
there are no termination tokens. In Table 4, all
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samples successfully stop the conversation with
environment persona model’s termination token.

How many samples are missing the final action?
We evaluate whether the final action, which serves
as the scoring target, is correctly generated. In this
evaluation setup, we restrict the evaluated action
space that can be inferred solely from the prompt.
For instance, we evaluate whether OS tasks ended
with ’finish’ or ’answer’ actions, Web Browsing
tasks with ’click’, ’type’, ’select’, ’None’, and
Web Shopping tasks with ’search’ or ’click’ ac-
tions. Note that the specific values for click or
type actions are excluded on this quantitative eval-
uation. This information cannot be inferred from
the prompt, as it pertains to the agent’s capabil-
ity to respond based on the user input. In the OS
task, approximately 5% of the samples omit the
final action. As shown in Figure 11, while most
samples in this group contain the correct bash com-
mands, they lack the ’answer’ or ’finish’ keyword
required for proper termination. Similarly, for the
Web Browsing task, many samples in this group do
not adhere to the predefined action space, generat-
ing undefined actions (e.g. COMPARE, ENTER
USERNAME AND PASSWORD in Figure 11) in
response to user input.

OS WB WS

Gold Turns (in Prompt) 3 1 4
Avg. Turns 2.71 1.03 3.21

Max Turns Limit 1.8% 1.6% 1.7%
Abnormal Termination 0% 0% 0%
Abnormal Final Action 5.2% 3.9% 0%

Table 4: Overall Qualities and Statistics about Pseudo
Conversational Outputs. Note that WB denotes Web
Browsing task (Deng et al., 2023), and WS denotes Web
Shopping task (Yao et al., 2022).

B Details for Evaluation Dataset

We follow the prompt configurations defined in
AgentBench7 (Liu et al., 2023) for three agent-
based tasks: OS Interaction (Liu et al., 2023),
Web Browsing (Deng et al., 2023), and Web Shop-
ping (Yao et al., 2022). Each prompt comprises
a task description, a detailed explanation of the

7We select three tasks because several tasks in Agent-
Bench (Liu et al., 2023) either lack sufficiently long prompts
(DB task), exhibit significantly low performance on open-
source LLMs (Game-grounded tasks), or face reproducibility
issues due to Freebase server limitations (KG task).

agent’s expected actions, the formatting guidelines
that the agent should adhere to, and a set of N-
shot examples illustrating interactions between the
agent and the environment. As suggested by Liu
et al. (2023), all agent outputs are formatted us-
ing the Chain-of-Thought (CoT) style (Wei et al.,
2022), which has become the standard approach for
this type of evaluation in conjunction with action-
based responses (Yao et al., 2023). We utilize these
multi-turn prompts as the chat history context for
our agent interactions.

OS Interaction (Liu et al., 2023). The prompt
for the OS Interaction task includes a brief task
description and the formulation of an interaction
trajectory using a 1-shot example. An example of
this prompt is illustrated in Figure 5. Agents are
evaluated based on Success Rate (SR), determined
by comparing the final output against the expected
solution.

Web Browsing (Deng et al., 2023). The prompt
for the Web Browsing task contains 3-shot CoT-
style examples. An illustration of this prompt can
be found in Figure 6. In alignment with Liu et al.
(2023), we report Step Success Rate, which indi-
cates the independent accuracy of each action step
taken by the agent.

Web Shopping (Yao et al., 2022). The prompt
for the Web Shopping task consists of the task
description along with a 1-shot CoT-style exam-
ple. During each turn, the agent interacts with the
HTML text observation by exploring and making
decisions accordingly. An example of this configu-
ration is depicted in Figure 7. Consistent with Liu
et al. (2023), we evaluate the agent’s performance
using a reward metric, which quantifies the simi-
larity between the expected attributes of a product
and the attributes of the purchased item, mapping
this similarity to a value between 0 and 1.

Reward =
|Gat∩Yat|+|Gop∩Yop|+I[ypr≤gpr]

|Gat|+|Gop|+1 · rtype

rtype =





0, if TM = 0,
0.1, if TM < 0.1,
0.5, if TM > 0.2 and c = 1,
1, otherwise

G and Y denote the goal and the chosen product,
respectively, while at and op represent attributes
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and options. Note that rtype compares the product
category sequences (c = 1 if matched) listed on the
Amazon website. Additionally, TM represents a
text match comparison between titles, focusing on
the proun, noun, and propn tags. For further details
on these metrics, please refer to Yao et al. (2022).

C Details for Baselines

C.1 Criteria of selecting the Base Model

We assume a multi-turn conversational applica-
tion scenario, where an instruct-tuned model is de-
ployed with a fixed, predetermined prompt. Due to
this setup, we select LLaMA-3-8B-Instruct (Dubey
et al., 2024) model as the base model instead of
using LLaMA-3-8B.

C.2 Criteria of selecting Upper Bound

In case of Choi et al. (2023), they finetune a rela-
tively small model (approximately 200M parame-
ters) on gold training dataset, due to concerns that
the language model may not adequately perform on
unseen tasks, thereby limiting its effectiveness as
an upper-bound model. In contrast, we examine a
scenario where only a prompt is provided, without
a corresponding training dataset for prompt inter-
nalization. Moreover, we specifically focus on a
billion-scale language model applied to the Agent-
Bench (Liu et al., 2023), which lacks a dedicated
gold training dataset.

To establish a more robust upper bound under
these conditions, we conduct preliminary experi-
ments comparing the performance between a model
fine-tuned on a pseudo training dataset and the
original model. The model that demonstrates su-
perior performance is then selected as the upper
bound. As shown in Table 5, the original model
outperforms the fine-tuned model when prompts
are provided. This suggests that the limited size
of the pseudo training dataset (only 1,000 exam-
ples) may be insufficient to optimize the LLM for
agent-specific tasks, or that there exists a distri-
butional mismatch between the pseudo training
dataset and the actual gold test set. Since optimiz-
ing agent performance through fine-tuning is be-
yond the scope of this paper, we adopt the original
model, which demonstrated higher performance, as
the upper bound, following the approach of Snell
et al. (2022); Liu et al. (2023).

OS WB WS

original 17.36 17 54.16
fine-tuned 16.6 17 51.12

Table 5: Preliminary experiments to select the Upper
Bound model. All models are based on LLaMA-3-8B-
Instruct (Dubey et al., 2024) and are evaluated on their
performance when provided with the agent prompt.

C.3 Criteria of selecting Embedding-based
Compression Baseline

Recent embedding-based prompt compression ap-
proaches (Mu et al., 2023; Chevalier et al., 2023;
Ge et al., 2024) have been developed as a general
language models that first cache the given prompt
first and then infer user input using compressed
prompt embeddings. Gisting (Mu et al., 2023) and
AutoCompressor is based on LLaMA-7B (Touvron
et al., 2023a) and LLaMA-2-7B (Touvron et al.,
2023b), respectively. These models perform sig-
nificantly poorly on AgentBench (Liu et al., 2023)
with scores close to zero. Therefore, we select the
baseline ICAE (Ge et al., 2024), which is based on
Mistral-7B-Instruct (Jiang et al., 2023a).

C.4 Implementation Details
We utilize a single NVIDIA A6000 GPU to train
our method and baselines. For Generative Prompt
Internalization, we apply QLoRA (Dettmers et al.,
2023) with rank r = 16, 32 batch size, 1e-4 learn-
ing rate, 10 epochs. The joint loss hyperparameter
λ = 0.7 (as defined in Equation 4) is selected
through hyperparameter tuning over [0.3, 0.5, 0.7].
For full finetining baselines, we use 4 NVIDIA
A100 80G GPUs with 64 batch size, 1e-5 learning
rate, 10 epochs, following the setting from Gu et al.
(2024). Prompt Prepending, a variation of our ap-
proach, uses the same hyperparameters as GenPI.
For ICAE (Ge et al., 2024), we follow the original
settings with a LoRA rank of r = 512 and 128
compression tokens.

D Comparison with Chain-of-Thought

To discuss of the role of reason r in PG loss, we
compare the differences between chain-of-thought
(CoT) rationales (Wei et al., 2022) and reason r,
focusing on their mechanisms, and impact on infer-
ence.

Rationale vs. Behavioral Change. CoT (Wei
et al., 2022) generates explicit stepwise rationales
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to explain the final answer for solving a task-
intensive problem (e.g., an explicit reasoning pro-
cess for solving a math problem). In contrast, rea-
son r aims to compare the differences between the
outputs of the teacher and student models, and iden-
tify the key changes in the model’s behavior. That
is, while indirectly describing the prompt p, PG
loss is designed to induce behavioral changes in
the model rather than explicitly providing explana-
tions for the correct answer.

Inference Efficiency. Since GenPI does not gen-
erate rationales at inference time, it differs from
CoT (Wei et al., 2022) in inference efficiency. By
internalizing the prompt, PG loss ensures higher
efficiency (in Section 8) while maintaining the orig-
inal performance.
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<USER>:
You a r e an a s s i s t a n t t h a t w i l l a c t l i k e a person , I ' w i l l p l a y t h e r o l e o f l i n u x ( ubun tu ) o p e r a t i n g sys tem . Your g o a l i s t o
implement t h e o p e r a t i o n s r e q u i r e d by me or answer t o t h e q u e s t i o n p r o p o s e d by me . For each of your t u r n , you s h o u l d f i r s t
t h i n k what you s h o u l d do , and t h e n t a k e e x a c t one o f t h e t h r e e a c t i o n s : " bash " , " f i n i s h " o r " answer " .

1 . I f you t h i n k you s h o u l d e x e c u t e some bash code , t a k e bash a c t i o n , and you s h o u l d p r i n t l i k e t h i s :

Think : p u t your t h o u g h t h e r e .

Act : bash

```bash
# p u t your bash code h e r e
```

2 . I f you t h i n k you have f i n i s h e d t h e t a s k , t a k e f i n i s h a c t i o n , and you s h o u l d p r i n t l i k e t h i s :

Think : p u t your t h o u g h t h e r e .

Act : f i n i s h

3 . I f you t h i n k you have g o t t h e answer t o t h e q u e s t i o n , t a k e answer a c t i o n , and you s h o u l d p r i n t l i k e t h i s :

Think : p u t your t h o u g h t h e r e .

Act : answer ( Your answer t o t h e q u e s t i o n s h o u l d be p u t i n t h i s p a i r o f p a r e n t h e s e s )

I f t h e o u t p u t i s t o o long , I w i l l t r u n c a t e i t . The t r u n c a t e d o u t p u t i s n o t c o m p l e t e . You have t o d e a l w i th t h e t r u n c a t i n g
problem by y o u r s e l f . A t t e n t i o n , your bash code s h o u l d n o t c o n t a i n any i n p u t o p e r a t i o n . Once aga in , you s h o u l d t a k e on ly e x a c t
one o f t h e t h r e e a c t i o n s i n each t u r n .

Now, my problem i s :

t e l l me how many f i l e s a r e i n t h e d i r e c t o r y " / e t c "?

<AGENT>:
Think : To c o u n t t h e f i l e s i n / e t c , I need t o p r i n t a l l t h e f i l e s i n i t .

Act : bash

```bash
l s / e t c
```

<USER>:
The o u t p u t o f t h e OS :
c p i c ron . h o u r l y f u s e . con f i p r o u t e 2 lvm networkd − d i s p a t c h e r p r o t o c o l s s e l i n u x t m p f i l e s . d [ t r u n c a t e d b e c a u s e t h e o u t p u t i s t o o
long ]

<AGENT>:
Think : The o u t p u t has been t r u n c a t e d b e c a u s e i t i s t o o long , so I need t o c o u n t f i l e s by s c r i p t d i r e c t l y .

Act : bash

```bash
l s −1 / e t c | wc − l
```

<USER>:
The o u t p u t o f t h e OS :
220

<AGENT>:
Think : Now I g e t t h e answer , i t i s 2 2 0 .

Act : answer ( 2 2 0 )

<USER>:
Now, I w i l l s t a r t a new problem i n a new OS . My problem i s :
{ u s e r _ i n p u t }

Figure 5: Agent Prompt for OS Interaction. Following the task setup from AgentBench (Liu et al., 2023), we
describe all content, including the system prompt and demonstrations, as a multi-turn strategy using <USER> and
<AGENT>.
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<USER>:
' ' '

<html > <div > <div > <a t o c k home page / > < b u t t o n i d =0 book a r e s e r v a t i o n . t o g g l e open > <span > Book a r e s e r v a t i o n </ span >
</ b u t t o n > < b u t t o n book a r e s e r v a t i o n . t o g g l e open > </ b u t t o n > </ div > <div > < s e l e c t i d =1 type > < o p t i o n r e s e r v a t i o n s t r u e > Dine
i n </ o p t i o n > < o p t i o n pickup > Pickup </ o p t i o n > < o p t i o n d e l i v e r y > D e l i v e r y </ o p t i o n > < o p t i o n e v e n t s > E v e n t s </ o p t i o n > < o p t i o n
w i n e r i e s > W i n e r i e s </ o p t i o n > < o p t i o n a l l > E v e r y t h i n g </ o p t i o n > </ s e l e c t > < d i v i d =2> <p> C e l e b r a t i n g and s u p p o r t i n g l e a d i n g
women s h a k i n g up t h e i n d u s t r y . </p> <span > E x p l o r e now </ span > </ div > </ div > </ div > </ html >
' ' '

Based on t h e HTML webpage above , t r y t o c o m p l e t e t h e f o l l o w i n g t a s k :
Task : Check f o r p i c ku p r e s t a u r a n t a v a i l a b l e i n Boston , NY on March 18 , 5pm wi t h j u s t one g u e s t
P r e v i o u s a c t i o n s :
None
What s h o u l d be t h e n e x t a c t i o n ? P l e a s e s e l e c t from t h e f o l l o w i n g c h o i c e s ( I f t h e c o r r e c t a c t i o n i s n o t i n t h e page above ,
p l e a s e s e l e c t A. ' None o f t h e above ' ) :

A. None of t h e above
B . < b u t t o n i d =0 book a r e s e r v a t i o n . t o g g l e open > <span > Book a
C . < s e l e c t i d =1 type > < o p t i o n r e s e r v a t i o n s t r u e > Dine i n </ o p t i o n > < o p t i o n
D. < d i v i d =2> <p> C e l e b r a t i n g and s u p p o r t i n g l e a d i n g women s h a k i n g up

<AGENT>:
Thought : I need t o s e l e c t p i c kup r e s t a u r a n t f i r s t .
Answer : C .
Ac t i on : SELECT
Value : P ickup

<USER>:
' ' '

<html > <div > <main main > < s e c t i o n t a b p a n e l > <div > < u l t a b l i s t > < l i t a b h e a d i n g l e v e l 3 s e a r c h and > </ l i > < l i i d =0 t a b h e a d i n g
l e v e l 3 s e a r c h and > <span > H o t e l </ span > </ l i > < l i t a b h e a d i n g l e v e l 3 s e a r c h and > </ l i > < l i t a b h e a d i n g l e v e l 3 s e a r c h and >
</ l i > </ ul > < d i v t a b p a n e l > < d i v i d =1> <div > <span > Dates * </ span > < b u t t o n b u t t o n c l e a r d a t e s / > </ div > <div > < l a b e l >
T r a v e l e r s </ l a b e l > <div > <p> 1 Adul t </p> < b u t t o n b u t t o n > 1 Adul t </ b u t t o n > < d i v d i a l o g > < b u t t o n b u t t o n t r a v e l w i th a p e t .
t h i s > <span > T r a v e l w i th a p e t </ span > </ b u t t o n > <div > < b u t t o n b u t t o n c l e a r a l l f i e l d s > C l e a r a l l </ b u t t o n > < b u t t o n b u t t o n >
</ b u t t o n > </ div > </ div > </ div > </ div > </ div > </ div > </ div > </ s e c t i o n > </ main > < f o o t e r c o n t e n t i n f o > <div > <h3> S t ay Connec ted
</ h3> < u l i d =2> <a mobi l e t o o l s > </ a> <a open u n i t e d ' s t i k t o k f e e d in > </ a> <a open u n i t e d ' s f a c e b o o k page in > </ a> <a open
u n i t e d ' s t w i t t e r f e e d in > </ a> <a open u n i t e d ' s you tube page in > </ a> <a open u n i t e d ' s i n s t a g r a m f e e d in > </ a> <a open
u n i t e d ' s l i n k e d i n p r o f i l e in > </ a> </ ul > </ div > </ f o o t e r > </ div > </ html >
' ' '

Based on t h e HTML webpage above , t r y t o c o m p l e t e t h e f o l l o w i n g t a s k :
Task : Compare t h e f a r e t y p e s t o book a 1− a d u l t t i c k e t from S p r i n g f i e l s , IL t o Aus t in , TX f o r A p r i l 29 t h 2023
P r e v i o u s a c t i o n s :
[ combobox ] E n t e r your d e p a r t i n g c i t y , a i r p o r t name , o r a i r p o r . . . −> TYPE : SPRINGFIELD
[ b u t t o n ] S p r i n g f i e l d , IL , US ( SPI ) −> CLICK
[ combobox ] E n t e r your d e s t i n a t i o n c i t y , a i r p o r t name , o r a i r p . . . −> TYPE : AUSTIN
[ b u t t o n ] Aus t in , TX, US (AUS) −> CLICK
What s h o u l d be t h e n e x t a c t i o n ? P l e a s e s e l e c t from t h e f o l l o w i n g c h o i c e s ( I f t h e c o r r e c t a c t i o n i s n o t i n t h e page above ,
p l e a s e s e l e c t A. ' None o f t h e above ' ) :

A. None of t h e above
B . < l i i d =0 t a b h e a d i n g l e v e l 3 s e a r c h and > <span > H o t e l
C . < d i v i d =1> <div > <span > Dates * </ span > < b u t t o n b u t t o n c l e a r d a t e s
D. < u l i d =2> <a mobi l e t o o l s > </ a> <a open u n i t e d ' s t i k t o k

<AGENT>:
Thought : There a r e no e l e m e n t s t h a t a l l o w s e t t i n g t h e d a t e o r v i ewing t h e f a r e , so t h e r e i s no c o r r e c t a c t i o n .
Answer : A.

<USER>:
' ' '

<html > <div > <nav main menu> <ul > < l i > < d i v b u t t o n > Car S a l e s </ div > < d i v i d =0> <div > <div > <div > Buy A Car </ div > <div > P lan
Your P u r c h a s e </ div > </ div > <div > <h4> I t s Tax Refund Time . T r e a t Y o u r s e l f t o an Upgrade . </ h4> <p> With a v a r i e t y o f
o p t i o n s , i n v e s t your r e f u n d i n what you r e a l l y want − a q u a l i t y , used v e h i c l e from E n t e r p r i s e . </p> <a> View I n v e n t o r y </ a>
</ div > </ div > </ div > </ l i > < d i v i d =1> E n t e r p r i s e F l e e t Management </ div > </ ul > </ nav > < d i v r e g i o n > < b u t t o n i d =2 s e l e c t e d
p ick −up d a t e 03 /19 /2023 > <span > <span > 19 </ span > <div > <span > Mar </ span > <span > 2023 </ span > </ div > </ span > </ b u t t o n >
</ div > </ div > </ html >
' ' '

Based on t h e HTML webpage above , t r y t o c o m p l e t e t h e f o l l o w i n g t a s k :
Task : F ind a min i van a t Brooklyn C i t y from A p r i l 5 t h t o A p r i l 8 t h f o r a 22 y e a r o l d r e n t e r .
P r e v i o u s a c t i o n s :
[ s e a r c h b o x ] Pick −up & R e tu rn L o c a t i o n ( ZIP , C i t y o r A i r p o r t ) ( . . . −> TYPE : Brooklyn
[ o p t i o n ] Brooklyn , NY, US S e l e c t −> CLICK
What s h o u l d be t h e n e x t a c t i o n ? P l e a s e s e l e c t from t h e f o l l o w i n g c h o i c e s ( I f t h e c o r r e c t a c t i o n i s n o t i n t h e page above ,
p l e a s e s e l e c t A. ' None o f t h e above ' ) :

A. None of t h e above
B . < d i v i d =0> <div > <div > <div > Buy A Car </ div > <div >
C . < d i v i d =1> E n t e r p r i s e F l e e t Management </ div >
D. < b u t t o n i d =2 s e l e c t e d p ick −up d a t e 03 /19 /2023 > <span > <span > 19 </ span >

<AGENT>:
Thought : The s e a r c h has a l r e a d y been s e t t o Brooklyn . Next , I s h o u l d choose p ick −up d a t e .
Answer : D.
Ac t i on : CLICK

<USER>:
{ u s e r _ i n p u t }

Figure 6: Agent Prompt for Web Browsing. Following the task setup from AgentBench (Liu et al., 2023), Web
Browsing agent prompt consists of 3-shot demonstrations. We describe all content as a multi-turn strategy using
<USER> and <AGENT>.
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<USER>:
You a r e web s h o p p i n g .
I w i l l g i v e you i n s t r u c t i o n s a b o u t what t o do .
You have t o f o l l o w t h e i n s t r u c t i o n s .
Every round I w i l l g i v e you an o b s e r v a t i o n and a l i s t o f a v a i l a b l e a c t i o n s , you have t o r e s p o n d an a c t i o n based on t h e s t a t e
and i n s t r u c t i o n .
You can use s e a r c h a c t i o n i f s e a r c h i s a v a i l a b l e .
You can c l i c k one of t h e b u t t o n s i n c l i c k a b l e s .
An a c t i o n s h o u l d be o f t h e f o l l o w i n g s t r u c t u r e :
s e a r c h [ keywords ]
c l i c k [ v a l u e ]
I f t h e a c t i o n i s n o t v a l i d , pe r fo rm n o t h i n g .
Keywords i n s e a r c h a r e up t o you , b u t t h e v a l u e i n c l i c k must be a v a l u e i n t h e l i s t o f a v a i l a b l e a c t i o n s .
Remember t h a t your keywords i n s e a r c h s h o u l d be c a r e f u l l y d e s i g n e d .
Your r e s p o n s e s h o u l d use t h e f o l l o w i n g f o r m a t :

Thought :
I t h i n k . . .

Ac t i on :
c l i c k [ some th ing ]

<AGENT>:
Ok .

<USER>:
O b s e r v a t i o n :
" WebShop [ SEP ] I n s t r u c t i o n : [ SEP ] i need a long l a s t i n g 6 . 7 6 f l oz b o t t l e o f l ' eau d ' i s s e y , and p r i c e lower t h a n 100 .00
d o l l a r s [ SEP ] Se a rc h "

A v a i l a b l e A c t i o n s :
{" h a s _ s e a r c h _ b a r " : t r u e , " c l i c k a b l e s " : [ " . . . " ] }

<AGENT>:
Thought :
I t h i n k I s h o u l d use t h e s e a r c h b a r t o look f o r t h e p r o d u c t I need .

Ac t i on :
s e a r c h [ l ' eau d ' i s s e y 6 . 7 6 f l oz b o t t l e p r i c e < 1 0 0 . 0 0 ]

<USER>:
O b s e r v a t i o n :
" I n s t r u c t i o n : [ SEP ] i need a long l a s t i n g 6 . 7 6 f l oz b o t t l e o f l ' eau d ' i s s e y , and p r i c e lower t h a n 100 .00 d o l l a r s [ SEP ] Back
t o S ea rc h [ SEP ] Page 1 ( T o t a l r e s u l t s : 50) [ SEP ] Next > [ SEP ] B000VOHH8I [ SEP ] L ' eau D ' i s s e y By I s s e y Miyake f o r MenEau De
T o i l e t t e Spray , 6 . 7 F l Oz B o t t l e [ SEP ] $64 . 9 8 [ SEP ] B000MJZOPK [ SEP ] L ' eau d ' I s s e y by I s s e y Miyake f o r Women 3 . 3 oz Eau de
T o i l e t t e Spray [ SEP ] $49 . 9 8 [ SEP ] B0012S249E [ SEP ] L ' eau D ' i s s e y By I s s e y Miyake For Women . Shower Cream 6.7 − Ounces [ SEP ]
$31 . 3 6 [ SEP ] B01H8PGKZS [ SEP ] L ' eau D ' I s s e y FOR MEN by I s s e y Miyake − 6 . 7 oz EDT Spray [ SEP ] $67 . 9 7 [ SEP ] B00G3C8FHE [ SEP ]
L ' Eau d ' I s s e y pour Homme − Eau de T o i l e t t e 4 . 2 f l oz [ SEP ] $51 . 2 5 [ SEP ] B000R94HRG [ SEP ] I s s e y Miyake L ' Eau D ' I s s e y Pour
Homme Eau De T o i l e t t e N a t u r a l Spray [ SEP ] $44 . 9 9 [ SEP ] B000C214CO [ SEP ] I s s e y Miyake L ' eau D ' i s s e y Eau de T o i l e t t e Spray f o r
Men , 4 . 2 F l Oz [ SEP ] $53 . 9 9 [ SEP ] B0018SBRDC [ SEP ] I s s e y Miyake L ' eau d ' I s s e y f o r Women EDT, White , 0 . 8 4 F l Oz [ SEP ] $27 . 0 4
[ SEP ] B000XEAZ9Y [ SEP ] L ' eau De I s s e y By I s s e y Miyake For Men . Eau De T o i l e t t e Spray 6 . 7 F l Oz [ SEP ] $67 . 0 8 [ SEP ] B079HZR2RX
[ SEP ] L ' eau d ' I s s e y Pure by I s s e y Miyake f o r Women 3 . 0 oz N e c t a r de Parfum Spray [ SEP ] $71 . 4 9 "

A v a i l a b l e A c t i o n s :
{" h a s _ s e a r c h _ b a r " : f a l s e , " c l i c k a b l e s " : [ " . . . " , " . . . " , " . . . " , " . . . " , " . . . " , " . . . " , " . . . " , " . . . " , " . . . " , " . . . " , " . . . " , " . . . " ] }

<AGENT>:
Thought :
I t h i n k I s h o u l d c l i c k on t h e p r o d u c t I need , which i s B000VOHH8I .

Ac t i on :
c l i c k [ B000VOHH8I ]

<USER>:
O b s e r v a t i o n :
" I n s t r u c t i o n : [ SEP ] i need a long l a s t i n g 6 . 7 6 f l oz b o t t l e o f l ' eau d ' i s s e y , and p r i c e lower t h a n 100 .00 d o l l a r s [ SEP ] Back
t o S ea rc h [ SEP ] < Prev [ SEP ] s i z e [ SEP ] 2 . 5 f l oz [ SEP ] 6 . 7 6 f l oz ( pack of 1 ) [ SEP ] L ' eau D ' i s s e y By I s s e y Miyake f o r MenEau
De T o i l e t t e Spray , 6 . 7 F l Oz B o t t l e [ SEP ] P r i c e : $64 . 9 8 [ SEP ] R a t i n g : N.A. [ SEP ] D e s c r i p t i o n [ SEP ] F e a t u r e s [ SEP ] Reviews
[ SEP ] Buy Now"

A v a i l a b l e A c t i o n s :
{" h a s _ s e a r c h _ b a r " : f a l s e , " c l i c k a b l e s " : [ " . . . " , " . . . " , " . . . " , " . . . " , " . . . " , " . . . " , " . . . " , " . . . " ] }

<AGENT>:
Thought :
I t h i n k I s h o u l d c l i c k on t h e ' 6 . 7 6 f l oz ( pack of 1 ) ' o p t i o n t o s e l e c t t h e s i z e I need .

Ac t i on :
c l i c k [ 6 . 7 6 f l oz ( pack o f 1 ) ]

<USER>:
O b s e r v a t i o n :
" I n s t r u c t i o n : [ SEP ] i need a long l a s t i n g 6 . 7 6 f l oz b o t t l e o f l ' eau d ' i s s e y , and p r i c e lower t h a n 100 .00 d o l l a r s [ SEP ] Back
t o S ea rc h [ SEP ] < Prev [ SEP ] s i z e [ SEP ] 2 . 5 f l oz [ SEP ] 6 . 7 6 f l oz ( pack of 1 ) [ SEP ] L ' eau D ' i s s e y By I s s e y Miyake f o r MenEau
De T o i l e t t e Spray , 6 . 7 F l Oz B o t t l e [ SEP ] P r i c e : $64 . 9 8 [ SEP ] R a t i n g : N.A. [ SEP ] D e s c r i p t i o n [ SEP ] F e a t u r e s [ SEP ] Reviews
[ SEP ] Buy Now"

A v a i l a b l e A c t i o n s :
{" h a s _ s e a r c h _ b a r " : f a l s e , " c l i c k a b l e s " : [ " . . . " , " . . . " , " . . . " , " . . . " , " . . . " , " . . . " , " . . . " , " . . . " ] }

<AGENT>:
Thought :
I t h i n k I s h o u l d c l i c k on t h e ' Buy Now ' b u t t o n t o p u r c h a s e t h e p r o d u c t .

Ac t i on :
c l i c k [ Buy Now]

<USER>:
{ u s e r _ i n p u t }

Figure 7: Agent Prompt for Web Shopping. Following AgentBench (Liu et al., 2023), we describe all content,
including the system prompt and demonstrations, as a multi-turn strategy using <USER> and <AGENT>.
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<USER>:
How much f r e e d i s k s p a c e i s a v a i l a b l e on t h e r o o t p a r t i t i o n ?

<AGENT>:
Think : To g e t t h e f r e e d i s k s p a c e on t h e r o o t p a r t i t i o n , I need t o use t h e d f command .

Act : bash

```bash
df −h /
```

<USER>:
The o u t p u t o f t h e OS :
F i l e s y s t e m S i z e Used A v a i l Use% Mounted on
/ 29G 14G 14G 51% /

<AGENT>:
Think : The o u t p u t shows t h e a v a i l a b l e d i s k s p a c e on t h e r o o t p a r t i t i o n , which i s 14G.

Act : answer (14G)

<USER>:
How many f i l e s a r e i n t h e d i r e c t o r y " / home "?

<AGENT>:
Think : To c o u n t t h e f i l e s i n / home , I need t o p r i n t a l l t h e f i l e s i n i t .

Act : bash

```bash
l s / home
```

<USER>:
The o u t p u t o f t h e OS :
anaconda3 d e s k t o p documents music p i c t u r e s p u b l i c v i d e o s

<AGENT>:
Think : The o u t p u t i s n o t a c o u n t o f f i l e s , i t ' s a l i s t o f d i r e c t o r i e s . I need t o c o u n t t h e f i l e s i n each
d i r e c t o r y .

Act : bash

```bash
f i n d / home − t y p e f | wc − l
```

<USER>:
The o u t p u t o f t h e OS :
123

<AGENT>:
Think : Now I g e t t h e answer , i t i s 1 2 3 .

Act : answer ( 1 2 3 )

Figure 8: Examples of a pseudo conversational dataset for the OS interaction task. The conversation starts with
a generated pseudo user input. From the second user turn onward, the environment persona model responds by
simulating the Ubuntu Operating System.
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<USER>:
' ' '

<html > <div > < d i v i d =0> <h2> H o t e l Se a rc h </ h2> <form > < i n p u t i d =1 t y p e = t e x t p l a c e h o l d e r =" Ci ty , A i r p o r t , o r
H o t e l " / > < b u t t o n i d =2> S ea r ch </ b u t t o n > </ form > </ div > </ div > </ html >
' ' '

Based on t h e HTML webpage above , t r y t o c o m p l e t e t h e f o l l o w i n g t a s k :
Task : S e a r c h f o r h o t e l s i n New York C i t y
P r e v i o u s a c t i o n s :
[ l i n k ] H o t e l s −> CLICK
What s h o u l d be t h e n e x t a c t i o n ? P l e a s e s e l e c t from t h e f o l l o w i n g c h o i c e s ( I f t h e c o r r e c t a c t i o n i s n o t i n
t h e page above , p l e a s e s e l e c t A. ' None o f t h e above ' ) :

A. None of t h e above
B . < i n p u t i d =1 t y p e = t e x t p l a c e h o l d e r =" Ci ty , A i r p o r t , o r H o t e l " / >
C . < b u t t o n i d =2> S ea rc h </ b u t t o n >

<AGENT>:
Thought : The s e a r c h form i s a l r e a d y d i s p l a y e d , so t h e n e x t a c t i o n i s t o e n t e r t h e s e a r c h c r i t e r i a .
Answer : B .
Ac t i o n : TYPE
Value : New York C i t y

<USER>:
' ' '

<html > <div > < s e l e c t i d =0> < o p t i o n > 1 g u e s t </ o p t i o n > < o p t i o n > 2 g u e s t s </ o p t i o n > < o p t i o n > 3 g u e s t s
</ o p t i o n > </ s e l e c t > < b u t t o n i d =1> Se a rc h H o t e l s </ b u t t o n > </ div > </ html >
' ' '

Based on t h e HTML webpage above , t r y t o c o m p l e t e t h e f o l l o w i n g t a s k :
Task : S e a r c h f o r h o t e l s i n Las Vegas f o r 2 g u e s t s
P r e v i o u s a c t i o n s :
[ l i n k ] H o t e l s −> CLICK
What s h o u l d be t h e n e x t a c t i o n ? P l e a s e s e l e c t from t h e f o l l o w i n g c h o i c e s ( I f t h e c o r r e c t a c t i o n i s n o t i n
t h e page above , p l e a s e s e l e c t A. ' None o f t h e above ' ) :

A. None of t h e above
B . < s e l e c t i d =0>
C . < b u t t o n i d =1> S ea rc h H o t e l s </ b u t t o n >

<AGENT>:
Thought : I need t o s e l e c t t h e number o f g u e s t s .
Answer : B .
Ac t i o n : SELECT
Value : 2 g u e s t s

Figure 9: Examples of a pseudo dataset for the Web Browsing task. Following the prompt, pseudo user input is
generated as a multiple-choice problem based on the webpage. This example involves a hotel searching scenario,
where the agent selects an answer and predicts its actions along with the corresponding values.
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<USER>:
O b s e r v a t i o n :
WebShop [ SEP ] I n s t r u c t i o n : [ SEP ] i would l i k e a queen s i z e memory foam m a t t r e s s , and p r i c e lower t h a n
800 .00 d o l l a r s [ SEP ] S e a r ch

A v a i l a b l e A c t i o n s :
{ ' h a s _ s e a r c h _ b a r ' : True , ' c l i c k a b l e s ' : [ ' s e a r c h ' ] }

<AGENT>:
Thought :
I t h i n k I s h o u l d use t h e s e a r c h b a r t o look f o r t h e p r o d u c t I need .

Ac t i o n :
s e a r c h [ queen s i z e memory foam m a t t r e s s p r i c e < 8 0 0 . 0 0 ]

<USER>:
O b s e r v a t i o n :
" WebShop [ SEP ] I n s t r u c t i o n : [ SEP ] i would l i k e a queen s i z e memory foam m a t t r e s s , and p r i c e lower t h a n
800 .00 d o l l a r s [ SEP ] S e a r ch [ SEP ] Page 1 ( T o t a l r e s u l t s : 20) [ SEP ] Next > [ SEP ] B000VOHH8I [ SEP ] Lucid
8− In ch Memory Foam M a t t r e s s , Queen [ SEP ] $299 . 9 9 [ SEP ] B000MJZOPK [ SEP ] S l e e p I n n o v a t i o n s Marley 8− In ch
Memory Foam M a t t r e s s , Queen [ SEP ] $399 . 9 9 [ SEP ] B0012S249E [ SEP ] Zinus Green Tea 8− Inc h Memory Foam
M a t t r e s s , Queen [ SEP ] $249 . 9 9 [ SEP ] B01H8PGKZS [ SEP ] LinenSpa 8− Inch Memory Foam M a t t r e s s , Queen [ SEP ]
$299 . 9 9 "

A v a i l a b l e A c t i o n s :
{" h a s _ s e a r c h _ b a r " : t r u e , " c l i c k a b l e s " : [ " B000VOHH8I " , "B000MJZOPK " , " B0012S249E " , "B01H8PGKZS " ] }

<AGENT>:
Thought :
I t h i n k I s h o u l d c l i c k on t h e p r o d u c t w i th t h e l o w e s t p r i c e , which i s B0012S249E .

Ac t i o n :
c l i c k [ B0012S249E ]

<USER>:
O b s e r v a t i o n :
" WebShop [ SEP ] I n s t r u c t i o n : [ SEP ] i would l i k e a queen s i z e memory foam m a t t r e s s , and p r i c e lower t h a n
800 .00 d o l l a r s [ SEP ] P r o d u c t D e t a i l s [ SEP ] Z inus Green Tea 8− In ch Memory Foam M a t t r e s s , Queen [ SEP ] P r i c e :
$249 . 9 9 [ SEP ] R a t i n g : 4 . 5 / 5 [ SEP ] D e s c r i p t i o n [ SEP ] F e a t u r e s [ SEP ] Reviews [ SEP ] Buy Now"

A v a i l a b l e A c t i o n s :
{" h a s _ s e a r c h _ b a r " : f a l s e , " c l i c k a b l e s " : [ " D e s c r i p t i o n " , " F e a t u r e s " , " Reviews " , " Buy Now" ] }

<AGENT>:
Thought :
I t h i n k I s h o u l d c l i c k on t h e ' Buy Now ' b u t t o n t o p u r c h a s e t h e p r o d u c t .

Ac t i o n :
c l i c k [ Buy Now]

Figure 10: Example of Pseudo Conversational Dataset on Web Shopping task. Upon receiving a pseudo user input,
the environment persona model generates a webpage that includes clickable elements, simulating changes in the
webpage based on the agent’s click actions.
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<USER>:
D e l e t e t h e f i l e " o l d f i l e . t x t " from t h e / home / u s e r d i r e c t o r y .

<AGENT>:
Think : To d e l e t e t h e f i l e " o l d f i l e . t x t " from t h e / home / u s e r d i r e c t o r y , I need t o use t h e rm command .

Act : bash

```bash
rm / home / u s e r / o l d f i l e . t x t
```

<USER>:
The o u t p u t o f t h e OS :
rm : c a n n o t remove ' / home / u s e r / o l d f i l e . t x t ' : No such f i l e o r d i r e c t o r y

<AGENT>:
Think : The f i l e " o l d f i l e . t x t " does n o t e x i s t i n t h e / home / u s e r d i r e c t o r y , so I need t o c r e a t e i t f i r s t
b e f o r e d e l e t i n g i t .

Act : bash

```bash
t o u c h / home / u s e r / o l d f i l e . t x t
rm / home / u s e r / o l d f i l e . t x t
```

<USER>:
The o u t p u t o f t h e OS :
t o u c h : c a n n o t t o u c h ' / home / u s e r / o l d f i l e . t x t ' : P e r m i s s i o n d e n i e d
rm : c a n n o t remove ' / home / u s e r / o l d f i l e . t x t ' : P e r m i s s i o n d e n i e d

<AGENT>:
Think : The u s e r does n o t have p e r m i s s i o n t o c r e a t e o r d e l e t e f i l e s i n t h e / home / u s e r d i r e c t o r y . I need t o
use sudo t o e l e v a t e p r i v i l e g e s .

Act : bash

```bash
sudo t o u c h / home / u s e r / o l d f i l e . t x t
sudo rm / home / u s e r / o l d f i l e . t x t
```

<USER>:
' ' '

<html > <div > <h2> Recommended f o r You </ h2> <ul > < l i > <a i d =0> Apple Watch S e r i e s 7 </ a> </ l i > < l i > <a
i d =1> Samsung Galaxy Watch </ a> </ l i > < l i > <a i d =2> F o s s i l Gen 5 </ a> </ l i > </ ul > </ div > </ html >
' ' '

Based on t h e HTML webpage above , t r y t o c o m p l e t e t h e f o l l o w i n g t a s k :
Task : Compare p r i c e s o f Apple Watch S e r i e s 7 and Samsung Galaxy Watch .
P r e v i o u s a c t i o n s :
[ l i n k ] Watches −> CLICK
What s h o u l d be t h e n e x t a c t i o n ? P l e a s e s e l e c t from t h e f o l l o w i n g c h o i c e s ( I f t h e c o r r e c t a c t i o n i s n o t i n
t h e page above , p l e a s e s e l e c t A. ' None o f t h e above ' ) :

A. None of t h e above
B . <a i d =0> Apple Watch S e r i e s 7 </ a>
C . <a i d =1> Samsung Galaxy Watch </ a>

<AGENT>:
Thought : I want t o compare p r i c e s o f Apple Watch S e r i e s 7 and Samsung Galaxy Watch .
Answer : B . <a i d =0> Apple Watch S e r i e s 7 </ a> and C . <a i d =1> Samsung Galaxy Watch </ a>
Ac t i o n : COMPARE

<USER>:
' ' '

<html > <div > < d i v i d =0> <h2> C r e a t e an Account </ h2> <p> Get s t a r t e d wi th your f r e e t r i a l t o d a y ! </p>
</ div > < d i v i d =1> <h2> Log In </ h2> <p> Al ready have an a c c o u n t ? </p> </ div > </ div > </ html >
' ' '

Based on t h e HTML webpage above , t r y t o c o m p l e t e t h e f o l l o w i n g t a s k :
Task : Log i n t o an e x i s t i n g a c c o u n t .
P r e v i o u s a c t i o n s :
[ l i n k ] S ign In −> CLICK
What s h o u l d be t h e n e x t a c t i o n ? P l e a s e s e l e c t from t h e f o l l o w i n g c h o i c e s ( I f t h e c o r r e c t a c t i o n i s n o t i n
t h e page above , p l e a s e s e l e c t A. ' None o f t h e above ' ) :

A. None of t h e above
B . < d i v i d =0> <h2> C r e a t e an Account </ h2> <p> Get s t a r t e d wi th your f r e e t r i a l t o d a y ! </p> </ div >
C . < d i v i d =1> <h2> Log In </ h2> <p> Al ready have an a c c o u n t ? </p> </ div >

<AGENT>:
Thought : S i n c e t h e p r e v i o u s a c t i o n was c l i c k i n g t h e " Sign In " l i n k , t h e n e x t a c t i o n s h o u l d be t o l o g i n t o
t h e e x i s t i n g a c c o u n t .
Answer : C .
Ac t i o n : ENTER USERNAME AND PASSWORD

Figure 11: Examples of missing the final action in Pseudo Conversational Dataset.
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### I n p u t :
Show me t h e f i r s t 5 l i n e s o f t h e / e t c / p r o f i l e f i l e .

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

### Bad Outpu t :
I ' d be happy t o h e l p you wi th t h a t . However , I 'm a l a r g e l a n g u a g e model , I don ' t have d i r e c t a c c e s s t o your
sys tem or f i l e s . But I can p r o v i d e you wi th some g e n e r a l i n f o r m a t i o n a b o u t t h e / e t c / p r o f i l e f i l e .

The / e t c / p r o f i l e f i l e i s a system −wide c o n f i g u r a t i o n f i l e i n Linux and o t h e r Unix − l i k e o p e r a t i n g s y s t e m s .
I t i s e x e c u t e d by t h e s h e l l when a u s e r l o g s in , and i t s e t s v a r i o u s e n v i r o n m e n t v a r i a b l e s and s h e l l
s e t t i n g s .

I f you want t o s e e t h e f i r s t 5 l i n e s o f t h e / e t c / p r o f i l e f i l e on your system , you can use a command l i k e
t h i s :

`head −n 5 / e t c / p r o f i l e `

Th i s w i l l d i s p l a y t h e f i r s t 5 l i n e s o f t h e f i l e . However , p l e a s e n o t e t h a t t h e c o n t e n t s o f t h e / e t c / p r o f i l e
f i l e can v a ry depend ing on t h e Linux d i s t r i b u t i o n and v e r s i o n you a r e u s i n g .

I f you ' r e u s i n g a c loud − based s h e l l o r a v i r t u a l machine , you may n o t have a c c e s s t o t h e / e t c / p r o f i l e f i l e .
In t h a t case , you can t r y t o f i n d a s i m i l a r f i l e o r c o n f i g u r a t i o n f i l e t h a t s e t s e n v i r o n m e n t v a r i a b l e s and
s h e l l s e t t i n g s f o r your s p e c i f i c sys tem .

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

### Good Outpu t :
Think : To show t h e f i r s t 5 l i n e s o f t h e / e t c / p r o f i l e f i l e , I need t o use t h e head command .

Act : bash

```bash
head −n 5 / e t c / p r o f i l e
```

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

### Reason :
The r e a s o n f o r t h e d i f f e r e n c e i n r e s p o n s e i s t h a t t h e bad o u t p u t l a c k s c o n t e x t , s p e c i f i c a l l y t h e
u n d e r s t a n d i n g t h a t t h e model i s a c t i n g as an a s s i s t a n t w i t h i n a Linux ( Ubuntu ) o p e r a t i n g sys tem . Wi thou t
t h i s c o n t e x t , t h e bad o u t p u t p r o v i d e s a g e n e r i c and vague r e s p o n s e , e x p l a i n i n g t h e c o n c e p t o f t h e
/ e t c / p r o f i l e f i l e and s u g g e s t i n g a command t o view i t s c o n t e n t s , b u t n o t a c t u a l l y e x e c u t i n g t h e command . In
c o n t r a s t , t h e good o u t p u t t a k e s i n t o a c c o u n t t h e c o n t e x t o f t h e c o n v e r s a t i o n , r e c o g n i z i n g t h a t i t i s an
a s s i s t a n t w i t h i n t h e Linux system , and t h e r e f o r e can e x e c u t e t h e command d i r e c t l y . Th i s a l l o w s t h e good
o u t p u t t o p r o v i d e a more s p e c i f i c and r e l e v a n t r e s p o n s e , u s i n g t h e `head ` command t o d i s p l a y t h e f i r s t 5
l i n e s o f t h e / e t c / p r o f i l e f i l e .

Figure 12: Examples of reason in OS Interaction task. Refer to Agent Prompt in Figure 5
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### I n p u t :
' ' '

<html > <div > <h2 i d =0> Find Your Dream Home </ h2> <p> Get s t a r t e d by s e l e c t i n g a l o c a t i o n below </p> <ul >
< l i > <a i d =1> New York </ a> </ l i > < l i > <a i d =2> C a l i f o r n i a </ a> </ l i > < l i > <a i d =3> F l o r i d a </ a> </ l i >
</ ul > </ div > </ html >
' ' '

Based on t h e HTML webpage above , t r y t o c o m p l e t e t h e f o l l o w i n g t a s k :
Task : F ind homes f o r s a l e i n C a l i f o r n i a .
P r e v i o u s a c t i o n s :
[ l i n k ] Rea l E s t a t e −> CLICK
What s h o u l d be t h e n e x t a c t i o n ? P l e a s e s e l e c t from t h e f o l l o w i n g c h o i c e s ( I f t h e c o r r e c t a c t i o n i s n o t i n
t h e page above , p l e a s e s e l e c t A. ' None o f t h e above ' ) :

A. None of t h e above
B . <h2 i d =0> Find Your Dream Home </ h2>
C . <a i d =1> New York </ a>
D. <a i d =2> C a l i f o r n i a </ a>

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

### Bad Outpu t :
The c o r r e c t answer i s D. <a i d =2> C a l i f o r n i a </ a>

The t a s k i s t o f i n d homes f o r s a l e i n C a l i f o r n i a , and t h e o p t i o n t o s e l e c t C a l i f o r n i a i s p r o v i d e d i n t h e
HTML code as <a i d =2> C a l i f o r n i a </ a > .

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

### Good Outpu t :
Thought : The t a s k i s t o f i n d homes f o r s a l e i n C a l i f o r n i a , so I s h o u l d c l i c k on t h e C a l i f o r n i a l i n k .
Answer : D.
Ac t i o n : CLICK

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

### Reason :
The r e a s o n f o r t h e change i n r e s p o n s e from t h e bad o u t p u t t o t h e good o u t p u t i s t h a t t h e good o u t p u t t a k e s
i n t o a c c o u n t t h e c o n t e x t o f t h e t a s k and t h e p r e v i o u s a c t i o n s . The bad o u t p u t s imp l y s e l e c t s t h e o p t i o n
t h a t matches t h e t a s k d e s c r i p t i o n , w i t h o u t c o n s i d e r i n g t h e c o n t e x t . In t h i s case , t h e good o u t p u t c o r r e c t l y
i n f e r s t h a t t h e u s e r needs t o c l i c k on t h e C a l i f o r n i a l i n k t o f i n d homes f o r s a l e i n C a l i f o r n i a , a s
i n d i c a t e d by t h e p r e v i o u s a c t i o n o f c l i c k i n g on t h e " Rea l E s t a t e " l i n k . The good o u t p u t p r o v i d e s a more
t h o u g h t f u l and c o n t e x t −aware r e s p o n s e , whereas t h e bad o u t p u t i s more s u p e r f i c i a l and l a c k s u n d e r s t a n d i n g
of t h e t a s k ' s c o n t e x t .

Figure 13: Examples of reason in Web Browsing task. Refer to Agent Prompt in Figure 6.
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### I n p u t :
O b s e r v a t i o n :
WebShop [ SEP ] I n s t r u c t i o n : [ SEP ] i 'm l o o k i n g f o r a 40 i n c h 4k s m a r t t v wi th b u i l t − i n wi− f i , and p r i c e lower
t h a n 500 .00 d o l l a r s [ SEP ] S ea r ch

A v a i l a b l e A c t i o n s :
{ ' h a s _ s e a r c h _ b a r ' : True , ' c l i c k a b l e s ' : [ ' s e a r c h ' ] }

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

### Bad Outpu t :
I ' d be happy t o h e l p you wi th t h a t !

I ' ve s e a r c h e d f o r 40− i n c h 4K s m a r t TVs wi th b u i l t − i n Wi− Fi and a p r i c e lower t h a n $500 . Here a r e some
o p t i o n s :

1 . TCL 40 S325 40" 4K UHD Smart TV − $349 . 9 9
* Th i s TV has a 40− i n c h 4K UHD d i s p l a y , b u i l t − i n Wi−Fi , and Roku TV b u i l t − i n f o r s e a m l e s s s t r e a m i n g .

2 . VIZIO D40−D1 40" 4K UHD Smart TV − $399 . 9 9
* Th i s TV f e a t u r e s a 40− i n c h 4K UHD d i s p l a y , b u i l t − i n Wi−Fi , and VIZIO ' s Smar tCas t p l a t f o r m f o r

e a s y s t r e a m i n g .
3 . H i s e n s e H40B7 40" 4K UHD Smart TV − $449 . 9 9

* Th i s TV has a 40− i n c h 4K UHD d i s p l a y , b u i l t − i n Wi−Fi , and Hisense ' s Vidaa s m a r t TV p l a t f o r m f o r
s t r e a m i n g and more .

A l l o f t h e s e o p t i o n s a r e unde r $500 and meet your r e q u i r e m e n t s . Would you l i k e me t o p r o v i d e more
i n f o r m a t i o n a b o u t any of t h e s e o p t i o n s o r would you l i k e t o e x p l o r e o t h e r o p t i o n s ?

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

### Good Outpu t :
Thought :
I t h i n k I s h o u l d use t h e s e a r c h b a r t o look f o r t h e p r o d u c t I need .

Ac t i o n :
s e a r c h [40 i n c h 4k s m a r t t v wi− f i < 5 0 0 . 0 0 ]

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

### Reason :
The main r e a s o n f o r t h e d i f f e r e n c e i n r e s p o n s e i s t h a t t h e bad o u t p u t does n o t t a k e i n t o a c c o u n t t h e
c o n t e x t o f t h e web s h o p p in g s c e n a r i o , whereas t h e good o u t p u t does . The bad o u t p u t a p p e a r s t o be a g e n e r a l
r e s p o n s e t o t h e i n p u t , p r o v i d i n g a l i s t o f o p t i o n s t h a t meet t h e s p e c i f i e d c r i t e r i a , b u t i t doesn ' t
acknowledge t h e f a c t t h a t t h e u s e r i s c u r r e n t l y on a web s h o p p i n g p l a t f o r m and needs t o i n t e r a c t w i th i t .

I n c o n t r a s t , t h e good o u t p u t r e c o g n i z e s t h e c o n t e x t and r e s p o n d s a c c o r d i n g l y . I t t h i n k s a b o u t u s i n g t h e
s e a r c h b a r t o look f o r t h e p r o d u c t , which i s a r e l e v a n t a c t i o n i n t h e web s h o p p i n g s c e n a r i o . The a c t i o n
" s e a r c h [40 i n c h 4k s m a r t t v wi− f i < 5 0 0 . 0 0 ] " i s a s p e c i f i c and c o n t e x t − a p p r o p r i a t e r e s p o n s e t h a t t a k e s i n t o
a c c o u n t t h e a v a i l a b l e a c t i o n s p rov ided , which i n c l u d e s t h e s e a r c h b a r .

Figure 14: Examples of reason in Web Shopping task. Refer to Agent Prompt in Figure 7.
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