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Abstract
Neural retrieval models have emerged as an ef-
fective tool for information retrieval, but their
performance suffers when there is a domain
shift between training and test data distribu-
tions. Recent work aims to construct pseudo-
training data for the target domain by generat-
ing domain-adapted pseudo-queries using large
language models (LLMs). However, we identi-
fies that LLMs exhibit a “seen term bias” where
the generated pseudo-queries fail to include rel-
evant “unseen” terms as expected for domain
adaptation purposes. To address this limitation,
we propose to improve the term recall of un-
seen query terms, by using term-level Retrieval-
Augmented Generation (tRAG). Specifically,
unlike existing document-level RAG, we pro-
pose to generate domain-specific keywords
from all documents in the corpus, including
those unseen in any individual document. To
filter hallucination, generated keywords are re-
trieved and reranked, leveraging relevance feed-
back from both retrievers and LLMs. Exper-
iments on the BEIR benchmark show tRAG
significantly improves recall for unseen terms
by 10.6% and outperforms LLM and retrieval-
augmented generation baselines on overall re-
trieval performance.

1 Introduction

In information retrieval (IR), fine-tuning neural re-
trieval models (Karpukhin et al., 2020) has been
effective, where an encoder learns to project each
document d to a dense vector close to that of a
relevant query q. For domains without (q, d) pairs
available for fine-tuning, pseudo-query generation
(PQG), such as GPL (Wang et al., 2022), has been
proposed, where a pseudo-query q̃ for d is gen-
erated using large language models (LLMs), as
demonstrated in Figure 1(a). Based on the as-
sumption that d shares similar terms with q, PQG
has shown strong performance improvements, as q̃
from d also becomes similar to q.
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Figure 1: Visualization of how terms that appear in gold
queries are added to pseudo-queries. Some terms come
from the input document (a) or documents retrieved
from the target corpus (b). To add terms in gold queries
that do not appear in either types of documents, our
method generates and ranks keywords by term-level
retrieval (c).

However, as we show in §3.1, existing PQG
models struggle to generate terms that are not in
d—i.e., out-of-document terms—despite their fre-
quent appearance in real queries. For instance,
in the NFCorpus dataset of the BEIR benchmark,
nearly 90% of generated pseudo query terms are
in-document. We refer to this issue as seen term
bias.

To address this issue, we present term-level
Retrieval-Augmented Generation (tRAG). Un-

like existing RAG (Lewis et al., 2020), which re-
trieves only raw documents from the corpus (see
Figure 1(b)), for adding missing query terms in the
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prompt, or document-level RAG, our approach can
generate out-of-corpus terms. Existing RAG due
to a limited context window size, suffers from low
recall for q terms during generation. Even when
the window size is sufficient, the problem persists,
widely known as the lost-in-the-middle (Liu et al.,
2024) bias. tRAG is distinguished from RAG as
follows:

First, tRAG uses generated term as retrieval
unit, rather than the documents themselves, as
retrieval units for a closer alignment with query
terms. The inspiration comes from the idea to
condense each document into centroid keywords,
a technique shown to be effective by Wang et al.
(2021b) and Tang et al. (2021) for approximating
query terms. This approach provides more relevant
terms to LLM, significantly improving recall on q
terms.

Second, tRAG introduces collective verifica-
tion for a robust generation of out-of-corpus terms.
While many q terms do not appear in the cor-
pus (e.g., 20% in SciDocs), generating out-of-
corpus terms that are relevant to the given query
is challenging. To address this, standard verifica-
tion (Weng et al., 2023) assesses the relevance of
generated terms to the input d. However, an indi-
vidual d may lack recall on q terms, resulting in
false negatives. To leverage keywords from other
documents, we extend it to collectively verify key-
words across the entire corpus by reformulating the
verification as a ranking task. Finally, the verified,
high-recall keywords will be integrated into the
LLM prompt, enhancing q̃ to better encompass q
terms.

To address the seen term bias, we evaluate mod-
els on BEIR benchmark. Results show that tRAG
improves term recall of out-of-document and out-
of-corpus by +10.6%pt, significantly outperform-
ing GPL and RAG approaches by +1.8%pt and
+1.3%pt in retrieval performance (nDCG@10), re-
spectively.

Our contributions are twofold:

1. We unveil the failure of LLMs to generate
unseen query terms within a given document,
as evidenced by the seen term bias, despite
their prevalence in real-world scenarios.

2. We propose tRAG, which augments out-of-
document and out-of-corpus query terms with
high recall by providing a condensed domain-
specific keyword.

2 Related Work

Sharing the goal of predicting gold query terms, we
compare two baseline approaches, standard LLM-
based query generation (§2.1) and RAG (§2.2), dif-
fering in vocabulary referred to for the query term
prediction. In addition to LLMs’ internal knowl-
edge, the former relies on in-document vocabulary
and the latter additionally employs in-corpus vo-
cabulary by retrieving related documents from the
corpus. Our method is distinguished in that we
further include out-of-corpus terms (§2.3).

2.1 Query Generation from Document

This category aims at utilizing terms from the
given document, in conjunction with LLM’s in-
ternal knowledge, to construct pseudo-queries rel-
evant to the document. This approach has been
exemplified by methods such as doc2query and
document expansion (Gao et al., 2023; Lei et al.,
2024), which automatically generate queries that
documents are likely to answer. GPL (Wang et al.,
2022) enhances this alignment by evaluating rel-
evance score of each pair using a cross-encoder,
thereby facilitating a more accurate document re-
trieval process.

Leveraging LLM’s massive internal knowledge,
this has been expected to successfully generate gold
query terms, irrespective of their presence in the
given document. However, we found that the gen-
erated queries are significantly biased toward the
seen terms in the input document, failing to gener-
ate unseen yet relevant query terms, as highlighted
by the seen term bias discussed in the introduction.

2.2 Query Expansion from RAG

To broaden the scope of a query beyond the terms
found in a specific document, d, methods like
CSQE (Lei et al., 2024) use RAG to incorporate
terms from related documents in the LLM context
as if they are seen. These methods extract keywords
that are absent from the initial query but present
in the top retrieved documents, thus enriching the
query with new terms not originally considered.

Central to RAG is to augment missing query
terms with high recall. However, in practice, the
scope of these new terms remains limited to just a
handful of documents or, at best, to terms appearing
in the corpus.
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2.3 Our Distinction: Term-level Retrieval,
Generate-then-Rank

The critical challenge is the inability of existing
methods to effectively capture and incorporate un-
seen terms, which are crucial for accurately re-
sponding to domain-specific queries. These unseen
terms are present, neither in the given document
nor in the corpus, yet they frequently appear in
real-world queries. Our work is distinguished to re-
trieve at term-level for better domain recall, based
on which generate and rank unseen terms from the
entire corpus.

3 Proposed Method: tRAG

The pseudo-query generation task aims to generate
a relevant query q for each d in the target corpus,
to construct a pseudo-training dataset for the target
domain via the relevant q-d pairs. A key limitation
of existing LLM-based approaches is the seen term
bias, where the generated q is biased to the seen
terms in d, and unseen gold query terms are often
excluded in q. To overcome this limitation, we re-
fine the initially generated q by augmenting unseen
key terms via RAG.

In the subsequent sections, we first discuss the
seen term bias of PQG models (§3.1) and the stan-
dard RAG approach and its limitations, as our
baseline, which employs raw documents as the re-
trieval unit (§3.2). Then, we present our solution,
term-level RAG, proposing keywords as a better
alternative for the retrieval unit (§3.3). Finally,
we describe our generation-then-ranking approach,
which enhances the method’s robustness to unseen
terms (§3.4).

3.1 Motivation: Seen Term Bias of PQG
Our study on BEIR benchmark reveals a signif-
icant challenge where many query terms do not
appear in the corresponding documents. This sec-
tion provides an in-depth analysis of our findings
for current PQG-based approaches.

Analysis: Challenging set in BEIR Datasets
Our evaluation of BEIR benchmark indicates that a
substantial proportion of query terms do not ap-
pear in their corresponding documents. As de-
picted in Figure 2, the ratio of terms is catego-
rized into three groups: out-of-corpus terms, out-
of-document terms, and seen terms. On average,
approximately 60% of query terms do not appear in
the corresponding document, and about 6% are en-
tirely absent from the overall corpus. To rigorously
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Figure 2: Ratio of query terms categorized by out-of-
corpus, out-of-document, and seen terms across the
BEIR benchmark.

test our models, we selected the datasets with the
highest ratios of out-of-corpus terms (NFCorpus,
SciFact, SciDocs, FiQA) to form a challenging sub-
set, named BEIROOC. Additionally, we chose two
datasets with low out-of-corpus ratios (Robust04,
Trec-Covid) for comparison purposes.
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Figure 3: Ratio of generated query terms categorized by
out-of-corpus, out-of-document, and seen terms in the
challenging subset.

Task-dedicated PQG Our analysis of the chal-
lenging subset reveals a significant limitation in
current PQG-based approaches like GPL. These
models are pretrained to generate terms they have
encountered during training, leading to a strong
bias towards seen terms. This bias is clearly shown
in Figure 3, which displays the distribution of terms
in the challenging subset. About 90% of the terms
generated by these models come from the corre-
sponding document, highlighting the inherent seen
term bias in PQG models. As a result, the recall
for unseen terms is low, reducing the effectiveness
of these models in handling queries with terms not
present in the training data or document corpus.

Seen Term Bias in LLM-based PQG Our explo-
ration extends to evaluating seen term bias of large
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Figure 4: Ratio of LLM-generated query terms cate-
gorized by out-of-corpus, out-of-document, and seen
terms in the challenging subset.

language models, such as GPT-31, on the same
challenging subset. Despite the advanced architec-
ture and extensive parameterization of LLMs, our
findings indicate that seen term bias persists. As
shown in Figure 4, a significant proportion of the
terms generated by GPT-3 are seen. Despite the
model’s large parameter size, about 80% to 90%
of the generated terms are found within the corre-
sponding documents. Moreover, for the NFCorpus
and SciDocs datasets, this proportion is even higher
than that observed in smaller models. This result
illustrates that even models with large capacities
struggle with capturing unseen terms effectively.

3.2 Baseline: Document-level RAG
In the document-level RAG, the retrieval target is
documents that are relevant to a given query. In
query generation, RAG can be employed to enlarge
the coverage of the LLM context by generating a
summarized view of relevant documents. Specifi-
cally, given a query q and a target corpus D, stan-
dard document-level RAG retrieves the top-n most
relevant documents Dq:

Dq = {d1, d2, · · · , dn} ⊂ D, (1)

where di indicates the i-th relevant document for
the given query q.

Following CSQE (Lei et al., 2024), we utilize
the CSQE prompt to instruct the LLM to sum-
marize the set of retrieved documents Dq condi-
tioned by the query q, by leveraging the strong
relevance-assessing capability of LLM through one-
shot prompting. The summary of Dq, denoted by
sDq , aims to capture the key information from the

1We follow the setting of InPars (Bonifacio et al., 2022)
for the query generation.

retrieved documents that is relevant to answering
the query. More importantly, sDq can potentially
augment the query with missing relevant terms.

However, due to the two key challenges, using
raw documents for retrieval is limited in augment-
ing unseen query terms, which contradicts the ob-
jective of RAG: (1) The limited window size of
LLMs allows only a few documents to be consid-
ered (e.g., n = 3 in our experiments), resulting in
low recall for gold query terms. (2) Making matters
worse, it is impossible to augment query terms if
they do not appear in any of the documents. In the
subsequent sections, we present our solutions to
address both challenges.

3.3 Term-level Retrieval

Our first contribution is enhancing term recall by
addressing the first challenge. In contrast to doc-
ument retrieval, we condense the corpus of raw
documents into a set of keyword terms, inspired
by the effectiveness of using centroid semantics
of documents in improving document representa-
tion (Wang et al., 2021b) and query representa-
tion (Tang et al., 2021) for retrieval.

Formally, we generate keywords from each doc-
ument, merge them to build a keyword set KD, and
aim to retrieve relevant keywords instead of raw
documents. That is, we replace Dq by Kq:

Kq = {k1, k2, · · · , km} ⊂ KD (2)

where ki denotes i-th relevant keyword for the
given query q. The maximum value of m, which
indicates the number of retrieved keywords, is
much larger than n since the length of a keyword
is significantly shorter than that of a document
(|ki| ≪ |dj |). Therefore, Kq can include more
relevant terms for RAG, producing high recall for
query terms.

3.4 Generate-then-Rank

Our goal for addressing the second challenge is
to realize the potential of Kq by predicting query
terms via keywords, including ones that do not ap-
pear in the corpus. To achieve this, we propose a
two-step process: generation and ranking, target-
ing two sub-goals of generating unseen keywords
in d and filtering relevant ones to d, respectively,
elaborated below.

Keyword Generation Tackling the seen term
bias of q towards terms in d, our contribution is
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to generate unseen terms for enhanced overall re-
call on gold query terms of d.

To this end, we provide LLM2 with few-shot
demonstrations that can encourage the LLM to gen-
erate unseen keywords. Specifically, each demon-
stration consists of a randomly selected document
and keywords. These keywords are chosen from
MS-MARCO test query terms that do not appear
in the selected document. The detailed prompt is
shown in Appendix A.2. Guided by the few-shot
demonstrations, LLM generates a list of keywords
Kd for each document d in the corpus D.

Though Kd offers missing query terms in d, it
may include terms that are non-relevant to d or even
to the target domain. This is because LLM often
hallucinates, especially when asked to generalize
beyond the knowledge given in the prompt. To
tackle the hallucination, we proceed to verify Kd,
as discussed below.

Keyword Ranking Given the generated Kd from
d, the standard self-verification approach (Weng
et al., 2023) can be implemented by inversely ver-
ifying the relevance of Kd to d. While preserv-
ing relevance, the verified keywords of d are con-
strained by a few keywords in Kd. Extending the
standard verification, our distinction is collective
verification, where we collectively verify all key-
words across the entire corpus, beyond Kd, to lever-
age useful keywords generated from other docu-
ments.

Specifically, we first merge all keywords in the
corpus, producing a corpus-level keyword set KD:

KD =
⋃

d∈D
Kd. (3)

We exclude any duplicate keywords from KD. By
using keywords obtained from related documents
in the corpus, KD significantly improves recall on
gold query terms of d, compared to Kd.

For each document d, we then collectively verify
all keywords in KD, instead of Kd, regarding their
relevance to d. To expedite verification, we first
retrieve the top-100 relevant keywords from KD

using q as a query and an existing dense retriever3.
Then, we leverage the LLM to verify them, by
prompting it to filter keywords that are relevant to d
and q. We utilize the same LLM for generation and

2We use GPT-3.5-Turbo in our experiment as it is the most
powerful LLM available within our budget.

3We used sentence-transformers/msmarco-distilbert-base-
v2 for the keyword retrieval.

ranking because using the most powerful model
in both cases shows the best performance in our
experiment. The detailed prompt is presented in
Appendix A.3. As a result, the retained keywords,
denoted by Kq, improve both relevance to d and
recall on unseen query terms.

Query Refinement For refinement, we instruct
the LLM to refine the query q by referring to all
the given and the augmented vocabularies. These
include d, sDq , and Kq, as in-document, in-corpus,
and out-of-corpus vocabulary, respectively. The
detailed prompt is shown in Appendix A.4.

When designing the prompt, while placing the
summary in a separate field from q, the keywords
are concatenated with q as if the keywords are part
of the query itself. Empirically, we have found
that this encourages the LLM to inject more key-
words into the refined query. On the other hand, the
LLM often disregards some of the keywords when
they are provided separately, irrespective of their
relevance. Through the prompt, as an output, we
obtain a refined version of the query q, denoted as
q̃. Note that tRAG, as a refinement technique, can
be integrated with any generation method targeting
the initial query q. Examples of refined queries are
shown in Appendix A.

For training the retriever, we follow the same
procedure as in GPL, but we use q̃ instead of q
as it is a better alternative. Specifically, we re-
place all pseudo queries from GPL with our refined
ones. Note that our method only refines the train-
ing queries, so inference remains unchanged and
incurs no additional cost.

4 Experimental Setup

4.1 Datasets and Evaluation Metrics

As discussed in §3.1, we evaluate our method us-
ing four datasets from BEIR benchmark (Thakur
et al., 2021) called BEIROOC: NFCorpus (Boteva
et al., 2016), SciFact (Wadden et al., 2020), Sci-
Docs (Cohan et al., 2020), and FiQA (Maia et al.,
2018), where the unseen term ratio is greater than
5.0%. To observe the effectiveness in datasets with
fewer unseen query terms, we also included Ro-
bust04 (Voorhees, 2004) and Trec-Covid (Wang
et al., 2020; Voorhees et al., 2020) which have
lower than 5.0% unseen (out-of-corpus) term ra-
tio. The detailed statistics are presented in Ap-
pendix A.5.

We employed nDCG@10 (Järvelin and Kekäläi-
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nen, 2002) as the evaluation metric, following con-
ventions, which is widely accepted for assessing
the quality of the top-10 retrieved documents. We
report a single run result for all experiments.

4.2 Baselines

InPars InPars (Bonifacio et al., 2022) employs
larger models, such as GPT-3, to generate more
diverse and contextually rich pseudo queries. In
our setting, we generate queries using InPars and
then train the retrieval model with the GPL process
for a fair comparison.

GPL GPL (Wang et al., 2021a) gener-
ates pseudo queries and labels using the
DocT5Query (Nogueira et al., 2019) query genera-
tor and retriever with cross-encoders pre-trained
on the MS-MARCO dataset (Bajaj et al., 2016).

Contriever Contriever (Izacard et al., 2021) is
trained without the use of annotated data, enabling
it to generate high-quality embeddings by learning
directly from the structure of the corpus.

DRAGON DRAGON (Lin et al., 2023) is a dense
retrieval model that improves performance in both
supervised and zero-shot settings by using a novel
data augmentation approach.

RAG We compared our approach to the standard
RAG method by removing Kq from our prompt for
refinement, using only sDq for refining q.

4.3 Implementation Detail

Following GPL (Wang et al., 2021a), we started
with the distilbert-base-uncased checkpoint, which
was pre-trained on the MS-MARCO dataset as an
in-domain corpus. We use GPT-3.5-Turbo to gen-
erate and rank keywords and the CSQE prompt to
summarize retrieved documents. We use 3 exam-
ples for few-shot prompting, matching the number
used by our baseline, InPars, to ensure fair eval-
uations. We constructed the input documents by
concatenating the document titles and bodies and
truncating the concatenated sequences longer than
256 tokens. The queries were truncated to a max-
imum length of 64 tokens. The training process
was performed on a single RTX 3090 GPU. Any
unspecified details followed the same settings as
our baseline models.

5 Result and Analysis

5.1 Does tRAG better generate unseen terms
than baselines?
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Figure 5: A graph of the recall of unseen terms for gen-
erated and expanded queries on the BEIR benchmark.
tRAG shows consistent improvement in all datasets.
CoVe denotes collective verification during the ranking
keywords of our approach.

Figure 5 compares the recall of terms, unseen in
document d, between queries generated by baseline
methods and the refined queries produced by our
proposed approach, tRAG. To strictly ensure the
relevance of unseen terms, we calculate recall only
for the unseen terms included in the relevant query
terms. The results demonstrate that tRAG signifi-
cantly outperforms the GPL baseline in generating
unseen terms across all datasets.

The results show that the baseline approach,
GPL, has a relatively low average recall rate of only
5.5% for unseen terms, illustrating the seen term
bias. Notably, the RAG baseline, which augments
terms in related documents within the corpus, ex-
hibits an average unseen term recall of 5.8%. This
performance is almost similar to that of the vanilla
GPL baseline, indicating that the standard RAG
helps little to alleviate the seen term bias. This
is because document-level RAG retrieves only a
few relevant documents, and the generated terms
are highly biased towards the given retrieval result,
making them struggle to generate unseen terms
effectively.

In contrast, our proposed method demonstrates
markedly superior performance, attaining an aver-
age recall of 16.1% for unseen terms, outperform-
ing both baselines. This constitutes a substantial
average improvement of 10.6%pt over the GPL
baseline. The higher recall achieved by our ap-
proach highlights the effectiveness of our method
in generating and ranking unseen terms, to inject
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Backbone Method Refinement Method NFCorpus SciFact SciDocs FiQA Average

InPars

- 33.1 61.7 14.9 32.9 35.7

RAG 33.6 61.6 14.8 33.0 35.8

tRAG 34.1 62.0 15.2 33.5 36.2

GPL

- 34.2 66.4 16.1 32.8 37.4

RAG 34.5 66.9 16.3 34.0 37.9

tRAG 34.9 67.3 16.8 37.6 39.2

Contriever

- 32.8 67.7 16.5 32.9 37.5

RAG 33.0 67.5 16.6 35.4 38.1

tRAG 33.5 67.6 16.5 36.2 38.5

DRAGON

- 32.2 67.8 15.9 35.6 37.9

RAG 33.6 67.4 16.3 36.8 38.5

tRAG 34.8 67.8 16.8 37.5 39.2

Table 1: Comparative evaluation of nDCG@10 scores between baselines and tRAG on BEIROOC which have a large
portion of unseen query terms. Experimental settings and parameter configurations used for each algorithm are
described in §4.1. The best performance on each dataset for each method is highlighted in bold.

them into the refined queries.
Meanwhile, ablating the collective verification

from tRAG, denoted as tRAG (w/o CoVe), which
employs keywords from each document individu-
ally for refinement (i.e., Kd instead of KD), shows
worse performance compared to tRAG. This sug-
gests that the collective verification aspect is cru-
cial, as it allows our full method to retrieve unseen
yet relevant terms from other documents in the cor-
pus.

Hallucination-free Refinement The additional
words outside the given top-100 keywords during
the query refinement process can be considered
a kind of hallucination. To demonstrate that this
concern is impractical, we measure the frequency
of hallucinations occurring in a challenging subset.
Table 2 shows that such hallucinations occur at a
minimal rate of about 1%. This result also indi-
cates that our performance improvement is not due
to the query refinement effect of using LLM, but
rather is derived from high-quality unseen terms ob-
tained through keyword generation and collective
verification.

5.2 Does augmented unseen terms in refined
queries improve performance?

To assess the effectiveness of our proposed query
refinement technique in zero-shot retrieval tasks,
we evaluate the retrieval performance of fine-tuned
retrievers. Table 1 shows the nDCG@10 scores
on BEIROOC. tRAG demonstrates significant im-

Dataset Hallucination freq. (%)

NFCorpus 1.34

SciFact 0.98

SciDocs 0.80

FiQA 0.47

Table 2: Frequency of hallucination in BEIROOC. Hallu-
cination is defined as the additional words outside the
top-100 keywords during query refinement.

provements in average performance, outperforming
GPL and InPars by 1.8%pt and 0.5%pt, respec-
tively. This suggests that the effectiveness of our
method is consistent with other LLMs and PQG
approaches.

We observe that tRAG demonstrates consistent
improvements across various subsets of the BEIR
benchmark. For instance, on NFCorpus, which
shows the highest unseen query term ratio, our
method achieved a notable nDCG@10 gain of
0.7%pt and 1.0%pt over the GPL and InPars, re-
spectively. This suggests that tRAG is particularly
effective when most of the relevant query terms are
unseen in the documents.

The improvement in FiQA is the largest, given
that the unseen term ratio is the lowest. This is
influenced by various factors, including the aver-
age document length. Specifically, FiQA has the
shortest document length, which makes it easier
to generate relevant keywords. This finding aligns
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with recent studies (Tohalino et al., 2023; Liu et al.,
2020), suggesting that shorter texts, like abstracts,
tend to produce more cohesive and relevant key-
words due to the concentration of essential infor-
mation with less distracting content (Wang et al.,
2024).

Model Ex. NF SF SD FQ Avg.

InPars
X 33.6 61.8 15.1 32.9 35.9

O 34.1 62.0 15.2 33.5 36.2

GPL
X 34.6 67.1 16.5 34.7 38.2

O 34.9 67.3 16.8 37.6 39.2

Table 3: Results based on the absence or presence of
few-shot examples in query generation. ’Ex’ indicates
the presence or absence of examples, while ’NF’ stands
for NFCorpus, ’SF’ for SciFact, ’SD’ for SciDocs, and
’FQ’ for the FiQA dataset.

Ablation Study for Few-shot Examples We con-
ducted an ablation study to assess the impact of few-
shot examples on tRAG keyword generation. Ta-
ble 3 shows that including examples in the prompt
improves retrieval performance by guiding LLMs
to generate unseen rather than seen terms. Notably,
tRAG outperforms baselines even without few-shot
examples, indicating that our performance gains
are not solely dependent on them. Additionally,
we selected the few-shot examples randomly, and
we anticipate further performance gains with more
careful selection, which we leave for future study.

Fewer Unseen Term Datasets To evaluate the
impact of domain shift on our approach, we per-
formed additional experiments on datasets having
fewer out-of-corpus terms, as categorized in §3.1.
In these datasets, fewer than 5% of the query terms
were unseen in the corpus. Our approach con-
sistently outperforms GPL and GPL + RAG on
datasets with fewer unseen query terms, demon-
strating its robustness and adaptability in handling
domain shifts, even with minimal out-of-corpus
terms. Please refer Appendix A.7 for details.

Performance Scaling with Various LLMs To
analyze the performance based on the LLM used
for query refinement, we measure the performance
of tRAG using combinations of three models (GPL,
Contriever, DRAGON) and three LLMs (llama-3-
8b, llama-3.1-8b, gpt-3.5-turbo). Table 12 con-
sistently demonstrates that our method shows per-
formance improvements across various combina-
tions of models and LLMs. This suggests that our

method is robust and can leverage the increased
capabilities of stronger LLMs to achieve better out-
comes. Please refer to Appendix A.8 for details.

5.3 Does tRAG with Kq better enhance query
quality than standard RAG?

To validate that our verified Kq improves over-
all query quality, we evaluate the retrieval perfor-
mance of Kq when used as expansion query terms
to augment the real query given at test time. As a
baseline, we compare it to CSQE, the state-of-the-
art query expansion method. CSQE adopts the stan-
dard RAG approach, retrieving top-k documents
from the corpus of raw documents and verifying
their relevance to exclude non-relevant documents
from expansion.

For evaluation, we used the NFCorpus dataset,
where queries are much shorter than those in other
datasets. Most of the queries consist of only three
words on average. In this scenario, query expansion
is expected to be effective by clarifying search in-
tents through augmented expansion terms. Results
are reported in Table 4.

Method NFCorpus

CSQE 32.2

Ours: tRAG 33.8

Table 4: Comparative evaluation of nDCG@10 scores
on NFCorpus between CSQE and tRAG for the query
expansion task. The best performance on each dataset
for each retriever is highlighted in bold.

The result shows that our verified Kq improves
query term quality after expansion and thus demon-
strates better retrieval performance than CSQE.
This validates the effectiveness of Kq in test-time
query expansion as well.

6 Conclusion

This paper studied how to generate pseudo-queries
to better align with the target corpus in zero-shot
retrieval. Our first contribution is focusing on a
notable limitation of generated queries, based on
seen terms within documents, failing to include rel-
evant “unseen” terms , as expected for generating
queries for domain adaptation purposes. To address
this limitation, we proposed tRAG, to optimize the
term recall of unseen query terms. Our experiments
showed significant improvements on BEIR bench-
mark, validating the critical role of unseen terms in
mitigating the domain shift in zero-shot IR.
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7 Limitations

Although our method is straightforward and easy
to apply, adopting more powerful and advanced
LLMs could potentially enhance the overall per-
formance. As the field of natural language pro-
cessing continues to rapidly evolve, incorporating
state-of-the-art LLMs may lead to better keyword
generation, collective verification, and overall term-
level RAG performance. Despite these limitations,
our work presents a novel and effective approach
for term-level RAG, paving the way for future re-
search in this area. Addressing the aforementioned
limitations through further exploration and devel-
opment could potentially lead to more powerful
and versatile RAG systems.
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A Appendix

A.1 Prompt for Summary
The prompt for summary can be found on Table 5.

tRAG Prompt (Summary)

The provided passages are the ones retrieved by
searching for the query. Please summarize the con-
tent of these passages into a single passage.

Query: {query}
Retrieved Documents: {retrieved documents}

Table 5: Prompt of tRAG to summarize the retrieved
documents. {·} denotes the placeholder for the corre-
sponding text.

A.2 Prompt for Keyword Extraction
The prompt for summary can be found on Table 6.

tRAG Prompt (Keyword Extraction)

Generate relevant keywords to the given document.

Document-1: {document-1}
Keywords-1: {keyword-1-1}, {keyword-1-2}, · · ·
Document-2: {document-2}
Keywords-2: {keyword-2-1}, {keyword-2-2}, · · ·
Document-3: {document-3}
Keywords-3: {keyword-3-1}, {keyword-3-2}, · · ·
Document-4: {given document}
Keywords-4:

Table 6: Prompt of tRAG to generate the keywords
from a document. {·} denotes the placeholder for the
corresponding text.

A.3 Prompt for Keyword Selection
The prompt for summary can be found on Table 7.

A.4 Prompt for Query Refinement
The prompt for summary can be found on Table 8.
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tRAG Prompt (Keyword Selection)

Select keywords that are relevant to the given query
and document.

Keywords: {keyword-1}, {keyword-2}, · · ·
Query: {query}
Document: {document}

Table 7: Prompt of tRAG to select the keywords from
a document. {·} denotes the placeholder for the corre-
sponding text.

tRAG Prompt (Query Refinement)

Refine the query based on the given summary of
retrieved documents related to the query.

Query: {query} {keywords}
Summary: {summary}

Table 8: Prompt of tRAG to refine the query q by uti-
lizing the summary SDq and keywords Kq . {·} denotes
the placeholder for the corresponding text.

A.5 Target Datasets
Notable statistics of the 6 target datasets can be
found on Table 9.

A.6 Examples of Refined Query
Example queries refined by tRAG.

A.7 Performance on Fewer Unseen Term
Datasets

The low out-of-corpus term ratio is due to the large
corpus size and the high number of relevant doc-
uments per query. Each query has many relevant
documents (e.g., an average of 493.5 per query in
Trec-Covid), increasing the likelihood that query
terms appear in the relevant documents. The large
corpus size also lowers the ratio since it covers
more terms than other datasets. These attributes
make GPL and RAG (employing in-document and
in-corpus vocabulary, respectively) effective for
datasets having fewer out-of-corpus terms.

Table 11 shows our approach consistently outper-
forms GPL and GPL + RAG on datasets with fewer
unseen query terms. This improvement demon-
strates the robustness and adaptability of our ap-
proach in handling domain shifts, even in scenarios
with a minimal presence of out-of-corpus terms.

A.8 Performance on Various LLMs
To validate the effectiveness of our method across
different models and LLMs, we have conducted

additional experiments. Specifically, we evalu-
ated three models (GPL, Contriever, DRAGON)
with three LLMs (llama-3-8b, llama-3.1-8b, GPT-
3.5-turbo). The results consistently demonstrate
that our method shows performance improvements
across various combinations of models and LLMs.
Notably, there is a clear trend indicating that the
use of more advanced LLMs generally results in
higher performance. This suggests that our method
is robust and can leverage the increased capabili-
ties of stronger LLMs to achieve better outcomes.
These findings reinforce the versatility and scala-
bility of our approach, confirming that it performs
well across different settings and benefits from the
enhanced features of more powerful LLMs.

A.9 Usage of AI Assistants
ChatGPT was employed to enhance the clarity and
grammatical accuracy of the text, offering sug-
gestions for sentence rephrasing and correction of
grammatical errors.
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High Out-of-corpus Ratio (BEIROOC) Low Out-of-corpus Ratio
SciFact SciDocs FiQA NFCorpus Robust04 Trec-Covid

Domain Scientific Scientific Financial Bio-Medical News Bio-Medical

Total # Queries 300 1000 648 323 249 50

Total # Documents 5.2k 25.7k 57.6k 3.6k 528k 171k

Average Query Length (words) 12.4 9.4 10.8 3.3 15.3 10.6

Average Document Length (words) 213.6 176.2 132.2 232.3 466.4 160.8

Relevant Document / Query 1.1 4.9 2.6 38.2 69.9 493.5

Unseen (Out-of-corpus) Term Ratio 16.8 19.4 9.8 15.1 3.0 2.6

Unseen (Out-of-d) Term Ratio 55.1 79.6 64.2 88.0 59.8 66.3

Table 9: Detailed statistics of the six datasets included in the BEIR Benchmark as employed in our experiments as
we categorized in 3.1.

Original query Refined Query

Breast cancer How breast cancer cells feed on cholesterol?

Key factors of cancer What role do invadopodia play in cancer?

RNA-binding during stress What happens to RNA-binding proteins during stress?

Table 10: Examples of refined query.

Method Robust04 Trec-Covid Average

GPL 41.4 71.8 56.6

GPL + RAG 41.6 72.1 56.8

Ours: GPL + tRAG 41.8 72.2 57.0

Table 11: Comparative evaluation of nDCG@10 scores
between baselines and tRAG on datasets with fewer
out-of-document terms from BEIR benchmark. The
best performance on each dataset for each method is
highlighted in bold.
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Model LLM NFCorpus SciFact SciDocs FiQA Average

GPL

llama-3-8b 34.3 66.8 16.4 34.1 37.9

llama-3.1-8b 34.7 67.0 16.2 34.4 38.1

gpt-3.5-turbo 34.9 67.3 16.8 37.6 39.2

Contriever

llama-3-8b 33.1 67.2 16.3 34.9 37.9

llama-3.1-8b 33.6 67.7 16.3 35.3 38.2

gpt-3.5-turbo 33.5 67.6 16.5 36.2 38.5

DRAGON

llama-3-8b 34.6 67.5 15.7 35.9 38.4

llama-3.1-8b 34.5 67.6 16.4 36.0 38.6

gpt-3.5-turbo 34.8 67.8 16.8 37.5 39.2

Table 12: Comparative evaluation of nDCG@10 scores on various LLMs. The best performance on each dataset for
each method is highlighted in bold.
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