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Abstract

Online grooming is a severe social threat where
sexual predators gradually entrap child victims
with subtle and gradual manipulation. There-
fore, timely intervention for online grooming
is critical for proactive protection. However,
previous methods fail to determine the optimal
intervention points (i.e., jump to conclusions)
as they rely on chat-level risk labels by caus-
ing weak supervision of risky utterances. For
timely detection, we propose speed control re-
inforcement learning (SCoRL)1, incorporating
a practical strategy derived from luring com-
munication theory (LCT). To capture the preda-
tor’s turn-level entrapment, we use a turn-level
risk label based on the LCT. Then, we design
a novel speed control reward function that bal-
ances the trade-off between speed and accuracy
based on turn-level risk label; thus, SCoRL
can identify the optimal intervention moment.
In addition, we introduce a turn-level metric
for precise evaluation, identifying limitations
in previously used chat-level metrics. Exper-
imental results show that SCoRL effectively
preempted online grooming, offering a more
proactive and timely solution. Further analysis
reveals that our method enhances performance
while intuitively identifying optimal early inter-
vention points.

1 Introduction

Online grooming is a manipulative tactic where sex-
ual predators establish emotional connections with
minors over the internet to exploit them for harmful
purposes (Wachs et al., 2012). Such exploitation is
particularly insidious, as it often leads victims to
meet their abusers offline voluntarily, resulting in
severe risks (Olson et al., 2007; Cano et al., 2014).
Therefore, early and timely intervention within the
dialogue is essential for sexual predator detection
(SPD) (Villatoro-Tello et al., 2012).

1The code and supplementary materials are available at
https://github.com/jinmyeongAN/SCoRL
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Figure 1: Yellow arrows highlight the weakness of
dialogue-level (chat-level) supervision in accurately
identifying risky utterances. Previous approaches seg-
ment long conversations and assign the same dialogue-
level label to each segment. However, risky utterances
are often sparse within these segments, leading to mis-
labeling and increased false positives during normal
conversations.

While conventional SPD approaches have pri-
marily focused on post-analysis to identify com-
pleted grooming cases for legal prosecution (Bours
and Kulsrud, 2019; Inches and Crestani, 2012;
Ebrahimi et al., 2016), recent efforts have shifted to-
wards early sexual predator detection (eSPD) (Vogt
et al., 2021), which aims to detect risks in real-time
and intervene before abuse escalates. Escalante
et al. (2015); Monroy et al. (2018) framed eSPD
as an early text classification task, and Vogt et al.
(2021) employed a rule-based classification that
continuously evaluates risk using segmented chat
(dialogue) data as training data.

Although various eSPD methods have been pro-
posed, most rely solely on chat-level labels, which
provide weak supervision and fail to identify spe-
cific risky utterances. This leads to significant de-
tection errors, such as false alarms in normal con-
versations (also referred to as dialogues or chats),
as illustrated in Figure 1. The reliance on chat-
level labels results in overfitting, causing the model
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to misclassify normal dialogues as high-risk due
to the lack of granular information. The use of
chat-level labels also hinders model optimization,
preventing it from identifying the precise moment
where early detection should occur. To address the
instability caused by weak supervision, some pre-
vious works have employed count-based methods
(Vogt et al., 2021), which use a sliding window over
the messages of a chat and classify them. However,
such rule-based approaches are limited in their abil-
ity to create an optimal early detection model, as
they lack the flexibility and sophistication to adjust
dynamically to real-time risks.

In this work, we revisit the task of eSPD by incor-
porating turn-level labels, which provide finer gran-
ularity and more reliable supervision. We utilize
a turn-level labeled dataset (McGhee et al., 2011;
Cano et al., 2014) that is annotated based on the
Luring Communication Theory (LCT) (Olson et al.,
2007), capturing the strategies predators use at each
stage of the conversation. In addition, we propose
a novel Speed-Controlled Reinforcement Learning
(SCoRL) method designed to optimize the identi-
fication of the optimal early detection point. Our
SCoRL framework leverages a speed-control re-
ward function, balancing detection timeliness and
accuracy. Moreover, we introduce a new bench-
mark, Turn-Level eSPD, to evaluate eSPD models
more effectively. Unlike traditional metrics, our
proposed metric accounts for both turn-level and
chat-level risk factors, ensuring a more precise eval-
uation. In experiments on the PANC dataset (Vogt
et al., 2021), our SCoRL method significantly out-
performs existing approaches in terms of eSPD per-
formance. Through comprehensive visualizations
and case studies on real online grooming conversa-
tions, we show that our model not only improves
performance quantitatively but also intuitively iden-
tifies the optimal points for early intervention.

Contributions: (1) We propose an effective eSPD
method using reinforcement learning with a novel
speed-controlled reward, leveraging turn-level an-
notations of the predator’s entrapment strategy for
more granular supervision. (2) We introduce a new
benchmark, Turn-Level eSPD, which enables more
accurate evaluations by addressing the limitations
of previous metrics that overlook false positives.
(3) We empirically demonstrate the superiority of
our approach through extensive experiments, high-
lighting both the quantitative and qualitative bene-
fits.

2 Related Work

2.1 Sexual Predator Detection

Online grooming conversations are designed to
build trust and persuade the victim to engage in
dangerous offline interactions (Olson et al., 2007).
Detecting such behaviors early is crucial. Existing
Sexual Predator Detection (SPD) methodologies
primarily focus on retrospective identification of
predators through chat segment classification, ei-
ther at the author level (Villatoro-Tello et al., 2012;
Cardei and Rebedea, 2017) or using binary clas-
sification over chat segments or entire conversa-
tions (Ebrahimi et al., 2016; Bours and Kulsrud,
2019). Much of this work has been evaluated using
the PAN shared task dataset (Inches and Crestani,
2012).

However, most prior research focuses on detect-
ing grooming only after the conversation is com-
plete. Early Sexual Predator Detection (eSPD) has
received comparably less attention. Notably, Es-
calante et al. (2015) introduced early text classifi-
cation for SPD, followed by Monroy et al. (2018),
who improved segment classification using Multi-
Resolution Representations (MulR). A more formal
eSPD approach was proposed by Vogt et al. (2021),
using chat-level labels and a rule-based classifier.
However, due to the weak supervision of chat-level
labels, it is not possible to know which specific
utterances are dangerous. Our work addresses this
gap by leveraging turn-level strategy labels to ac-
curately capture risk utterances and optimize early
detection.

2.2 Early Risk Detection

Early Risk Detection (ERD) focuses on identify-
ing harmful or dangerous behaviors at their earli-
est stages (Losada et al., 2018). Several studies
have explored ERD across various domains, such
as detecting early signs of depression (Cacheda
et al., 2019), self-harm (Ragheb et al., 2019), and
anorexia (Paul et al., 2018). However, many ERD
techniques rely heavily on rule-based systems (Ma
et al., 2016). More recent efforts, such as those by
Zhou et al. (2019) and Zeng and Gao (2023), have
addressed these limitations by employing Deep Q-
Learning and Neural Hawkes Processes to automat-
ically identify detection points. However, a critical
distinction in our work is the nature of eSPD sys-
tems, which should not classify a conversation as
non-grooming as long as messages are still ongoing
or expected. In contrast, existing methods (Zhou
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et al., 2019; Loyola et al., 2018) may prematurely
decide it is safe to stop monitoring a post or chat
once they deem the risk has passed. To address
these gaps, our work introduces a novel methodol-
ogy for eSPD that integrates ERD over time. This
enables our model to balance detection speed with
accuracy.

3 Problem Formulation: Turn-Level
eSPD

In this section, we propose a new benchmark, turn-
level eSPD. We define the turn-level risk label by
incorporating the turn-level strategy derived from
LCT (Olson et al., 2007). We give a formal defi-
nition of the task and an evaluation setup for the
turn-level eSPD.

3.1 Turn-Level Risk Label

We annotate the turn-level risk label yturnt , utiliz-
ing four different turn-level strategy labels sturnt

annotated by ChatCoder2 (CC2) (McGhee et al.,
2011) dataset based on LCT.

From the LCT perspective, predator behavior
typically evolves through distinct stages. In the
early stage, known as exchange of Personal In-
formation (PI) stage, predators aim to build trust
and intimacy with potential victims by mimicking
ordinary conversations. As the dialogue progresses,
the interaction may shift to more dangerous stages:
Grooming (G) and Approach (A), where preda-
tors escalate the interaction by introducing sexual
topics and eventually soliciting physical contact.
Additionally, a category labeled Lines containing
none of the classes (Others) includes innocent ex-
pressions unrelated to grooming activities.

We assign the turn-level risk label yturnt = 0
for a turn (utterance) ut if the turn-level strategy
sturnt corresponds to non-risky stages {PI, Others}.
Following (McGhee et al., 2011), turns with Others
label are classified as innocent turns unrelated to
grooming activities. Additionally, the PI stage re-
flects conversational patterns that can occur in reg-
ular dialogues. In contrast, we assign the turn-level
risk label yturnt = 1 for a turn ut if the turn-level
strategy sturnt belongs to the dangerous stages {G,
A}. G and A are deemed risky because they initiate
and escalate the entrapment cycle (McGhee et al.,
2011), gradually manipulating the victim. This
classification effectively distinguishes grooming
conversations from normal interactions. By focus-
ing on G and A as clear risk indicators, we aim to

reduce false positives in our analysis.

3.2 Task Definition

We denote the dataset as D =
{(C(1), S(1), y(1)), . . . , (C(L), S(L), y(L))},
where L represents the number of chats. Each
instance in the D comprises a chat C, a sequence
of turn-level risk label S, and chat-level risk label
y ∈ {0, 1}. y = 1 indicates a grooming (positive)
chat, while y = 0 signifies a normal (negative)
chat. Each chat C is represented as a sequence
of turns {u1, . . . , unc} and S is described as
{yturn1 , . . . , yturnnc

}, where nc is the total number
of turns in each C. In normal chat y = 0, all yturnt

are annotated to 0 as a non-risky label.
In turn-level eSPD task, the system processes

turns sequentially (u1, ..., unc) and determines
whether an early detection should be raised at each
turn ut. If a risky turn (yturnt = 1) is identified, the
system triggers early detection and immediately
halts further processing. Otherwise, it continues
until the final turn unc . If no risky turn is identified
by the end of the conversation, the system classifies
the chat as normal. The goal of turn-level eSPD is
twofold: (1) to detect grooming behavior as early
as possible by raising an alert at the risky turn in
grooming chats (y = 1), and (2) to avoid false
alarms by not triggering detection in normal chats
(y = 0) until the conversation ends.

Unbalanced Label Ratio The PANC dataset
(Vogt et al., 2021) presents a challenge due to its
highly imbalanced label distribution—11,802 nor-
mal conversations versus just 69 grooming con-
versations annotated with turn-level strategy. This
imbalance leads to an increase in false positives,
which negatively impacts precision. To address
this, we additionally created a more balanced test
set by randomly sampling normal conversations to
achieve a 10:1 ratio between normal and grooming
conversations, following the setup of previous work
(Vogt et al., 2021). The details of data distributions
are in Table 1.

3.3 Evaluation Metrics for Turn-Level eSPD

In turn-level eSPD, two key objectives should be
balanced: early detection and accurate detection.
These goals often conflict: issuing early warnings
causes lower accuracy due to limited information,
whereas delaying warnings increases accuracy but
diminishes earliness.
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Turn-Level Accuracy Accuracy has been the pri-
mary metric in related works on sexual predator
detection (SPD) (Bours and Kulsrud, 2019). How-
ever, in turn-level eSPD, the task is considered
successful when early detection occurs at turn ut
with yturnt = 1 in grooming chat (y = 1) or early
detection does not happen until the end of the turn
in normal chat (y = 0). We evaluate accuracy us-
ing the traditional metrics of precision, recall, and
F1-score.

Earliness Earliness in turn-level eSPD is mea-
sured based on the number of turns exchanged be-
fore early detection is raised, also known as warn-
ing latency. To balance accuracy and earliness,
we employ a latency-weighted F1 metric (Sadeque
et al., 2018; Vogt et al., 2021), which penalizes
delayed warnings. The penalty for each warning
latency l ≥ 1 is calculated as follows:

penalty(l) = −1 + 2

(1 + exp(−p(l − 1)))
(1)

where p controls how rapidly the penalty in-
creases as l rises. Early detection is raised imme-
diately after the first turn incurs no penalty, while
penalties increase as l grows, approaching a max-
imum value of 1. For each chat, we calculate the
speed of successful early detection as follows:

speed = 1− median{penalty(l)|l ∈ latencies} (2)

Finally, the latency-weighted F1 is computed as:

Flatency = F1 · speed (3)

A turn-level eSPD system is considered superior if
it achieves a higher Flatency score for a given dataset.
As suggested by Vogt et al. (2021), speed is com-
puted only for grooming chats that are correctly
classified as such.

4 Methodology: SCoRL

4.1 MDP Environment
We model the turn-level eSPD task as a Markov De-
cision Process (MDP). At each turn ut, based on the
observed dialogue history ht = {u1, . . . , ut}, the
early detection system selects an action at ∈ {0, 1},
where at = 0 represents the action to "continue"
to progress the conversation, and at = 1 represents
the action to "stop" the conversation and raise an
early detection. The system continues to read the
dialogue until the system selects the "stop" action

or until the system reaches the last turn unc in the
dialogue. The episode is ended immediately at T
when the system stops to read the dialogue, with no
further turns processed. The system aims to learn a
policy π that maximizes the expected cumulative
reward across the dialogue. Formally, the optimal
policy π∗ is defined as:

π∗ = argmaxπ∈Π

[
T∑

t=1

r(ht, at)

]
, (4)

where r(ht, at) is the reward function that mea-
sures the appropriateness of the action at given the
dialogue history ht.

4.2 Model Training

As illustrated in Figure 2, our model aims to decide
at each turn ut whether to stop the conversation
to protect potential victims from online grooming.
The model’s decision process can be enhanced us-
ing a combination of supervised fine-tuning (SFT)
and reinforcement learning (RL).

Supervised Fine-Tuning (SFT): To initialize the
detection policy, we leverage a pre-trained lan-
guage model (e.g., RoBERTa) with a detection
head, designed to predict the turn-level risk label
yturnt for early detection in online grooming dia-
logues. We fine-tune the model using supervised
learning based on a turn-level eSPD dataset D. For
each turn ut, our SFT minimizes the cross-entropy
loss between the action at and the turn-level risk la-
bel yturnt , given the dialogue history ht. The action
at should be 1 when the corresponding turn ut is
risky yturnt = 1. The SFT objective is as follows:

at = EDM(u1, . . . , ut) (5)

L = − 1

|D|
∑

C∈D

1

nc

nc∑

t=1

at logyt (6)

where EDM is the early detection model that pre-
dicts whether to stop at turn ut or not. While the
SFT process does not directly identify the optimal
turn ut∗ for early detection, such initialization ac-
celerates the policy convergence during reinforce-
ment learning, as the model learns to stop the con-
versation when a dangerous turn is detected.

Speed-Control Reward We introduce a speed-
control reward designed to favor early and accurate
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Figure 2: The training overview of SCoRL. In conversation C, the dialogue history ht up to the current time step t
is input sequentially. At each step, the Supervised Fine-Tuning (SFT) model is trained using the turn-level risk label
yturnt for all turns. Unlike SFT, the Reinforcement Learning (RL) process updates only the gradient of the detection
head. When at = 1, early detection is triggered, and subsequent turns are excluded from training. A p value is
calculated for each conversation, and the model is updated based on the speed-control(SC) reward mechanism.

detection while penalizing overly hasty decisions.

rt =





speed, if at = 1 and yturnt = 1

−speed, if at = 1 and yturnt = 0

0, if at<nc = 0

+1, if anc = 0 and y = 0

−1, if anc = 0 and y = 1

(7)

Our reward scheme employs a delayed reward set-
ting and encourages the model to detect risks as
early as possible while avoiding hasty early detec-
tion by leveraging the speed. However, in the case
of the reward in the last turn unc , we empirically
find out that insufficient reward for waiting until the
end of the normal chat y = 0 often results in pre-
mature "stop", potentially causing false positives.
To address this, we set the reward for appropri-
ate waiting behavior to +1, the maximum value of
speed. Conversely, in risky conversations, failing
to stop the conversation before the end poses a se-
rious risk, as it may allow the predator to achieve
their harmful objective. To prevent this, we assign
-1, the minimum speed value, discouraging delayed
detection in risky cases.

Speed Control RL (SCoRL) We denote the
EDM policy as π(at|ht), which returns the prob-
ability of taking action at given the state ht. To
optimize the policy, we utilize the vanilla policy
gradient method (Sutton et al., 1999) rather than a
value-based method since rt<T = 0 and only rT
is non-zero at the end of episode T , formulated as

All # Negative # Positive Len(Negative) Len(Positive)

Train 596 519 77 121 (±14) 1430 (±2202)
Valid 61 52 9 118 (±11) 1340 (±802)
Test 11802 11733 69 36 (±26) 2050 (±3139)
Test w/ ds 759 690 69 36 (±25) 2050 (±3139)

Table 1: Statistics of PANC dataset for turn-level eSPD.
ds denotes downsampled.

follows:

θ ← θ − α∇ logπθ(at|ht)Rt (8)

where θ denotes the policy network parameter, α
denotes the policy network learning rate, and Rt

is the total reward accumulating from turn ut to
the last episode turn uT : Rt = rT . Through rein-
forcement learning using this speed-control reward
structure, the system learns an optimal early de-
tection policy. This enables the model to identify
the optimal turn ut∗ for detecting risky behavior,
effectively distinguishing between grooming and
regular conversations. The model, initially trained
via SFT, is further refined using RL, following the
approach of Deng et al. (2023). However, only the
gradient of the detection head is updated. This se-
lective update process, inspired by (Hu et al., 2021),
ensures both efficient and stable training, making
it suitable for real-world applications, as discussed
in Appendix A.

The parameter p, which controls how quickly
the speed in the speed-control reward increases,
is calculated individually for each conversation,
as suggested by Vogt et al. (2021). For positive
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chats, following prior studies (Vogt et al., 2021), p
is determined when the penalty is set to 0.5, with
the latency l defined as the point where 20 risky
utterances have accumulated. For negative chats,
as in Losada et al. (2018), p is computed under
the assumption of a 0.5 penalty, with the latency
l defined as the median length across all negative
chats.

5 Experimental Setup

Dataset We utilize the publically available PANC
dataset (Vogt et al., 2021), designed for the eSPD
task, which is based on PAN12 (Inches and
Crestani, 2012) and ChatCoder2 (CC2) (McGhee
et al., 2011; Cano et al., 2014). The dataset con-
sists of three types of corpus: (1) positive (groom-
ing) full-length chats from CC2, (2) negative (nor-
mal) segments from PAN12, and (3) positive seg-
ments that split the positive full-length chats into
parts. Our experiments focus on training and evalu-
ating the model using only the positive full-length
chats and the negative segments. We use the turn-
level strategy annotations from CC2, as labeled by
McGhee et al. (2011), who assigned LCT strategy
labels to both predator and victim turns when their
content aligned with the LCT framework. Accord-
ing to PAN12, negative segments include cybersex
conversations between consenting adults, which
serve as hard negative samples since they closely
resemble online grooming chats (see Appendix B).
Additionally, they involve cutting the conversations
at points where the exchange exceeds 25 minutes
or marks a topic shift. Therefore, we treat the
negative segments as negative full-length chats for
training and testing purposes. Table 1 summarizes
the PANC dataset statistics.

Baseline Models We follow the two-tier method
proposed by Vogt et al. (2021), representing the
current state-of-the-art for the eSPD task. In Tier 1,
we fine-tune three variants of BERT—BERT-large,
BERT-base (Devlin, 2018), and MobileBERT (Sun
et al., 2020)—using the positive and negative seg-
ments labeled at the dialogue level, same with Vogt
et al. (2021). During evaluation, each model takes
a sliding window of messages (window size = 50)
and outputs a binary classification for grooming
or non-grooming. In Tier 2, the model monitors
the number of positively classified windows in the
last 10-window span. If the count surpasses a pre-
defined threshold, referred to as "skepticism" (set
to 5 in our setup), the conversation is classified as

grooming. We trained the models using a cross-
entropy loss function with the Adam optimizer
(Kingma, 2014). The batch size was set to 16,
with a training run for 10 epochs. The learning
rates were 3 · 10−5 for BERT-large, and 5 · 10−3

for both BERT-base and MobileBERT.

SFT Model Our SFT model was trained using
turn-level risk labels for each turn. The dataset
(Vogt et al., 2021) exhibited significant class im-
balance, with negative chats outnumbering positive
chats with turn-level risk label by more than 100:1.
To mitigate this imbalance, we sampled negative
chats for training, prioritizing conversations with
more than 100 turns to enrich the turn-level infor-
mation (see Table 1 for details). During training,
the model processed up to 50 utterances of con-
versation history and a turn-level risk label for the
current utterance. We used a RoBERTa-base model
(Liu, 2019) as the binary classifier, which consists
of 12 transformer encoder layers, each with 768
hidden units and 12 attention heads. A detection
head with dimensions [768, 768, 2] was attached
to perform binary classification at the utterance
level. The model was trained with cross-entropy
loss using the Adam optimizer (Kingma, 2014) for
10 epochs, with a batch size of 32 and a learning
rate of 5e-05.

SCoRL Model The SCoRL model continues pro-
cessing turns in an episode until either at = 1 or
the final turn of the conversation is reached. For
each turn, the current utterance and the previous
50 utterances in the conversation history are con-
catenated, separated by special tokens, forming the
current state. The RoBERTa-base encoder, pre-
trained in the SFT step, is used with frozen param-
eters. Only the detection head ([768, 768, 2]) is
trained during this step. The model was trained
with a batch size of 32 for 50 epochs, using a learn-
ing rate of 2e-4, a discount factor of 0.99, and the
Adam optimizer. We employed the CosineAnneal-
ingWarmUpRestarts 2 scheduler with the following
parameters: T0 = 10, Tmult = 1, etamax = 0.1,
Tup = 1, and gamma = 0.5.

2https://pytorch.org/docs/stable/
generated/torch.optim.lr_scheduler.
CosineAnnealingWarmRestarts.html
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Model
Turn-level eSPD (Original) Turn-level eSPD (Downsampled)

Latency F1 Precision Recall F1 Speed Latency F1 Precision Recall F1 Speed

SBERT-large (Vogt et al., 2021) 0.034 0.025 1.000 0.049 0.693 0.122 0.096 1.000 0.176 0.693
SBERT-base (Vogt et al., 2021) 0.062 0.047 1.000 0.089 0.688 0.217 0.188 1.000 0.316 0.689
SmobileBERT (Vogt et al., 2021) 0.025 0.017 1.000 0.034 0.734 0.134 0.100 1.000 0.182 0.734

SFT 0.002 0.001 1.000 0.002 0.940 0.023 0.012 1.000 0.024 0.940
SFT (w/ turn-level) 0.211 0.202 1.000 0.335 0.631 0.298 0.310 1.000 0.473 0.631
ScoRL 0.000 0.000 0.182 0.000 1.000 0.005 0.003 0.182 0.005 1.000
ScoRL (w/ turn-level) 0.365 0.475 0.983 0.641 0.569 0.509 0.819 0.983 0.894 0.569

Table 2: Turn-level eSPD performance on the original and downsampled PANC dataset.

Model Latency F1 Precision Recall F1 Speed

SBERT-large 0.247 0.217 1.000 0.358 0.693
SBERT-base 0.244 0.215 1.000 0.355 0.688
SmobileBERT 0.156 0.119 1.000 0.212 0.734

SFT 0.018 0.010 1.000 0.019 0.939
SFT (w/ turn-level) 0.489 0.633 1.000 0.775 0.631
ScoRL 0.010 0.005 0.870 0.010 1.000
ScoRL (w/ turn-level) 0.401 0.548 0.986 0.705 0.569

Table 3: eSPD performance on the PANC dataset based
on previous chat-level metric.

6 Result and Analysis

6.1 Overall Turn-Level eSPD Performance
The primary goal of turn-level eSPD is to ensure
both high accuracy and low latency in distinguish-
ing between online grooming and normal conversa-
tions, thereby enabling the timely detection of risky
utterances. To verify our method, we compare our
model with the previous eSPD systems regarding
Latency-F1, F1-score, precision, and recall (Table
2).

Our proposed SCoRL model significantly outper-
forms the state-of-the-art SBERT-base model (Vogt
et al., 2021) in the test dataset. Specifically,
SBERT-base achieves a Latency-F1 of only 0.062,
whereas our SCoRL, which is designed with a turn-
level risk label and speed-control reward, achieved
a notably high score of 0.365. This demonstrates
SCoRL’s superior ability to provide accurate and
timely detection. Moreover, SBERT-base shows an
imbalance between precision and recall, with a re-
call of 1.0 but a precision of only 0.047, indicating
that it over-identifies conversations as grooming.
In contrast, SCoRL shows a balanced score with a
precision of 0.475 and an F1 score of 0.641, high-
lighting its superior accuracy and precision. These
results demonstrate the effectiveness of SCoRL in
distinguishing between grooming and normal con-
versations.

Result on Downsampled Test Dataset To fur-
ther evaluate performance, we construct a down-

sampled test dataset by random sampling from nor-
mal chats, following the label ratio setup used in
previous work (Vogt et al., 2021). Despite the re-
duced the number of negative chats, SCoRL con-
sistently outperforms the previous state-of-the-art
model across all test datasets, demonstrating its
robustness and effectiveness.

Impact of Turn-Level Risk Labeling As shown
in Table 2, the SFT model, which integrates turn-
level risk labels during training, significantly out-
performs previous models, achieving an F1-score
of 0.211 while maintaining a comparable speed.
This improvement indicates that turn-level risk
labeling enables the model to better capture the
nuances of dangerous utterances in the conversa-
tion. Interestingly, the SFT (w/o turn-level risk la-
bel) model, which assumes the same risk label for
all turns in a conversation (yturn: = y), performs
worse than both SBERT-base and SFT (our) model.
This confirms our claim that treating all turns with
the same label fails to capture the conversational
dynamics needed for accurate grooming detection.

Impact of Speed-Control Reward Introducing
a speed-control reward mechanism within the
reinforcement learning framework improves the
model’s timely detection performance. After ap-
plying this reward to the SFT model, Latency-F1
increases by over 40%, reaching 0.365. However,
there is a slight reduction in the recall, precision
more than doubles, climbing to 0.475, resulting
in a twofold increase in the overall F1 score com-
pared to the baseline SFT. Although there is a mi-
nor decrease in detection speed (by 0.062), the sig-
nificant improvement in accuracy reflects a more
optimal balance between timely detection and cor-
rect classification. Rather than focusing solely on
earlier detection, the model learns to wait until it
can confidently differentiate between grooming and
normal conversations, resulting in optimal overall
turn-level eSPD performance.
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Figure 3: Cumulative graph showing the progression of
three strategies—PI, A, and G—over time. The x-axis
represents the number of turns in the conversation, while
the y-axis indicates the cumulative sum of the strategies.
The gray vertical line marks the average early detection
point of the existing model, and the blue vertical line
marks the average detection point achieved by SCoRL.

Model Latency F1 Precision Recall F1 Speed

ScoRL (constant reward) 0.214 0.158 1.000 0.273 0.785
ScoRL 0.365 0.475 0.983 0.641 0.569

Table 4: Speed control reward ablation study.

6.2 Discussions

Chat-Level eSPD We further evaluate a tradi-
tional eSPD metric that assesses early detection
success based solely on the overall chat-level risk
label without considering turn-level risk label (Ta-
ble 3). Our experimental results show that both
SFT and SCoRL outperform existing models sig-
nificantly, achieving Latency-F1 scores of 0.489
and 0.401, respectively—around twice the perfor-
mance of the baselines.

Interestingly, while the F1 scores of both the
baseline SBERT-base and our SCoRL model improve
under this traditional metric, the degree of improve-
ment differs. The F1 score of SBERT-base increases
by over four times compared to our metric, while
SCoRL shows only a modest 15% improvement.
This suggests that SBERT-base often flags early ut-
terances that are not strategically risky, leading
to premature detections, as reflected in its higher
speed but lower precision. However, the traditional
metric mistakenly interprets these premature de-
tections as successful, failing to account for the
turn-level context. In contrast, our SCoRL model
maintains consistent performance across both turn-
level and chat-level metrics, indicating its ability to
detect risky utterances at the appropriate time.

Earliness Analysis To better understand the ear-
liness of our model’s detections, we visualize
when SCoRL identifies risky turns during an on-

Figure 4: Strategy ratio graph for the detected utterance
at the point of early detection for each model. The
categories include: PI, G, A, and Others.

line grooming conversation, highlighting the shift
in LCT turn-level strategy over time. Figure 3
presents the evolution of three different strategies
across an online grooming conversation. Similar
to LCT, we observe that Exchange of Personal In-
formation (PI) emerge first, followed by Grooming
(G) and Approach (A) strategies. Both SBERT-base
and SCoRL achieve early detection within the first
20% of the conversation on average, demonstrating
their capacity for rapid detection. However, while
SBERT-base detects slightly faster than SCoRL, the
accuracy of these early detections differs signifi-
cantly. SCoRL achieves an 85.5% success rate in
detecting risky utterances—those associated with
G or A strategies—more than four times higher
than SBERT-base. This reveals that SBERT-base tends
to rush its detections, frequently identifying utter-
ances prematurely.

When each model triggers early detection, we
examine which LCT strategy is associated with the
detected turn. Figure 4 presents statistics on the
strategies present at the turns where early detection
occurs. Notably, SBERT-base performs nearly half
of its early detections during utterances labeled as
Others and 29% during Exchange of Personal Infor-
mation (PI), neither of which necessarily indicate
turn-level risk. On the other hand, SCoRL detects
early in 71% of cases where the G strategy is active,
further illustrating its ability to detect danger at the
most relevant points in the conversation.

False Positives Analysis Analyzing false posi-
tives in normal conversations is crucial to assessing
the model’s ability to avoid mistakenly flagging
innocuous interactions. We evaluate the False Posi-
tive Rate (FPR), defined as

FPR =
False Positives

False Positives + True Negatives
,
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Figure 5: False positive rate for previous and our
method. This highlights our method’s performance in
minimizing false positives rate in low-risk scenarios.

u busy?
hi

how old

do u or not

just meet and talk

i could teach you lots

yur not gonna hurt me r u

𝑺𝐁𝐄𝐑𝐓%𝐛𝐚𝐬𝐞

SCoRL

𝑠*+,-.: 𝑃𝐼

𝑠/0+,-.: 𝐺

i would **** you if you wanted it
omg lol

u want it don't you
may be

when does mom get home?
in tha mornin

𝑠01+,-.: 𝐴

Figure 6: Error analysis of early detection of two models
in a grooming conversation. The existing model made a
false alert too quickly, but SCoRL collects more infor-
mation and makes early detection sooner. The speech
bubble on the left represents the predator, while the one
on the right represents the victim. Red indicates the
Grooming strategy, while black represents the Approach
strategy.

using the PANC dataset for turn-level eSPD (origi-
nal), as shown in Figure 5. These results underscore
the effectiveness of our method in minimizing false
positives in normal scenarios.

Speed-Control Reward Analysis To evaluate
the effectiveness of our speed control reward mech-
anism, we compared it against a constant reward
approach that assigns +1 for successful early detec-
tions and −1 for failures. As shown in Table 4, our
speed-control reward outperformed the constant re-
ward by a large margin, particularly in precision.
As our speed control reward directly optimizes the
latency F1, it might converge better than the con-
stant reward.

These results underscore the value of the speed-
control reward mechanism. While the constant
reward approach encourages quicker detections, it
sacrifices accuracy. In contrast, the speed-control

reward not only optimizes detection speed but also
helps the model identify the optimal time for mak-
ing accurate distinctions. This balance between
speed and precision results in more effective early
grooming detection.

eSPD Error Analysis Figure 6 compares the
early detection result of SBERT-base and SCoRL on
the same conversation example data. The conver-
sation follows a typical LCT progression: it starts
with PI, moves into G, and eventually reaches the A
stage, where the predator reframes sexual activities
as a learning experience while attempting to isolate
the victim, as described in (McGhee et al., 2011).
SBERT-base triggers early detection prematurely on
non-risky utterances. In contrast, SCoRL accu-
rately halts during the G stage, leveraging more
contextual information, effectively detecting risk
before the predator reaches the target. Notably,
SCoRL does not simply react to sexual terms; in-
stead, it identifies distinct online grooming strate-
gies that differentiate predatory behavior from gen-
eral conversations. This ability is further demon-
strated in Appendix B, where SCoRL avoids false
positives in hard negative normal conversations,
even when sexual terms are present.

7 Conclusion

In this work, we revisited eSPD by incorporating
turn-level risk labels to enhance detection accu-
racy. We introduced the SCoRL model, designed to
identify optimal early detection points using these
fine-grained labels, along with a novel evaluation
method for turn-level eSPD. Utilizing a dataset
annotated with a turn-level risk label based on
LCT, we first trained a sub-optimal model using
SFT and then improved it by applying our speed-
control rewarding mechanism through the REIN-
FORCE algorithm. Our approach outperformed
existing SOTA models, demonstrating the effec-
tiveness of turn-level labels and the speed-control
reward. Through extensive experiments, we not
only validated the quantitative improvements but
also showcased the qualitative advantages of our
method.

8 Limitations

One limitation of our approach is the variability in
the flow of grooming strategy. While online groom-
ing tends to follow similar overarching patterns,
the progression of strategies can change fluidly de-
pending on the dynamics between the predator and
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the victim. However, the current dataset, which
includes only 77 conversations with turn-level strat-
egy annotations in the training set, is insufficient to
capture the full range of strategic variations. More-
over, ethical concerns arise hiring annotators due to
the inherently harmful and toxic nature of the con-
tent. Additionally, our current labeling framework
focuses solely on the predator’s strategy without
considering the victim’s state or dialogue acts in
response. Incorporating such labels could provide
richer context and more valuable insights for im-
proving early sexual predator detection (eSPD).

Ethics Statement

Early sexual predator detection (eSPD) is a highly
sensitive topic, requiring a careful discussion of the
potential implications of such research, the datasets
used, and the readiness of eSPD models for real-
world applications. The stakes are particularly high
for individuals whose conversations are analyzed
by eSPD systems. Any deployment of eSPD in
live chat systems would involve interaction with
vulnerable populations, such as minors, who must
be rigorously protected. Both false-negative and
false-positive predictions could have serious conse-
quences—either by failing to protect a child or by
falsely accusing an innocent chat partner. Online
grooming is illegal in many countries, as are any
forms of sexual interaction with minors. In several
countries, even obtaining logs of chats involving
sexual content with minors is prohibited, making
the acquisition or use of real-world data impossi-
ble outside of criminal investigations. Nonethe-
less, online grooming is a real and present issue,
underscoring the importance of research aimed at
preventing or mitigating it. For this study, we did
not create any new data or conduct experiments
involving human subjects. Furthermore, we did not
develop or distribute any generative models using
ethically sensitive data.
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A Computational Cost in SCoRL

During inference, the model processes approxi-
mately one turn in 23 ms on a single RTX 3090
GPU, utilizing about 1 GB of GPU memory (with
a total of 125M parameters). This highlights that
the model is computationally efficient and suitable
for real-time deployment in real-world systems. In
RL training, the model requires one RTX 3090
GPU and completes training on the full dataset in
approximately 5 hours.

B False Positive Error in Normal Chats

This section examines the false positive errors of
previous methods in normal chat settings. In nor-
mal conversations, a turn-level eSPD system should
not trigger early detection until the conversation
ends. However, Figure 7 shows that the previous
approach incorrectly triggers early detection on
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its a song actually
ooooooooh i see

you should listen to it, u will not be sorry!

are you writing an essay there?

what? i was waiting for u to respond

oh, it said you were typing

but it's a sunday"

i do like the friday song

well, only me who memorize all…

SCoRL: waiting until end of the dialogue

Figure 7: This analysis compares early detection perfor-
mance between two models in a normal conversation.
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how u doin

fine!

and u?
im fine ty

im 28 m

wt if u see cam 2 cam

hi
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where are you from

Em no cyber *** is ***

That’s also ***

u wanna play truth and dare

SCoRL: waiting until end of the dialogue

Figure 8: This analysis compares the early detection
performance of two models in a hard negative normal
conversation.

non-risky turns, whereas SCoRL correctly waits un-
til the conversation concludes. Additionally, Figure
8 presents a hard negative case—a cybersex conver-
sation between consenting adults. Such cases are
particularly challenging, as they make it difficult
to differentiate online grooming from consensual
adult interactions. While the previous model also
fails to wait until the end, SCoRL successfully re-
frains from premature detection, demonstrating its
improved ability to handle difficult scenarios.
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