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Abstract

Generating insightful and actionable informa-
tion from databases is critical in data analy-
sis. This paper introduces a novel approach
using Large Language Models (LLMs) to au-
tomatically generate textual insights. Given
a multi-table database as input, our method
leverages LLMs to produce concise, text-based
insights that reflect interesting patterns in the
tables. Our framework includes a Hypothesis
Generator to formulate domain-relevant ques-
tions, a Query Agent to answer such questions
by generating SQL queries against a database,
and a Summarization module to verbalize the
insights. The insights are evaluated for both
correctness and subjective insightfulness using
a hybrid model of human judgment and auto-
mated metrics. Experimental results on pub-
lic and enterprise databases demonstrate that
our approach generates more insightful insights
than other approaches while maintaining cor-
rectness.

1 Introduction

In an era of data-driven decision-making, the ability
to extract insights from complex databases has be-
come increasingly important (Jahns, 2013; Steiner,
2022). These insights provide meaningful and ac-
tionable information derived from raw data. In-
sights are often derived through statistical, analyt-
ical, and computational methods. For example,
given the database in Figure 1, a valuable insight
would be “Higher percentages of students eligible
for free or reduced-price meals (FRPM) correlate
with lower average SAT scores in reading, math,
and writing.”

Insights are essential to make informed decisions.
This is crucial in business contexts, healthcare, or
scientific research, where better insights lead to
more effective outcomes and advancements (Khan,

2024; Abdul-Azeez et al., 2024; Daraojimba et al.,
2024).

Generating insights traditionally requires signif-
icant manual effort. Analysts must meticulously
preprocess, explore, and refine the data. It also re-
quires specialized knowledge of the domain to ana-
lyze and interpret the data, further complicating the
task. This makes the process both time-consuming
and resource-intensive (Arora and Malik, 2015;
Bean, 2022).

There have been multiple proposals for automat-
ing data analysis tasks (Ma et al., 2023; Ding et al.,
2019; OpenAI, 2024a; LangChain, 2024b). How-
ever, their outputs are not as insightful as human-
crafted insights. They often only operate on single
tables and require pre-cleaned data or user-defined
goals, which limit their applicability to real-world
use cases.

Our approach introduces a novel framework
leveraging Large Language Models (LLMs) to au-
tomatically generate insights. However, the pro-
cess of extracting valuable insights from raw data
with LLMs is non-trivial. First, LLMs have lim-
ited context size and cannot be fed with entire
databases (Pawar et al., 2024). Second, LLMs still
struggle in processing structured data (Li et al.,
2024a). Because of these issues, we adopt an agen-
tic approach, where external tools (SQL scripts,
in our case) are used by the LLM to handle struc-
tured data. While this is a popular solution, ex-
isting methods mostly produce “shallow” insights,
such as the identification of simple trends or out-
liers (OpenAI, 2024a; LangChain, 2024b). As de-
picted in Figure 1, our idea is to obtain richer in-
sights by first creating high-level questions over
the database. Those questions are more complex
than the insights that can be directly generated by
the LLM. We exploit the fact that LLMs are able
to split a question down into simpler ones that can
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This database consists of three
main tables: schools, satscores,
and frpm. Each table contains a
variety of columns with specific

data formats and [....]

  CREATE TABLE frpm (
     CDSCode TEXT not null
        primary key,
     'Academic Year' TEXT null [...]

Hypothesis
Generator

Query Agent

Summarizer

The
average

SAT scores
vary across

different
counties as
follows: [...]

What is the
correlation
between

FRPM and
SAT

scores?

How do the
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There is a
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between

FRPM and
SAT scores,

[...]

Higher
percentages of
students eligible

for FRPM
correlate with

lower SAT
scores. Charter
schools, which
have a higher

average FRPM
[...]

... ...

DB Description

DB Schema

DB Sample Rows

Generated Insight2014 01 10017
2014 01 10018
2014 01 10021

2014 01 10017
2014 01 10018
2014 01 10021

CDS
Code Year County

Code
School
Code

109835 2014 01 10017
112607 2014 01 10018
118489 2014 01 10021

Figure 1: Overview of our approach: the Hypothesis Generator generates interesting, high-level questions, the
Query Agent answers them using SQL scripts, and the Summarization module aggregates the results into an insight.

be turned into SQL scripts and validated over the
database. Finally, the query results are aggregated
into a textual insight.

The generated insights are evaluated using a hy-
brid approach that combines human judgment with
automated metrics, ensuring a rigorous assessment
of both correctness and insightfulness. Experi-
ments on public and real company databases show
that our solution clearly outperforms existing al-
ternatives in terms of insightfulness of the output
texts.

2 Preliminaries

We first introduce Text-to-SQL as it plays a key
role in our solution. We then define insights and
the criteria for evaluating them.

2.1 Text-to-SQL

A database D is defined as a set of ta-
bles Ti, each table is a set of tuples Ti =
(tj1, tj2, . . . , tjn) | j ∈ 1 . . .m with j representing
the columns of the table. A query q is a mapping
between a list of input tables and an output table,
such that q : T0 × . . .× Tk → TO, where q is a se-
quence of operations, denoted as Q = fn ◦ . . . ◦ f0.
Each fi consists of relational operations (e.g., pro-
jection, selection, join), set operations (e.g., union,
intersection), and set functions (e.g., sum, average).
The result of applying query q on database D is
denoted as q(D) = R, where R is the resulting
table.

The objective of Text-to-SQL can be defined
as: min dist(qgen(D), qGT (D)), where qgen is the
query generated by the model, qGT is the ground
truth query, which answers the question, and dist
is a distance function between the resulting tables.

2.2 Insights

We define an insight I as a short text derived from a
database D. We set that it should not be longer than
3 sentences based on experiments with our product,
which indicate that longer text is less effective in
maintaining reader interest.

Insights are derived using information from a
subset or derivation of the database f(D). For ex-
ample, f(D) can be the result of one or more SQL
queries over D or a transformation of D through
code. In addition to f(D), the input includes tex-
tual information info: {f(D)} ∪ info → I , with
info = {Dinfo, Dschema}, i.e., Dschema contains the
schema and a sample of rows of each table of D
(DB Schema and DB Sample Rows in Figure 1);
Dinfo is a textual high-level description of (i) the
database, (ii) each table, (iii) the columns in each ta-
ble (DB Description in Figure 1). If not available in
the database catalog, This Dinfo is LLM-generated
with a prompt (Appendix E.1), following the "ver-
bose prompt" strategy (Sun et al., 2024).

2.2.1 Insightfulness

Insightfulness is a subjective metric of insights
based on human judgment. It is hard to quan-
tify objectively. This is due to insightful-
ness being case, domain, and user dependent.
The metric is based on a set of implicit met-
rics {M0(I, U), . . . ,Mn(I, U)} (e.g., actionabil-
ity, relevance, novelty, . . . ) driven by expertise
and KPIs. These metrics cannot be explicitly cal-
culated given only D as input and must be esti-
mated by the user U , weighted by their preferences
{wM0 , . . . , wMn}. We then define insightfulness
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of an insight to a user as:

insightfulness(I, U) =

∑n
i=0wMi ·Mi(I, U)∑n

i=0wMi

2.2.2 Correctness
Insights can be composed of one or more claims
Ci. Claims are factual statements that have a truth
value TV that can be proven true or false, thus
TV (Ci) ∈ {0, 1}. We then define the correctness
of I as the mean of the truth value of each of its
claims:

correctness(I) =
1

n

n∑

i=0

TV (Ci)

3 Problem Definition

The main objective of this work is the generation
of short texts that are both insightful and correct
(Sections 2.2.2 and 2.2.1).

Depending on the context, insightfulness and
correctness might have different importance. We
define the weighting factor α in the resulting func-
tion. The objective is to maximize the weighted
harmonic mean:

O = max
1

α
insightfulness +

1−α
correctness

By default, we assign insightfulness and correct-
ness the same importance (α = 0.5).

4 Proposed Architecture

We generate insights with a 3-step architecture, as
in Figure 2, that (1) generates high-level questions
and splits each of them into simpler subquestions
that are easier to answer, (2) then answers and val-
idates them using SQL to (3) finally post-process
them into the final insight.

4.1 Hypothesis Generator
The Hypothesis Generator uses a multi-step ap-
proach to generate questions that are both interest-
ing and easy to answer for the given database. It
is composed of two elements. A high-level gener-
ator HL-G that uses a prompt (Appendix E.2) to
generate overarching questions hi. The high-level
generator uses a short description of the database
(short(Dinfo)) that we shorten to prevent constrain-
ing the model’s response with database details, en-
abling more exploratory questions within the do-
main:

HL-G(short(Dinfo)) → h0, . . . , hn

A low-level generator LL-G splits the high-level
question hi into subquestions sij . By using specific
prompting (Appendix E.2) and the full description
and schema of the database as input, we constrain
the model to formulate more precise and concrete
questions, which are easier to answer in the next
step:

LL-G(hi, Dinfo, Dschema) → si0, . . . , sim

4.2 Query Agent
Our work employs SQL queries instead of pandas
to overcome the speed, storage, and scalability lim-
itations of dataframes. The Query Agent QAgent
generates a SQL query qij and resulting tables Rij

(qij(D) = Rij) to answer the subquestions using
the database information and schema:

QAgent(sij , Dinfo, Dschema) → qij

The objective of the QAgent is to minimize
dist(qij(D), q∗ij(D)), where q∗ij is the ground truth
query and dist is a distance function between tables
based on the cell metrics in (Papicchio et al., 2023).
More concretely, we define dist as the harmonic
mean of the metrics cell-precision and cell-recall,
dist = 2·cell-precision·cell-recall

cell-precision+cell-recall .
Queries are then verbalized verb(Rij) in natural

language with a prompt (Appendix E.6) to answer
sij . They are then validated using LLM evaluation
functions that use an LLM score, scorea of answer
relevance and answerability (Lin and Chen, 2023),
to remove questions with a score under a threshold
τa

1.

4.3 Summarization
The Summarization step summarizes (summ) the
verbalized answers to generate the Insight:

summ(verb(Ri0), . . . , verb(Rim)) → I ;

Algorithm 1 Iterative Reflection Based on Verb
Relations
1: i← 0
2: while scoreh(I, {verb(Ri0), . . . , verb(Rim)}) ≥ τa

and i < maxit do
3: reflect(I, {verb(Ri0), . . . , verb(Rim)})→ I
4: i← i+ 1
5: end while
6: return I

1The experimentally determined value of τa is 0.7 for both
answerability and relevance, effectively filtering most low-
quality answers while retaining a sufficient number of relevant
ones.
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D
This database consists of

three main tables: schools,
satscores, and frpm. Each
table contains a variety of
columns with specific data

formats and [....]

  CREATE TABLE frpm (
     CDSCode TEXT not null
        primary key,
     'Academic Year' TEXT
        null, [...]

DB Description

DB Schema

DB Sample Rows

2014 01
2014 01
2014 01

2014 01
2014 01
2014 01

CDS
Code Year County

Code

109835 2014 01
112607 2014 01
118489 2014 01

Generated
Insight

This database provides detailed
profiles of schools, including their
characteristics, SAT scores [...]

Summarize

LLM Filter

LLM Filter

High
Level
Gen

Figure 2: Proposed Architecture: The High-Level Generator generates questions using a short description , the
Low-Level Generator splits each question into subquestions that are easier to answer by giving all the database
details. The Query Agent uses SQL queries to answer those questions and validates them with LLM evaluation.
Finally, the Summarizer aggregates the answers into a short insight and iteratively removes hallucinations to generate
the final result.

Each generated insight is post-processed to filter
out possible hallucinations, as detailed in Algo-
rithm 1. An evaluation function scoreh is used to
measure an LLM hallucination score by splitting
the insight into different claims and using a LLM
to generate a score based on the contradictions be-
tween them and the answers verb(Rij) (Liu et al.,
2023). The summary uses reflexion (Shinn et al.,
2023) to iteratively correct the summary until the
LLM hallucination score is under a threshold τh

2

or exceeds an iteration limit maxit.

5 Evaluation

Our proposed framework was evaluated on both
insightfulness (Section 2.2.1) and correctness (Sec-
tion 2.2.2) using a combination of human and LLM
evaluation.

5.1 Experimental Setup

Datasets. We generated a private dataset from the
company’s internal data. This is used to evaluate
the approach in real-world, proprietary contexts. It
also allows for in-depth evaluation using domain
experts from the company.

• private_sales: internal sales and sales fore-
casting data; it has 3 tables with 16-49
columns (median of 17).

We also employ a set of public datasets to en-
sure reproducibility and for a broader evaluation
in a range of domains. These datasets a sampled
from the BIRD benchmark (Li et al., 2023), which

2The value of τh has been experimentally determined at
0.9 to ensure rigorous hallucination removal.

is composed from real data sources spanning 37
domains (Volvovsky et al., 2024).

We focus on a subset rather than the entire
database benchmark to manage costs, as the cor-
rectness evaluation requires specialized human
judgment. In the sampling process, we ensured
thematic and structural variety across the databases
by including:

• california_schools: education data in the
state of California; it has 3 tables with 11-49
columns (median of 29).

• codebase_community: data from posts in the
social media platform Reddit; it has 8 tables
with 4-21 columns (median of 6).

• debit_card_specializing: card transactions
data in the fuel industry; it has 5 tables with
2-9 columns (median of 3).

• european_football_2: football data with
teams, players, and matches; it has 7 tables
with 2-115 columns (median of 7).

• student_club: data from a student club with
financial data, attendance metrics and events;
it has 8 tables with 2-9 columns (median of
6).

LLMs. All methods use the same base model,
GPT4o (OpenAI, 2024b), to have a fair compar-
ison between them. We use GPT4o because of
its effectiveness in generating structured outputs
with Function Calling (OpenAI, 2024). The aver-
age cost of generating an insight with our method
amounts to 63 cents, which significantly reduces
the cost from manual insight generation of $140,
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i.e., the average estimated cost at our own company
for a human-crafted insight (see Appendix G for
more details). Also, potential decreases in LLM
processing costs in the future will further reduce
the cost of the system.

For the Text-to-SQL model, we adopt the Lang-
Graph Sql Agent (LangChain, 2024a). Following
best practices to generate the queries (Rajkumar
et al., 2022), the schema and 3 sample rows are
given to the model.

Baselines and Models. We compare our solution
against a set of baselines.

• GPT-DA: Insights are generated using the
ChatGPT data analysis functionality with the
prompt detailed in Appendix E.4. It takes as
input a CSV file and uses pandas code genera-
tion to output insights (OpenAI, 2024a).

• Quick: Insights are generated using Quick-
Insights from MS PowerBI (Microsoft). Re-
sults are obtained from pre-joined if possible.
If not, from random individual tables (Ding
et al., 2019).

• Serial: Insights are generated by serializing
a subset of the database into an HTML ta-
ble due to context windows limitations in the
LLMs (Pawar et al., 2024), which is then
fed into the LLM prompt detailed in Ap-
pendix E.4.

We also evaluate variations of our architecture
described in Section 4 as an ablation study.

• High-Level Insights (HLI): Insights are gen-
erated with high-level and low-level questions
as described in Section 4.

• High-Level Insights without Summariza-
tion of the description (HLI-WS): Same ar-
chitecture as the HLI method, but the High-
Level Generator uses the full database descrip-
tion as an input, instead of a short summary.

• High-Level Insights without High-Level
(HLI-WH): Insights are generated directly
with low-level questions, without high-level
questions.

As detailed in Appendix B.2, the number of gener-
ated insights varies across different methods, influ-
enced by characteristics of each method, like filter-
ing or data preprocessing. Some methods like HLI,

HLI-WH or HLI-WS have stricter filtering, lead-
ing to fewer total insights (30-40 in total), while
existing methods have a slightly higher number of
insights (40-50).

5.2 Insightfulness Evaluation
Due to the difficulty of measuring
insightfulness(I, U), we use a relative mea-
sure to better estimate it. We define a ranker
R(U, IA, IB) that classifies the insight with the
most insightfulness such that:

R(U, IA, IB) =





IA if insightfulness(IA, U) >

insightfulness(IB, U)

IB otherwise

We then define the insightfulness based on an
Elo rating system as follows:

insightfulness(I, U) =

Elo(I | R0(U, IA0, IB0), . . . , Rk(U, IAk, IBk)) ;

Where the Elo rating of I is based on a list
of pair-wise insight comparisons from the ranker
R0(U, IA0, IB0), . . . , Rk(U, IAk, IBk). For exam-
ple, the insight “Higher percentages of students
eligible for free or reduced-price meals (FRPM)
correlate with lower average SAT scores in reading,
math, and writing.” would get a better score than
“Los Angeles County has the highest number of
students eligible for free meals, totaling 898,610
students.”.

All compared insights are sampled from a uni-
form distribution:

IA0, IB0, . . . , IAk, IBk ∼ Uniform({I0, . . . , In})

The Elo score has proven useful in translat-
ing subjective pairwise comparisons into numeric
scores to rank LLM performance (Chiang et al.,
2024; Askell et al., 2021; Boubdir et al., 2023).
After each insight comparison, the ranking R for
each of the models A is updated in relation to the
other model B based on the result of the compari-
son (SA = 1 if R(U, IA, IB) = IA ;SA = 0 else),
using the formula

R′
A = RA +K · (SA − EA)

where EA is the expected score of the model ac-
cording to the formula:

EA =
1

1 + 10(RB−RA)/400

566



In our implementation, we assigned each model
an initial rating of 1000 and a k-factor K of 4 to
stabilize the Elo ratings and avoid biases towards
recent games (LMSys, May 22, 2023)3. However,
Figure 3, 4 and 5 represent 95% confidence inter-
vals with bootstrapping using different order of the
comparisons. In those cases, we use a k-factor of 8
for better visualization to get slightly bigger inter-
vals, as it has minimal effects on the final ordering
after 100 comparisons, more details reported in
Appendix D.

Models

900

925

950

975

1000

1025

1050

1075

EL
O 

Sc
or

e

HLI
Serial
HLI-wH
HLI-wS
GPT-DA
Quick

Figure 3: Human Elo Bootstrap Confidence Intervals
(95%) in the database private_sales. Each bootstrap
sample has a different order of comparisons.

Human Evaluation. For the human evaluation, we
tasked a domain expert with performing 100 com-
parisons between insights generated by different
methods on the private dataset. The human evalua-
tion for correctness and insightfulness metrics was
conducted separately, with a domain expert dedi-
cating approximately one hour to evaluate insight-
fulness. As shown in Figure 3, our method, HLI,
achieves the best results in terms of insightfulness.
This comparison also works as an ablation test,
showing the importance of the high-level and low-
level question split (HLI-WH), as the split allows
for deeper high-level questions that are answered
through different perspectives with each subques-
tion. We also show that giving less information
to the high-level generator (HLI-WS) allows for
better insightfulness, as the high-level questions are

3Intuitively, the rating differential between two LLMs acts
as a predictor for the comparison outcome. For two LLMs
with identical ratings, they are expected to achieve an equal
number of victories. If an LLM’s rating exceeds its opponent’s
by 100 points, the first LLM is predicted to win 64% of the
time. If the rating differential is 200 points, the expected
winning percentage for the higher-rated LLM rises to 76%.

less constrained due to not knowing the details of
the database, allowing for more exploratory ques-
tions.

LLM Evaluation. To scale the evaluation of dif-
ferent insight generation models over a range of
domains, we propose a new LLM-based evalua-
tion model (the prompt for this task is reported in
Appendix E.8).

Metric Eval 1 Eval 2 Eval 3 Eval 4 LLM Eval

F1 score 0.750 0.774 0.702 0.748 0.778
Pearson 0.970 0.975 0.945 0.990 0.997

Table 1: Comparison of similarity metrics across results
of the human (Eval 1, Eval 2, . . . ) and LLM (LLM
eval) evaluators against the results of the domain expert.
The table shows the F1 scores (across individual insight
comparisons) and Pearson correlation coefficients (of
the final ELO score of all models) between evaluators
and domain expert on the private dataset.

Models
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HLI-wH
HLI-wS
Serial
GPT-DA
Quick

Figure 4: LLM Elo Bootstrap Confidence Intervals
(95%) in the database private_sales. Each bootstrap
sample has a different order of comparisons.

To evaluate the capability of the LLM-based
model, we also tasked four non-domain experts
to solve the same task of comparing the same 100
insights of the private_sales database. Then, the
LLM evaluator (using the prompt from the Ap-
pendix E.8) was tasked with the same objective,
with the results in Figure 4. As seen in Table 1,
the LLM evaluator reports better similarity with
the domain expert both in the insight-to-insight F1
score and in the end-to-end Pearson correlation be-
tween Elo scores. Higher scores and correlations
suggest better agreement with the domain expert,
thus the LLM evaluator can be used reliably to
assess insightfulness.
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Figure 5: LLM Bootstrap Confidence Intervals (95%) in public BIRD databases. Each bootstrap sample has a
different order of comparisons.

Figure 5 shows the results of the LLM evaluation
of insightfulness on all public databases. Overall,
all methods based on our approach perform better
than baselines, with HLI clearly at the top and
Quick performing the worst.

5.3 Correctness Evaluation

Following the correctness definition from Sec-
tion 2.2.2, the truth value of each insight is the
mean of the truth value of its claims scoring 1
when true and 0 when false. Some claims that
contain multiple subclaims have been evaluated as
a
b , where b is the number of subclaims and a, the
number of correct ones.4 We consider the score
of each method to be the mean correctness of the
evaluated insights from that method.

Human Evaluation. To evaluate correctness in
the generated insights, a sample of 5 insights per
database was hand-evaluated by the authors for
each method (a total of 321 claims).

Figure 6 illustrates the correctness evaluation
across different databases for every method. Quick
gets perfect correctness across all databases due to
its design. HLI-WS and HLI show slightly lower
results, but still consistently correct overall; HLI-
WH has a slightly lower correctness. Finally, Se-
rial and GPT-DA get the lowest scores, with high
variability. Overall, method HLI-WH gives the
best tradeoff between correctness and insightful-
ness over most databases. This can be seen in
Figure 7, which represents the performance of each
model on a database as a point in a plot, where
the x-axis corresponds to the insightfulness and
the y-axis to correctness. The methods are then
represented as polygons, with a point representing

4For example, the claim “The top 5 products are Nafta,
Natural, Diesel, Myt Vozidel, and Diesel” has a truth value of
a
5

, where a is the number of correct products.

HLI HLI-wS HLI-wH Serial GPT-DA Quick

Baselines and Models
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Figure 6: Average correctness per insight of all models
across all databases. All evaluations with a total score
of 0 correctness are due to having insights that have no
truth value in relation to the data. For example an insight
like the following: “Identifying users who frequently
switch roles can help in creating targeted engagement
strategies.” suggests potential action that cannot be
evaluated with data from the database.

the average performance, and an area represent-
ing the variability of its performance on different
databases. Both HLI and HLI-WS have consistent
results on the top-right part of the diagram, sug-
gesting better performance, with HLI being more
insightful overall and HLI-WS being slightly more
correct. This aligns with the hypothesis that giving
more information to the High-Level generator (as
in HLI-WS) constraints the space of possibilities,
making questions that are easier to answer but less
insightful.

Additionally, a manual review of 58 randomly
sampled summaries and answers generated by our
method revealed no hallucinations by the LLM
when summarizing or transcribing the results of
the generated SQL queries. The most common
source of errors stemmed from semantic parsing
issues.
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Figure 7: Dual evaluation of insightfulness (x-axis) and
correctness (y-axis). Each polygon represents the perfor-
mance variability of a model across different databases,
with each point corresponding to the evaluation of one
database. Larger polygon areas suggest greater variabil-
ity across different domains and databases.

6 Related Work

We first position our work w.r.t. the literature on
insight generation. We then discuss Text-to-SQL
and how it is relevant to our solution.

Automatic Insights. Several models have been
proposed for insight generation from tabular data,
such as InsightPilot (Ma et al., 2023), QuickIn-
sights (Ding et al., 2019), OpenAI Data Anal-
ysis (OpenAI, 2024a), or Langchain’s Pandas
Agent (LangChain, 2024b).

These works propose different definitions of
insights. Some approaches consider insights de-
rived from predefined templates (Law et al., 2020)
populated with aggregate measures across sub-
sets of tables. The generation of these insights
is done either with a mining framework based on
metrics (Ding et al., 2019) or using an LLM to
guide the process (Ma et al., 2023). Although
this approach offers several strengths, including
providing visual data and ensuring factual correct-
ness, it also presents certain limitations. Other
approaches (OpenAI, 2024a; LangChain, 2024b)
directly leverage LLMs to generate code to obtain
insights. These methods are often specialized in
single-step data analysis tasks (for example, calcu-
lating a correlation or doing some regression task)
based on very concrete user instructions. All pre-
vious approaches are based on one or more of the
following assumptions and limitations:

• Some approaches have only been tested on
simple table structures and have not been

evaluated on multi-table databases (Ma et al.,
2023; Ding et al., 2019; OpenAI, 2024a;
LangChain, 2024b).

• Some approaches require a user-defined goal
(for example, “Show me interesting trends in
mathematics scores for students”) to guide the
insight generation process (Ma et al., 2023;
Ding et al., 2019; OpenAI, 2024a; LangChain,
2024b).

• Some approaches are template-based and re-
quire clean data that has been filtered and
descriptive naming in columns (Ding et al.,
2019). For example, the insight “[Sub-
ject]=[Math] has an increasing trend over
[Time]” becomes meaningless if the place-
holders lack descriptive names or if they are
irrelevant to the context, e.g., finding trends
on IDs or telephone numbers.

Text-to-SQL. Text-to-SQL is one of the most pop-
ular approaches for enabling natural language inter-
faces (NL) to databases. It consists of converting
NL questions into valid SQL queries, where the
result of the query is a set of tuples that answer the
question.

The advent of LLMs has facilitated the devel-
opment of complex architectures, such as LLM
chains and agentic flows, which have significantly
enhanced the efficacy of Text-to-SQL systems (Tai
et al., 2023; Li et al., 2024c; Gao et al., 2023;
Pourreza and Rafiei, 2023). Our work employs
such architectures to facilitate the automatic gener-
ation of insights from databases via automatically
generated SQL queries. While there is evidence
that Text-to-SQL systems struggle with proprietary,
large schemas (Chen et al., 2024; Papicchio et al.,
2023), there are promising solutions to tackle this
problem with prompt compression (Li et al., 2024b;
Corallo and Papotti, 2024).

7 Conclusions

We have introduced a new method to generate in-
sights from multi-table databases. We proposed
an architecture that generates interesting questions,
breaks them into more easily answerable subques-
tions, answers them with automatic SQL queries,
and summarizes all results into a final insight. We
evaluated the insightfulness and correctness of our
method using human and LLM evaluation against
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three baselines and two variations. We demon-
strated that our method achieves better and more
consistent results on these two metrics.

For future research, the model’s evaluation could
be extended to encompass a broader range of do-
mains or data sources (e.g., textual documenta-
tion using RAG, Knowledge Graphs or Internet
search). Also, there are techniques that might en-
hance the performance, such as k-shot learning or
prompt learning techniques (Yuksekgonul et al.,
2024). Finally, an interactive exploration of the
insight search space could lead to better outputs
with a limited effort, for example by extending the
solution to consider user feedback on early results.

8 Limitations

Generated insights are not always perfectly correct,
which in some contexts may lead to unexpected
decisions. This effect can be alleviated by reduc-
ing database complexity or with future models that
have better results on the Text-to-SQL task. Ad-
ditionally, the architecture of the model involves
a lot of LLM calls, which can have downsides in
terms of cost (see Appendix G for more details).
Although different domains have been evaluated,
our effort is still limited by cost and some domains
have not been covered. Finally, only English in-
sights have been generated and our architecture has
only been evaluated with one LLM.

9 Ethical Considerations

The use of LLMs for generating automatic data
insights presents several ethical challenges.

A primary concern in all works that use LLMs
is the potential risk of biases, as large datasets may
inadvertently reinforce societal prejudices. We also
need to account for its environmental impact, due
to the high computational demands of LLMs.

There is also a risk of misuse of our system,
as generated insights with our framework may be
exploited for unethical purposes, such as manipula-
tion or surveillance.

Another risk of our system is its implementation
in real-life scenarios. Automated systems should
not be used to deflect responsibility in decision-
making contexts, they should be used as a support-
ing tool. Finally, there is a risk of job displacement,
as reliance on AI may reduce the need for human
analysts in the long term.
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A Example of an Insight

Generated by High-Level Insights
Insight: Higher percentages of students eligi-

ble for free or reduced-price meals (FRPM) cor-
relate with lower average SAT scores in reading,
math, and writing. Charter schools, which have
a higher average FRPM eligibility (61.07%), also
show lower SAT scores compared to non-charter
schools. This indicates a strong link between so-
cioeconomic status and academic performance.

High-Level Question: What are the trends in
academic performance across different socioeco-
nomic groups?

Subquestions:

• Are there significant differences in SAT per-
formance between charter schools and non-
charter schools, particularly in relation to their
students’ socioeconomic status?

• How do the average SAT scores in reading,
math, and writing vary across different coun-
ties?

• For schools with a high percentage of stu-
dents eligible for free or reduced-price meals
(>70%), what is the average number of stu-
dents scoring 1500 or above on the SAT?

• What is the correlation between the percent-
age of students eligible for free or reduced-
price meals and the average SAT scores in
reading, math, and writing?

B Dataset Details

B.1 Dataset License

The generated dataset of insights is licensed under
CC BY-SA 4.0 (Creative Commons, 2013). This
dataset is intended for research purposes.

The released dataset does not contain any per-
sonal or confidential information and is fully de-
rived from public data (Li et al., 2023). All gener-
ated insights are in English.

B.2 Number of insights

Model HLI HLI-wS HLI-wH Serial GPT-DA Quick

california_
schools

7 9 10 9 9 10

codebase_
community

9 6 9 9 10 6

debit_card_
specializing

7 5 10 9 10 10

european_
football_2

7 5 6 9 10 10

private_
sales

6 6 7 9 10 9

student_
club

6 6 10 9 10 10

Table 2: Number of insights generated per database for
each method.

Table 2 shows that the number of generated insights
varies from method to method because of different
reasons:

• HLI, HLI-WS and HLI-WH: Because of the
LLM evaluation functions which filter final
insights if they get a low score.

• GPT-DA: In one instance the model only gen-
erated 9 insights even when explicitly it was
told to generate 10.

• Quick: The model was either impossi-
ble to pre-join (private_sales) or the pre-
joined table only generated 1 number (code-
base_community). In both cases, insights
were drawn from randomly sampled individ-
ual tables.
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B.3 Number of subquestions

Model HLI HLI-wS HLI-wH Serial GPT-DA Quick

california_
schools

3.71 4.78 1.00 1.00 1.00 1.00

codebase_
community

3.89 1.83 1.00 1.00 1.00 1.00

debit_card_
specializing

4.00 2.20 1.00 1.00 1.00 1.00

european_
football_2

2.14 3.00 1.00 1.00 1.00 1.00

private_
sales

2.00 1.83 1.00 1.00 1.00 1.00

student_
club

3.00 3.50 1.00 1.00 1.00 1.00

Table 3: Average number of subquestions generated for
each insight

The average number of subquestions generated by
each insight is presented in Table 3.

B.4 Insight length

Model HLI HLI-wS HLI-wH Serial GPT-DA Quick

california_
schools

424.0 412.0 270.2 207.89 226.78 89.0

codebase_
community

349.11 298.5 177.78 271.44 199.0 87.0

debit_card_
specializing

438.86 332.8 213.6 246.89 218.7 104.6

european_
football_2

297.57 323.4 217.33 307.78 211.1 60.9

private_
sales

423.83 314.0 242.29 350.33 99.0 90.56

student_
club

270.0 257.83 118.10 296.22 471.67 55.25

Table 4: Average number of characters per insight

The average length in characters for each insight is
presented in Table 4.

C Evaluation Details

C.1 Instructions
Instructions for the evaluators

You will receive a list containing pairs
of insights. Your task is to decide which
insight in each pair is more insightful based
on the provided insightfulness criteria:

Insightfulness measures the quality of an in-
sight. More concretely, it measures criteria
like

• How impactful/actionable the insight
is, if it can lead to any key actions and
what the impact of those actions would
be (ideally over measurable KPIs)

• How interesting and relevant is the in-
formation provided.

• How clear, precise and coherent the
insight is, how easily and accurately
can you understand the information it
provides

• . . .

All these criteria are subjective and may
vary based on your expertise, domain, and
specific interests. You’ll need to use your
judgement to assess which insight offers
more value based on these criteria.

Evaluation Process

1. Read both insights

2. Compare the insights and choose the
more insightful one

3. Write your chosen insight in the
Best_Insight column. Write “1” if you
choose the insight to the left and “2” if
you choose the one to the right

Additional Guidelines

• Correctness: The correctness of in-
sights will be evaluated separately. Do
not factor correctness into your evalua-
tion.

• Length Variability: Insights may vary
in length.

C.2 Evaluators Profile
C.2.1 Recruitment
All evaluators were recruited from our company.

C.2.2 Data Statement
The following is a self-reported data statement.

D ELO K-Factor Study

Figure 8 shows a study on the effect of the k-factor
hyperparameter on the ELO evaluation of our do-
main expert. We can see that higher k-factors pro-
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Figure 8: Study on the effect of the k-factor on the ELO evolution. We can see that 100 comparisons are enough to
grant convergence and stability. However, greater k-factors like 16 or 32 give more weight to the latest comparisons
(giving a better last ELO score to HLI-wH over Serial just for winning the latest comparisons).

Evaluator Age Gender Nationality Professional
Background

Expert
Eval

40-50 Female
Algeria/
Germany

Business
Impact Lead

Eval 1 30-40 Male Spain
AI

Engineer

Eval 2 20-30 Female Spain
AI

Engineer

Eval 3 20-30 Male Italy
AI

Engineer

Eval 4 20-30 Male USA
AI

Engineer

Table 5: Summary of Evaluators

vide faster but less stable convergence, with more
weight of the latest comparisons. With a k-factor
of 4 or 8, our study suggests 100 comparisons are
enough to converge into a final result. We can
see that a k-factor of 16 or 32 gives different fi-
nal ELO results (HLI-wH gets a better position
than GPT-DA) due to the increased weight of latest
comparisons.

E Prompts

E.1 Database Description

Prompt 1: Database Description Creation
Prompt

Given the following database create a de-
scription of the database in natural text ex-
plaining to a user the structure of the table
and the data it contains. Avoid html and give
raw text with all the explanations. Explain
the database, the tables and the columns in
each table.
{db_schema}

{db_sample_rows}

E.2 High-Level Insights Prompts

Prompt 2: High-Level Generator Prompt

Generate ten questions related to a user
that works as an analyst from the follow-
ing data sources: given a retail worker who
has to analyze customer data - what are the
customer trends, and what actions might
they need to take using data sources. The
user works with the following database: {ta-
bles_description}

Prompt 3: Low-level Generator Prompt

We have a platform for users that need to
analyse data.
We have access to these sql tables {tables}.
The tables have the following description
{tables_description}. We have the following
complex questions {questions}.
Generate subquestions that a user can use to
answer the complex question which might
be answered from these tables. The ques-
tions should be answered in the form of in-
sights that can be used to make decisions not
just information about some numbers.The
questions should be very verbose that if sum
is needed say sum and if average is needed
say average of certain columns. The ques-
tions should non sequential and can be exe-
cuted in parallel. You can use the following
schema as a reference: {schema}
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E.3 High-Level Insight without High-Level
(HLI-WH)

Prompt 4: Hypothesis Generator prompt

We have a platform for users that need to
analyse data.
We have access to these sql tables {tables}.
The tables have the following description
{tables_description}.
Generate ten questions related to customer
consumption data in the industry for the
user from the following data sources: The
questions should be answered in the form of
insights that can be used to make decisions
not just information about some numbers.
The questions should be very verbose that
if sum is needed say sum and if average is
needed say average of certain columns. The
questions should be non sequential and can
be executed in parallel. You can use the
following schema as a reference: {schema}

E.4 Baselines

Prompt 4: Hypothesis Generator prompt

We have a platform for users that need to
analyse data.
We have access to these sql tables {tables}.
The tables have the following description
{tables_description}.
Generate ten insights (3 lines long) related
to customer consumption data in the indus-
try for the user from the following data
sources: The insights must be used to make
decisions not just information about some
numbers.
You can use the following schema as a ref-
erence: {schema}
Data: {Data}

E.5 Short Database Description

Prompt 5: Hypothesis Generator prompt

Take the following database description and
return a brief (3 lines) description.
Your description must contain only a high-
level description of the database, avoid ex-
plaining tables.
###
Database description: {tables_description}

E.6 SQL Agent

The following prompt is from the langgraph sql
agent: (LangChain, 2024a)

Prompt 6: SQL Agent Prompt from Lang-
graph

You are an agent designed to interact with a
SQL database.
Given an input question, create a syntacti-
cally correct {dialect} query to run, then
look at the results of the query and return
the answer
Unless the user specifies a specific number
of examples they wish to obtain, always
limit your query to at most {top_k} results.
You can order the results by a relevant col-
umn to return the most interesting examples
in the database.
Never query for all the columns from a spe-
cific table, only ask for the relevant columns
given the question.
You have access to tools for interacting with
the database.
Only use the below tools. Only use the
information returned by the below tools to
construct your final answer.
You MUST double check your query before
executing it. If you get an error while ex-
ecuting a query, rewrite the query and try
again.
DO NOT make any DML statements (IN-
SERT, UPDATE, DELETE, DROP etc.) to
the database.
If the question does not seem related to the
database, just return “I don’t know” as the
answer.

E.7 Summarization Prompts

Prompt 7: Summarizer prompt

As an AI programmed to simulate an
expert-level business analyst, your task is to
construct a short strategic business insight
from provided data.

Could you please provide a concise and
comprehensive summary of the given text?
The summary should capture the main
points and key details of the text while
conveying the author’s intended meaning
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accurately. The length of the summary
should be around 3 lines, gathering the
main points and representing it in 3 lines.

The final insight should seem realistic
and actionable, serving as a powerful tool
for decision-makers to visualize potential
strategies and outcomes.

Your summary must follow this guidelines

• Don’t write insights longer than 3 lines
long.

• Avoid adding information or recom-
mendations that don’t come from the
context.

• Avoid enumeration of facts; reason the
high-level pattern from the data and
most important information.

• Mention the important data to support
the inferred high-level patterns.

• Avoid focusing on individual entities,
unless it’s for exemplifying a pattern.

• Provide information that is actionable,
not just random facts; it must only pro-
vide the interesting information.

• Avoid mentioning unimportant infor-
mation.

• You don’t need to mention all the in-
formation from the data, only the im-
portant one.

Remember to follow this instructions (after
doing the summary, recheck that your
summary followings them) or I will lose
my job :(

High-Level Question
{hlquestion}

Context
{low_level_answers}

Prompt 8: Summarization with reflection
prompt

Please reflect on your recent summarization
task. You will be provided with the context
and corresponding summary, alongside
with the score that the summary received
and its reasoning. You will need to produce
a new summarized strategic business insight
from provided data, considering the score
and the reasoning to improve the result.
Remember that the final insight should
seem realistic and actionable, serving as
a powerful tool for decision-makers to
visualize potential strategies and outcomes.

Avoid adding extra information or recom-
mendations. Focus on the data coming
from the context, but don’t just enumerate
it, reason and provide an actionable insight
for the user with the given task using the
information from the context.

###

Context:
{low_level_answers}

###

Summary:
{summary}

###

Score:
This summary was evaluated with a score
of: {score}

Reasoning:
The reasons for the score: {reasoning}

###

Guidelines for a Good Summary:

• Identify Key Points: Focus on the main
ideas and essential details of the origi-
nal text.

• Be Concise: Use clear and concise lan-
guage to convey the information.
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• Avoid Personal Opinions: Ensure the
summary is objective and free from
personal bias.

• Use Your Own Words: Paraphrase the
original text to avoid plagiarism.

• Maintain Coherence: Ensure the sum-
mary is well-organized and flows logi-
cally.

OUTPUT:
Produce an enhanced version of the sum-
mary. Consider the score and reason to
make it, it is important that this version is
different from the previous one.
Extremely important:

• Return a plain text as output, no html

• Don’t change any number, as I need
them as they are in the original context.

Please don’t modify the placeholders.

E.8 LLM ELO Evaluation of Insightfulness
This prompt has not been tuned using human data,
as that would involve an unfair advantage to the
model.

Prompt 9: ELO Insightfulness Comparison
Prompt

Compare and return what insight according
to the following criteria:
Insights must provide information that is:

• Insightful. The information must be
interesting and relevant.

• Actionable and impactful. The infor-
mation must lead to tangible follow up
actions and measurable outcomes

• Data driven. The information must be
concrete and derived from real data.

#####
For the output, only return the best insight
(either ’Insight 1’ or ’Insight 2’). No yap-
ping
#####
All insights are related to the database:
{tables_description}

#####
Insight 1: {insight1}
#####
Insight 2: {insight2}

F Database Descriptions

For our task we used database descriptions gener-
ated with LLMs to simulate the worst case scenario.
The following are the generated descriptions:

Description 1: california_schools

This database consists of three main ta-
bles: schools, satscores, and frpm. Each
table contains a variety of columns with
specific data formats and descriptions, pro-
viding detailed information about schools,
SAT scores, and free or reduced-price meal
(FRPM) eligibility.
**schools Table:**
This table provides comprehensive details
about schools, including their identification
numbers, status, location, contact informa-
tion, and characteristics. Key columns in-
clude:
- CDSCode: A unique identifier for each
school.
- NCESDist and NCESSchool: Identifica-
tion numbers that, when combined, form a
unique ID for each school according to the
National Center for Educational Statistics.
- StatusType: Indicates whether a school is
active, closed, merged, or pending.
- County, District, and School: Names of
the county, district, and school.
- Street, City, Zip, and State: Address details
of the school.
- MailStreet, MailCity, MailZip, and Mail-
State: Mailing address details, which may
default to the physical address if not pro-
vided.
- Phone and Website: Contact information
for the school.
- OpenDate and ClosedDate: The dates a
school opened or closed.
- Charter, CharterNum, and FundingType:
Information on whether a school is a charter
and its funding type.
- DOC and SOC: Codes indicating the dis-
trict and school ownership types.
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- EdOpsCode, EdOpsName, EILCode, and
EILName: Codes and names describing the
educational options and instruction levels
offered.
- GSoffered and GSserved: The grade spans
offered and served by the school.
- Virtual and Magnet: Indicators of whether
the school offers virtual instruction or is a
magnet school.
- Latitude and Longitude: Geographic coor-
dinates of the school.
- Administrative information: Names and
email addresses of administrators.
**satscores Table:**
This table focuses on SAT performance data
for schools, including:
- cds: A reference to the CDSCode in the
schools table.
- sname, dname, cname: The names of the
school, district, and county.
- enroll12: Enrollment numbers for 12th
grade.
- NumTstTakr: The number of students who
took the SAT.
- AvgScrRead, AvgScrMath, AvgScrWrite:
Average scores in reading, math, and writ-
ing.
- NumGE1500: The number of students
scoring 1500 or above on the SAT.
**frpm Table:**
This table provides data on free or reduced-
price meal eligibility, a key indicator of stu-
dent poverty levels, including:
- CDSCode: A unique identifier for each
school, linking back to the schools table.
- Academic Year, County Code, District
Code, School Code: Identifiers and the aca-
demic year of the data.
- County Name, District Name, School
Name: Names of the county, district, and
school.
- District Type, School Type, Educational
Option Type: Descriptions of the school
and district types.
- NSLP Provision Status, Charter School
(Y/N), Charter School Number, Charter
Funding Type: Information on meal pro-
gram status and charter school details.
- Enrollment (K-12) and Enrollment (Ages
5-17): Enrollment numbers.

- Free Meal Count and FRPM Count: Num-
bers of students eligible for free meals or
reduced-price meals, for both K-12 and ages
5-17 categories.
Each table serves a specific purpose, from
providing detailed profiles of schools to re-
porting on academic performance and socio-
economic indicators. Together, these tables
offer a comprehensive view of the educa-
tional landscape, including school character-
istics, student performance on standardized
tests, and measures of economic disadvan-
tage.

Description 2: codebase_community

This database consists of multiple tables
that store various types of data related to
posts, users, comments, votes, tags, and
badges within a community or forum-like
platform. Each table is structured with
columns that have specific data formats
and descriptions, providing a comprehen-
sive overview of the interactions and con-
tent within the platform.
1. **postLinks**: This table keeps track
of links between posts. Each entry has a
unique post link ID, creation date, post ID,
related post ID, and link type ID. The link
type ID specifies the nature of the link be-
tween the posts.
2. **postHistory**: This table records the
history of edits or changes made to posts. It
includes information such as the post his-
tory ID, post history type ID, post ID, revi-
sion globally unique ID (GUID), creation
date of the edit, user ID of the editor, de-
tailed content of the post after the edit, com-
ments on the edit, and the editor’s display
name.
3. **badges**: This table lists the badges
awarded to users. Each badge has a unique
ID, and the table records the user ID of the
recipient, the badge name, and the date it
was awarded.
4. **posts**: This table contains de-
tailed information about each post, includ-
ing post ID, post type ID, accepted answer
ID, creation date, score, view count, body
text, owner user ID, last activity date, ti-
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tle, tags, answer count, comment count, fa-
vorite count, last editor user ID, last edit
date, community owned date, parent post
ID, closed date, owner display name, and
last editor display name. The table provides
a comprehensive overview of the content
and interaction metrics for each post.
5. **users**: This table stores information
about users, including user ID, reputation,
account creation date, display name, last
access date, website URL, location, self-
introduction, views, upvotes, downvotes, ac-
count ID, age, and profile image URL. This
table helps in understanding user engage-
ment and influence within the platform.
6. **tags**: This table details the tags used
within the platform, including tag ID, tag
name, count of posts containing the tag, ex-
cerpt post ID, and wiki post ID. The count
indicates the popularity of each tag.
7. **votes**: This table records votes cast
by users on posts. It includes vote ID, post
ID, vote type ID, creation date of the vote,
user ID of the voter, and bounty amount (if
any). This table is crucial for understanding
user preferences and the quality of content.
8. **comments**: This table captures com-
ments made on posts. It includes comment
ID, post ID, score, detailed content of the
comment, creation date, and user ID and
display name of the commenter. The score
provides insight into the sentiment or qual-
ity of the comment.
Each table is interconnected through vari-
ous IDs, allowing for a relational structure
that supports complex queries and analysis.
This database structure enables the platform
to store, retrieve, and analyze data related to
user interactions, content quality, and com-
munity engagement effectively.

Description 3: debit_card_specializing

This database consists of several tables that
store information related to customers, gas
stations, products, consumption patterns
over time, and transactions. Each table
is structured with columns that have spe-
cific data formats and descriptions. Here’s
a breakdown of each table and the data it

contains:
1. **Customers Table (’customers’):** -
**CustomerID:** This is an integer field
that uniquely identifies each customer. -
**Segment (client segment):** A text field
that categorizes customers into different seg-
ments. - **Currency:** This text field spec-
ifies the currency used by the customer.
2. **Gas Stations Table (’gasstations’):**
- **GasStationID (Gas Station ID):** An
integer field uniquely identifying each gas
station. - **ChainID (Chain ID):** An in-
teger field that identifies the chain to which
the gas station belongs. - **Country:** A
text field indicating the country where the
gas station is located. - **Segment (chain
segment):** A text field categorizing the
gas station into different segments.
3. **Products Table (’products’):** - **Pro-
ductID (Product ID):** An integer field
uniquely identifying each product. - **De-
scription:** A text field providing a descrip-
tion of the product.
4. **YearMonth Table (’yearmonth’):**
- **CustomerID (Customer ID):** An in-
teger field linking the record to a specific
customer. - **Date:** A text field indicat-
ing the date. - **Consumption:** A real
number field representing the consumption
amount.
5. **Transactions Table (’transac-
tions_1k’):** - **TransactionID (Trans-
action ID):** An integer field uniquely
identifying each transaction. - **Date:**
A date field indicating when the transac-
tion occurred. - **Time:** A text field
specifying the time of the transaction.
- **CustomerID (Customer ID):** An
integer field linking the transaction to a
specific customer. - **CardID (Card ID):**
An integer field identifying the card used
for the transaction. - **GasStationID (Gas
Station ID):** An integer field linking
the transaction to a specific gas station. -
**ProductID (Product ID):** An integer
field identifying the product involved in
the transaction. - **Amount:** An integer
field indicating the quantity of the product.
- **Price:** A real number field indicating
the price of the product. It’s noted that the
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total price can be calculated as the product
of the Amount and Price fields.
Each table serves a specific purpose, from
identifying customers and gas stations to
detailing transactions and product descrip-
tions. The structure allows for comprehen-
sive data analysis across different dimen-
sions such as customer behavior, product
sales, and consumption patterns over time.

Description 4: european_football_2

This database consists of several tables that
store detailed information about football
(soccer) teams, players, matches, leagues,
and countries. Each table is structured with
columns that have specific data formats and
descriptions, providing a comprehensive
dataset for analysis or application develop-
ment in the context of football.
### Team Attributes (’Team_Attributes’)
This table contains attributes related to foot-
ball teams, including their FIFA API ID,
team API ID, and various characteristics
like build-up play speed, dribbling, passing,
and defensive strategies. Attributes are cat-
egorized into numerical values and classes
(e.g., Slow, Balanced, Fast for speed) to de-
scribe the team’s playing style and strategies
in different aspects of the game.
### Player (’Player’)
The Player table stores basic information
about football players, such as their unique
IDs (both API and FIFA), name, birthday,
height, and weight. This table can be used
to identify players and their physical at-
tributes.
### Match (’Match’)
This table records details of football
matches, including unique IDs for the
match, country, and league, as well as the
season, stage, and date of the match. It also
includes the home and away team IDs, goals
scored by each team, and detailed player po-
sitions and actions during the match (e.g.,
shots on goal, fouls committed). Betting
odds from various betting agencies are also
stored here, providing insights into the ex-
pected outcomes of the matches.
### League (’League’)

The League table contains a unique ID for
each league, along with the country ID and
the name of the league. This table can be
used to identify different football leagues
and their associated countries.
### Country (’Country’)
This table simply maps each country’s
unique ID to its name, allowing for easy
identification of countries in the dataset.
### Player Attributes (’Player_Attributes’)
Similar to the Team Attributes table but for
individual players, this table includes de-
tailed ratings and scores for various skills
and attributes (e.g., crossing, finishing,
dribbling, defensive skills) as well as the
player’s preferred foot, attacking and defen-
sive work rates. These attributes are rated
numerically, typically on a scale from 0 to
100, providing a quantitative measure of a
player’s abilities and potential.
### Team (’Team’)
The Team table stores information about
football teams, including their unique IDs
(both API and FIFA), as well as their long
and short names. This table can be used to
identify teams and their official names.
Each table is designed to provide a detailed
dataset that can be used for statistical analy-
sis, game prediction, player evaluation, and
other applications related to football. The
structure and organization of the tables al-
low for complex queries and analyses, mak-
ing it a valuable resource for researchers,
analysts, and enthusiasts interested in the
beautiful game.

Description 5: student_club

This database is designed to manage
and track the financial, operational, and
membership activities of an organization,
likely a club or a small non-profit en-
tity. It integrates several key functions re-
lated to income, expenses, budget manage-
ment, events, membership, and geographic
data. By centralizing this information, the
database facilitates effective financial plan-
ning, monitoring of member involvement,
and coordination of events.
Income Table
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Description: Records the details of income
received by the organization, including the
source, amount, and associated member.
Columns:
Income ID (income_id): A unique iden-
tifier for each record of income (Text).
Date Received (date_received): The date
the funds were received (Text). Amount
(amount): The amount of funds received
(Integer, unit: dollar). Source (source): In-
dicates where the funds came from, such as
dues or university allocation (Text). Notes
(notes): Free-text field for additional details
about the income (Text). Link to Member
(link_to_member): Links to the member as-
sociated with the income (Text).
Budget Table
Description: Contains budget information
for various categories and events, tracking
amounts budgeted, spent, and remaining.
Columns:
Budget ID (budget_id): A unique identi-
fier for each budget entry (Text). Category
(category): The budgeted category, e.g., ad-
vertisement, food, parking (Text). Spent
(spent): The total amount spent in the bud-
geted category (Real, unit: dollar). Remain-
ing (remaining): Calculated as the amount
budgeted minus the amount spent (Real,
unit: dollar). Amount (amount): The total
budgeted amount for the specified category
and event (Integer, unit: dollar). Event Sta-
tus (event_status): The current status of the
event (Closed/Open/Planning) (Text). Link
to Event (link_to_event): Links to the asso-
ciated event (Text).
Zip_Code Table
Description: Stores ZIP code information,
including the associated city, county, and
state.
Columns:
Zip Code (zip_code): The five-digit ZIP
code (Integer). Type (type): The type of
ZIP code (Standard/PO Box/Unique) (Text).
City (city): The city associated with the ZIP
code (Text). County (county): The county
associated with the ZIP code (Text). State
(state): The state associated with the ZIP
code (Text). Short State (short_state): The
abbreviated state name (Text).

Expense Table
Description: Details expenses incurred by
the organization, including amounts, de-
scriptions, and approval status.
Columns:
Expense ID (expense_id): A unique iden-
tifier for each expense record (Text). Ex-
pense Description (expense_description): A
description of what the money was spent on
(Text). Expense Date (expense_date): The
date the expense was incurred (Text, format:
YYYY-MM-DD). Cost (cost): The dollar
amount of the expense (Real, unit: dollar).
Approved (approved): Indicates whether the
expense was approved (True/False) (Text).
Link to Member (link_to_member): Links
to the member associated with the expense
(Text). Link to Budget (link_to_budget):
Links to the related budget entry (Text).
Member Table
Description: Contains information about
members, including personal details, posi-
tion, and contact information.
Columns:
Member ID (member_id): A unique identi-
fier for each member (Text). First Name
(first_name): The member’s first name
(Text). Last Name (last_name): The mem-
ber’s last name (Text). Email (email): The
member’s email address (Text). Position
(position): The position held by the mem-
ber in the organization (Text). T-Shirt Size
(t_shirt_size): The member’s preferred t-
shirt size (Text). Phone (phone): The
member’s contact phone number (Text).
Zip (zip): The ZIP code of the mem-
ber’s hometown (Integer). Link to Major
(link_to_major): Links to the member’s ma-
jor (Text).
Attendance Table
Description: Tracks attendance of members
at various events.
Columns:
Link to Event (link_to_event): Links to
the event attended (Text). Link to Mem-
ber (link_to_member): Links to the member
who attended the event (Text).
Event Table
Description: Contains details about events
organized by the organization, including
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dates, types, and locations.
Columns:
Event ID (event_id): A unique identi-
fier for each event (Text). Event Name
(event_name): The name of the event (Text).
Event Date (event_date): The date the
event took place or is scheduled to take
place (Text, format: YYYY-MM-DD). Type
(type): The type of event (e.g., game, social,
election) (Text). Notes (notes): Additional
notes about the event (Text). Location (lo-
cation): The address or name of the event
location (Text). Status (status): The current
status of the event (Open/Closed/Planning)
(Text).
Major Table
Description: Stores information about aca-
demic majors, including the associated de-
partment and college.
Columns:
Major ID (major_id): A unique identifier
for each major (Text). Major Name (ma-
jor_name): The name of the major (Text).
Department (department): The name of the
department offering the major (Text). Col-
lege (college): The name of the college
housing the department (Text).

G Cost Estimation

Using GPT4o, the SQLAgent has a mean price of
$0.072 for each query. The Hypothesis Generator
for our method has a mean price of $0.113 per use.

On average, each insight generated by our
method has 7.25 subquestions, resulting in a mean
cost of $0.637 per insight.

This is a great improvement over the previ-
ous manual method of generating insights, which
amounts to an approximate of $140 per insight (as
estimated in our company).

Additionally, the cost of GPT-4o has recently
dropped by 79% in a few months. We therefore
expect the cost of LLM to continue to drop, given
also recent models (e.g., Deepseek) that can reach
top performance at a much lower cost — 10x to
30x lower compared to GPT-4o.

H Use of Coding Assistant

ChatGPT was used as a coding assistant for the
elaboration of the results and the experiments.

582


