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Abstract

Generating high-quality charts with Large
Language Models (LLMs) presents signifi-
cant challenges due to limited data and the
high cost of scaling through human curation.
⟨instruction, data, code⟩ triplets are scarce and
expensive to manually curate as their creation
demands technical expertise. To address this
scalability challenge, we introduce a reference-
free automatic feedback generator, which elim-
inates the need for costly human intervention.
Our novel framework, C2, consists of (1) an au-
tomatic feedback provider (CHARTAF) and (2)
a diverse, reference-free dataset (CHARTUIE-
8K). The results are compelling: in our first
experiment, 74% of respondents strongly pre-
ferred, and 10% preferred, the results after
feedback. The second post-feedback exper-
iment demonstrates that CHARTAF outper-
form nine baselines. Moreover, CHARTUIE-
8K significantly improves data diversity by in-
creasing queries, datasets, and chart types by
5982%, 1936%, and 91%, respectively, over
benchmarks. Finally, a study of LLM users
revealed that 94% of participants preferred
CHARTUIE-8K’s queries, with 93% deeming
them aligned with real-world use cases. Core
contributions are available as open-source at
chartsquared.github.io, with ample qualitative
examples.

1 Introduction

Charts are a powerful means to convey information
in diverse fields, including journalism, business,
and scientific research (Fox and Hendler, 2011; Ro-
dríguez et al., 2015; Islam and Jin, 2019a). With the
success of foundation models (Kaplan et al., 2020;
Roziere et al., 2023), there has been an increas-
ing demand for generating charts using Large Lan-
guage Models (LLMs). For instance, LIDA (Dibia,
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†Work done while an intern at KAIST AI
‡Mentor
§Co-corresponding authors

2023) uses LLMs to automatically generate visu-
alizations and infographics, and Chat2VIS (Mad-
digan and Susnjak, 2023) incorporates LLMs to
create charts from natural language queries. More-
over, LLM-generated charts empower humans by
helping non-experts generate high-quality charts
(Maddigan and Susnjak, 2023) and improving acce-
sibility to those with special needs (Gorniak et al.,
2023; Moured et al., 2024). Despite the rising in-
terest, two key challenges persist: (i) the difficulty
in evaluating LLM-generated charts and (ii) the
limited availability of training data.

(i) Chart generation lacks straightforward eval-
uation methods, making it difficult to assess and
improve the quality of LLM-generated charts. Un-
like tasks with clear-cut answers, such as mathe-
matical problem-solving where verifiers can auto-
matically assess correctness (Uesato et al., 2022;
Wang et al., 2024a), chart evaluation is inher-
ently subjective. Multiple correct designs may ex-
ist for a task (or goal), and quality often aligns
with human aesthetic and functional preferences.
Consequently, current evaluation systems (Yang
et al., 2024; Wu et al., 2024; Xia et al., 2024)
rely on reference-based approaches, necessitating
labor-intensive ⟨instruction, data, code1⟩ triplets as
a gold reference for evaluation and thus limiting
their scalability.

(ii) Furthermore, in contrast to image generation,
which typically requires only ⟨instruction, image⟩
pairs (Radford et al., 2021), chart generation
demands more complex ⟨instruction, data, code⟩
triplets. This significantly increases the costs as-
sociated with data collection and annotation. The
limited number and diversity of available data re-
strict the variety of charts users can generate, mak-
ing chart generation expensive and labor-intensive
even for common applications (Vázquez, 2024).

1Code here can be replaced with the image generated by
executing the code.
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Figure 1: Schematic overview of C2 illustrating the synergy between CHARTUIE-8K and CHARTAF. The scale is
made possible by CHARTAF’s capability to provide reference-free feedback. An end-to-end example is available on
our project site’s github README.

To effectively tackle both (i) and (ii), it is es-
sential to first address the primary bottleneck—
reference-based evaluation—which also opens the
door to significantly improving data diversity and
scale. To this end, we introduce C2, a scalable
framework, composed of the following two syn-
ergistic components:

• CHARTAF: A pipeline for Chart Auto-
Feedback, comprising CHARTAF-S for eval-
uation scores and CHARTAF-G for granular
feedback in natural language.

• CHARTUIE-8K: A large-scale (over 8,000
instances) Chart User Interaction Emulation
dataset.

Fig. 1 illustrates a schematic overview of
C2. CHARTAF empowers automatic (i.e., human-
annotation-free) chart generation improvements
(Sec. 2). CHARTAF works exceptionally well
reference-free, enabling the cost-effective curation
of a large-scale chart generation evaluation set
CHARTUIE-8K (Sec. 3).

The quantitative and qualitative results of C2

is overwhelmingly positive. First, by leveraging
CHARTAF’s scalar evaluation scores for a simple
test-time scaling scheme, 84% of respondents pre-
ferred the post-feedback results, with 74% strongly
preferring them and 10% preferring them (Sec. 4.2).
Second, employing CHARTAF’s granular feedback
to in-context tune, CHARTAF’s post-feedback pref-
erence scores beat 9 baselines, that are alternatives
to CHARTAF (Sec. 4.3). The qualitative improve-
ments for both test-time scaling and in-context tun-
ing can be viewed on our open-source project site.

Finally, CHARTAF’s reference-free nature al-
lows us to curate, CHARTUIE-8K, dramatically
raising data diversity via number of queries, un-
derlying datasets, and chart types by 5982%,
1936%, and 91%, respectively, against existing
evaluation sets (Tab. 1). We also demonstrate that
CHARTUIE-8K closely aligns with real-world hu-
man requests via a study of LLM users (Sec. 4.4).
The study highlights that CHARTUIE-8K’s evalua-
tion set distribution closely aligns with real-world
users, and 94% and 93%, prefer, and think is realis-
tic, respectively.

1.1 Related Work

Chart Generation. Maddigan and Susnjak
(2023) offer prompt-engineered, LLM-based chart
generation—however, they only provide qualita-
tive case studies to verify their contribution. Dibia
(2023) presents an LLM-based infographic visu-
alization tool, which includes interactive charts.
However, Dibia (2023) does not include a human
study, making it challenging to assess its effective-
ness. Sah et al. (2024) propose a natural language-
to-chart recommendation approach based on the
visualization language Vega-Lite. Therefore, their
task deviates from the LLM-based chart generation
we tackle. Tian et al. (2024) recently proposes a
chart generation work that generates charts from
"abstract user utterances" (as stated in the paper),
which diverges from the instruction-based queries
we address. An example of an "abstract user utter-
ance" they provide is "What kind of movies earn the
most recently?"—this diverges from the example
instructions provided in our study of LLM users
(App. B.2). This difference is understandable as
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their chart generation is based on proprietary user-
interaction software, not a common LLM chatbot.

Tuning with Feedback. Feedback-based LLM
tuning is commonly done via three methods: param-
eter tuning (Ouyang et al., 2022), in-context tuning
(Liu et al., 2022), and test-time scaling (TTS; Ope-
nAI (2024)). Parameter tuning occurs through (im-
plicit or explicit) rewards, requiring large amounts
of reward data. For instance, Kirstain et al. (2023)
and Xu et al. (2024b) collected over 500,000 and
137,000 annotations, respectively. In-context tun-
ing allows LLMs to improve via n-shot generation
(Chen et al., 2023), which requires n additional
prompts. TTS refers to the case where a verifier
with an ordinal output (typically of scalar value)
can help improve the final generation (Snell et al.,
2024). Each tuning method requires an external
feedback-provider, such as a reward model, addi-
tional prompt, or verifier.

2 C2: CHARTAF

In C2, a feedback-provider, CHARTAF enables
TTS and in-context tuning. We first describe the
shortcomings of existing approaches, and intro-
duce two versions of CHARTAF: CHARTAF-S and
CHARTAF-G.

2.1 Towards High-performing Feedback

Two feedback types have been explored in the LLM
research community: (1) scalar score-based (sN ∈
N∪0) and (2) natural language-based (sN ∈ N ,
where N is the natural language set space) feed-
back. Instead of competing, (1) and (2) serve dif-
ferent purposes: (1) is suited for parameter tuning
with rewards, and TTS, while (2) is suited for in-
context tuning. We summarize prior efforts of the
two approaches in chart generation below.

(1) Yang et al. (2024), Wu et al. (2024), and
Xia et al. (2024) provide [0, 100], [1, 10], [0, 5],
scores, respectively. However, as these methods
were developed under a reference-based regime,
their performance sharply deprecates when applied
reference-free. While there are other similar works,
they are closed-source without clear details for
replication (Han et al., 2023; Xu et al., 2023).

(2) A naïve approach uses a zero-shot LLM to
provide feedback (Yang et al., 2024), which we call
Naïve Feedback (NF). This method, as our exper-
iments later show, is ineffective (Tab. 3). Further-
more, Yang et al. (2024) does not provide human

studies of their NF against baselines so there is no
evidence on its efficacy.

To overcome the limitations of past works,
we present CHARTAF (Fig. 2). As CHARTAF-S
is a subset of CHARTAF-G, we first introduce
CHARTAF-S and then the additional component
corresponding to CHARTAF-G. Fine-grained pseu-
docode and prompts are provided in App. A.

2.2 CHARTAF-S (f̃AF )

Module 1. The user query, q ∈ Q ∈ N , is first
decomposed into three essential factors in a chart
generation query: Task, Purpose, and Audience
(Choe et al., 2017; Lee et al., 2020; Narechania
et al., 2020; Wang et al., 2020; Parsons, 2021).
By explicitly decomposing the q into Task, Pur-
pose, and Audience, CHARTAF can better infer the
user intention (Quadri et al., 2024; Bressa et al.,
2024). Since user queries are often brief (Fig. 6,
App. B.2), the intention may not always be clearly
stated. Nevertheless, CHARTAF utilizes the q to
induce underlying intentions.

This information is then fused with the Basic
Criteria—a general, high-level criteria applicable
to all chart evaluations. The Basic Criteria ensures
that CHARTAF comprehensively considers chart
elements: Chart Type, Visual Embellishment, Text,
Color, Annotation, Aesthetics, and Visual Clutter.
This criteria is inspired by the rich literature in
visualization research. We document the research
that corresponds to each element in App. A.1.

This first module is the domain grounding mod-
ule. CHARTAF replaces gathering costly human
annotations with existing scholarly research. Not
only is this cheaper, this approach closely aligns
with how human-made chart generations would be
evaluated. We would grade human students’ chart
generations with a domain expert (lecturer) that has
learned the principles of chart generation, grounded
in scholarly literature (Bach et al., 2023).

Module 2. Considering the decomposed q, and
Basic Criteria, CHARTAF generates q-Specific
Criteria—specializing the general Basic Criteria.
Specialization is key to generating feedback that
is customized to the specific q (Kim et al., 2024).
The criteria is then transformed to binary (i.e., yes
or no) questions (Hu et al., 2023) as we find that
LLMs are more reliable when reasoning with bi-
nary rather than open-ended questions. This also
allows CHARTAF to explicitly associate each cri-
terion with one question. Otherwise, LLMs tend
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Figure 2: Schematic diagram of CHARTAF, including a qualitative example indicated by dashed containers. The
process starts in the top-left with the user query, which is processed by the chart-generating LLM and either
CHARTAF-S or CHARTAF-G . Notably, CHARTAF-S and CHARTAF-G both share the first two modules

( red and green ). The final output is a scalar evaluation score or granular feedback, depending on the chosen path.

to lump numerous criterion together, resulting in
duplicate related criteria.

Then, these questions are evaluated considering
the LLM-generated chart (generated by executing
the code output o ∈ O ∈ N ). This code is gener-
ated by the chart generating LLM, f : Q 7→ O. The
final scalar, sN, is derived by equal-weighting each
binary answer, yes (1) and no (0). If researchers
only require a scalar score, for downstream appli-
cations, the process can be terminated.

2.3 CHARTAF-G (fAF )
Module 3. For granular feedback, the process
continues by associating each answered question
with Retain, Edit, Discard, and Add. This associ-
ation helps to decompose the evaluation result of
each criterion to actionable feedback. Based on this
association, code-centric text feedback is provided
(Bi et al., 2024): the LLM is prompted to provide
fine-grained feedback considering the downstream
application, i.e., chart generation via code genera-
tion. Code-centric feedback encourages the LLM
to provide explicit feedback that can be directly
applied to the downstream f .

3 C2: CHARTUIE-8K

Leveraging the reference-free nature of CHARTAF,
we curate CHARTUIE-8K, a comprehensive chart
generation evaluation set. Since no gold references

are required, we can significantly scale the dataset.
Qualitative examples of CHARTUIE-8K can be
viewed in Figs. 1, 2, App. C, and our project site.

Curation Method. An overview of CHARTUIE-
8K’s curation process is illustrated in Fig. 3. First,
for diverse chart topics, we semi-automatically
crawl diverse datasets online with appropriate li-
censes. We include only the datasets that have been
used by humans for chart generation purposes, as
not all datasets are suitable for visualization. Next,
to ensure diverse chart types and annotations, we
adopt a comprehensive list of chart types (Hess,
2022) and annotations (Ren et al., 2017). Then, we
emulate two types of users: [U1] lay users and [U2]
detailed users.

To this end, we synthetically (LLM-assisted)
generate initial instructions with two configura-
tions: approx. [U1] <50, and [U2] <100 words. Con-
sidering the salience of multi-turn benchmarking
(Wang et al., 2024c), we further emulate a single
QA cycle. I.e., the LLM asks for clarifying ques-
tions to the user, then, the user emulator responds
to [U1] 25% or [U2] 50% of the questions. The
pseudocode is provided in App. B.1.

Statistical Summary. To systematically under-
stand the evaluation set, we compare key statistics
against relevant benchmarks (see Tab. 1). We ex-
clude chart topic counts for benchmarks, as they are
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Figure 3: CHARTUIE-8K curation schematic diagram.

Number of CHARTUIE-8K MatPlotBench Plot2Code

Queries 8028 (+5982%) 100 132
Datasets 509 (+1936%) 25 2
Chart topics 44 — —
Chart types 63 (+91%) 33 24 (6)

Table 1: Comparing key statistics of chart generation
evaluation sets. Bold represents improvement from the
best existing benchmark.

not provided in MatPlotBench (Yang et al., 2024)
and Plot2Code (Wu et al., 2024). We do not manu-
ally count their chart topics as this a subjective task.
On the other hand, we count MatPlotBench’s and
Plot2Code’s chart types using the same taxonomy
used for CHARTUIE-8K (App. B.1). We leave the
original number of coarse chart types provided by
Plot2Code in parentheses for documentation. Fi-
nally, the distribution of chart topics and types of
CHARTUIE-8K are presented in Fig. 4.

4 Empirical Study

4.1 Preliminary and Notations
Denote the chart code-generating LLM, f : Q 7→
O. Let a feedback-provider take the output of f ,
including the executed chart image, then f̃AF :
O 7→ SN ∈ N∪0, fAF : O 7→ SN ∈ N ,
for TTS, and in-context tuning feedback, respec-
tively. Following Liang et al. (2024), h : Opre ×
Opost 7→ {−2,−1, 0, 1, 2} represents the human
post-feedback preference score function. The co-
domain refers to ≻: strongly prefer pre-feedback
(-2), ⪰: prefer pre-feedback (-1), ∼: indifferent
(0), ⪯: prefer post-feedback (1), ≺: strongly prefer
post-feedback (2). To demonstrate CHARTAF-S
(f̃AF ) and CHARTAF-G (fAF )’s utility, we em-
pirically study TTS with CHARTAF-S (Sec. 4.2)
and in-context tuning with CHARTAF-G (Sec. 4.3).

≻ ⪰ ∼ ⪯ ≺
3 (3.9%) 4 (5.2%) 5 (6.5%) 8 (10.4%) 57 (74%)

Table 2: Number of respondents out of 77 (%). ≻:
strongly prefer pre-TTS, ⪰: prefer pre-TTS, ∼: indiffer-
ent, ⪯: prefer post-TTS, ≺: strongly prefer post-TTS.

Fine-grained details are reported in App. D.

4.2 Test-time Scaling with CHARTAF

Experiment Set-up. We demonstrate that
CHARTAF-S is an effective verifier for TTS.
Following Snell et al. (2024)’s parallel best-
of-N , we generate N ∈ N independent
samples and choose the one with the high-
est score (sN ∈ SN := [0, 100]). Here, the
unit of inference budget is Ns. Let memory
set M := {o1, · · · , oN}, o ∈ O, hold the N
independent outputs of f . Then, we experimentally
show that

ô := arg max
o ∈ M

f̃AF (o), (1)

if ôi > ôj , i ̸= j ∈ N,

⇒ h(ôj:=1 := f(q), ôi) > 0, (2)

across q ∈ Q.
We employ a double-blind 120 human study (of

which 77 pass the rigorous sanity check) to com-
pare pre-TTS (N := 1) and post-TTS (N := 4)
preference scores. Each participant is presented
with a random TTS sample. For this experiment we
set both f and f̃AF backbone as GPT 4o to empha-
size that f̃AF does not have to be a superior model
for CHARTAF-S to be useful.

Results. First, the scaling curve is depicted in
Fig. 5. The positive slope highlights that CHARTAF
can be effectively used as a TTS verifier. To rig-
orously verify this claim, the distribution of the
human study is presented in Tab. 2. Going from
a median sN of 40.47→62.75 (pre-→post-TTS)
leads to 74% strongly preferring the post-TTS and
10.4% preferring post-TTS. This is a strong indica-
tion that sN is closely proxying human preferences.

4.3 In-context Tuning with CHARTAF

Experiment Set-up. For a comprehensive em-
pirical study we consider four LLMs: (i) GPT 4o
(Achiam et al., 2023), (ii) Claude 3.5 Sonnet
(Anthropic, 2024), (iii) Llama 3.1 70b (Dubey
et al., 2024), and (iv) Gemma 2 27B (Team et al.,
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(a) Chart topics in order of frequency (b) Chart types in order of frequency

Figure 4: CHARTUIE-8K distribution. Top 10 topics and types are explicitly depicted while the remaining is
classified as others. (n) is the number of samples out of 8028.

1 2 3 4
Inference Generation Budget (N)

40

45

50

55

60

65

70

Sc
or

e 
(s

)

Median
Mean

Figure 5: Test-time scaling with CHARTAF as a verifier.
Raising N leads to improved generations.

2024)—of which (i) and (ii) are closed-source
and (iii) and (iv) are open-source. The two closed-
source models are used as fAF backbones, while
all four models are used as f . Detailed LLM con-
figurations are provided in App. E.

Our empirical study employs a double-blind hu-
man study of 60 queries with 120 participants, 77
of whom pass the rigorous sanity check. 120 indi-
viduals are required for 60 queries as we test the
two fAF independently. Within the 60 queries, 15
are designated for each of the four f . For represen-
tative sampling, we random sample the 15 queries
with two constraints: (1) each of the 15 queries ask
for different chart types, (2) 1:1 ratio of [U1] and
[U2] queries. Concretely, our experiments show

h(f(q), f(q ⊕ fAF (q))) >

h(f(q), f(q ⊕ f baseline
AF (q))) (3)

across q ∈ Q, where ⊕ denotes string concatena-
tion.

Baselines. We identify four baselines: (1) ChartX
(Xia et al., 2024), (2) MatPlotBench (Yang et al.,

2024), (3) Plot2Code (Wu et al., 2024), and (4)
ChatEval (Chan et al., 2024) that can provide feed-
back for chart generation. (1) (2) (3) are chart
generation specific feedback providers, while (4)
is a generalist. One advantage of (1) (2) (3) is
its token cost light nature. Therefore, for a fair
comparison vis-à-vis token cost, we enhance these
baselines with Auto-Chain-of-Thought (A-CoT)
(Zhang et al., 2023) and Self-Consistency (SC)
(Wang et al., 2023). Beforehand, we ran prelim-
inary studies with A-CoT, SC, and Self-Refine
(Madaan et al., 2023), and found that A-CoT+SC
performed best. To solidify the utility of CHARTAF
we include two additional baselines. The first is
Naïve Feedback (NF) which is zero-shot asking
another LLM to give feedback (Yang et al., 2024).
The second is skipping the feedback stage, and
instead directly adding A-CoT to f (Skip+A-CoT).

Results. We present our findings in Tab. 3 in-
cluding (input plus output) token costs. CHARTAF
ranks first 13 (out of 16) times and second for the
remaining three. This level of consistency across
four different models accentuates CHARTAF’s util-
ity across large and smaller f . Furthermore, regard-
less of fAF backbone, post-feedback always (8 out
of 8) results in improvement, µ > 0, spotlighting
CHARTAF’s universality. Detailed qualitative ex-
amples are provided on the project site.

It is important to note that CHARTAF’s
distinguished performance cannot be trivially
matched by enhancing baselines with state-of-the-
art prompting methods. While the three enhanced
baselines use 128% (ChartX+A-CoT+SC), 85%
(MatPlotBench+A-CoT+SC), 70% (Plot2Code+A-
CoT+SC) more tokens on average than CHARTAF,
they fail to be competitive. At the time of ex-

4530

chartsquared.github.io


Table 3: Empirical study preference scores as presented in Sec. 4.1. µ represents mean, µ̃ represents median. Bold is
the best result across the column, and underlined is the second-best. Total (input plus output) token costs per query
evaluation are reported as µ± σ.

f GPT 4o Claude 3.5 Sonnet Llama 3.1 70b Gemma 2 27B fAF

Statistic µ µ̃ µ µ̃ µ µ̃ µ µ̃ Token Cost

fAF Backbone GPT 4o

CHARTAF (ours) 0.5 1 0.5 1.5 1.308 2 0.333 1 14013±1155

ChatEval -0.375 -1 -0.583 -0.5 -0.615 -1 -1.222 -2 70195±8121

ChartX+A-CoT+SC -0.25 -1 -0.167 0 -1.154 -2 0.111 1 31791±4604

MatPlotBench+A-CoT+SC -0.25 0 -0.5 -1 -0.231 0 -0.556 -1 24773±2149

Plot2Code+A-CoT+SC -0.75 -1.5 -0.25 0 -0.385 0 -1 -1 22519±2122

ChartX 0.5 0.5 0.083 1 -0.385 0 -1.111 -2 1665±235

MatPlotBench 0.25 0.5 -0.5 -1 -0.385 0 -0.444 0 1653±284

Plot2Code -0.5 -0.5 -0.167 -0.5 -0.077 0 -0.667 -1 1604±277

NF 0.75 1 -0.583 -1 -0.692 -2 -0.333 -2 2739±385

Skip+A-CoT -1.375 -2 -1 -1 -1.692 -2 -1.667 -2 —

fAF Backbone Claude 3.5 Sonnet

CHARTAF (ours) 0.167 0 0.273 1 1.273 2 1 2 14927±981

ChatEval 0 0.5 -1 -1 0 0 0.143 1 74369±8397

ChartX+A-CoT+SC -0.667 -1 -0.727 -2 0.818 1 -0.571 -1 34210±4084

MatPlotBench+A-CoT+SC -1.333 -1.5 0.273 1 -0.455 -1 -1 -2 28980±2608

Plot2Code+A-CoT+SC -0.667 -1.5 -0.727 -1 0.273 1 -0.286 0 26849±2520

ChartX -0.167 0 -0.364 0 -0.545 -1 -1.143 -1 1753±277

MatPlotBench -0.5 -0.5 0.364 0 -0.545 -1 0 0 2040±407

Plot2Code -1.167 -1.5 -0.273 0 0.182 0 -0.143 0 1851±412

NF -1.167 -1.5 -1.727 -2 0 1 -1.571 -2 2739±562

Skip+A-CoT -1 -1 -1.182 -2 -1.636 -2 -1.571 -2 —
Color-coded: µ, µ̃ ≤ −1.5 ; −1.5 < µ, µ̃ < 0 ; µ, µ̃ = 0 ; 0 < µ, µ̃ < 1.5 ; µ, µ̃ ≥ 1.5

perimentation, an evaluation for a single query
costed $0.1 and $0.12 on average using GPT 4o
and Claude 3.5 Sonnet, respectively.

4.4 CHARTUIE-8K Experiments

Experiment Set-up. We provide evidence than
our novel evaluation set is of high-quality, and
potentially more realistic than past benchmarks.
We employ a double-blind human study of 130
participants (89 of whom pass the rigorous san-
ity check). Each participant is given a random-
ized chart image they are imagining, and asked
to prompt an LLM their initial instructions. As the
factors that comprise query realism are qualitative
in nature, we analyze three dimensions that can be
quantitatively captured: (i) the word count distribu-
tion, (ii) % of respondants preferring CHARTUIE-
8K’s interaction, and (iii) % of respondants who
think CHARTUIE-8K’s user emulation is realistic.
Lastly, the participant is asked whether the extra
QA cycle is desirable and realistic when interact-
ing with an LLM. Details of the human study is
provided in App. D.4.

Results. We visualize the results in Fig. 6. In
terms of word count, CHARTUIE-8K (green) most
closely matches the ground truth distribution of the
study of LLM users (purple). Please see some qual-
itative examples of the instructions the users gave
in App. B.2. Notably, 94% of respondents prefer
the extra QA cycle, and 93% believe CHARTUIE’s
user emulation is realistic. We also qualitatively ob-
serve, as presented in App. C, existing evaluation
sets’ queries are too technical to be realistic.

5 Discussion and Impact of C2

5.1 CHARTAF Enables Scalable Feedback

Scalability. As described in Sec. 1, the lack
of training data, ⟨instruction, data, code⟩, can be
mitigated by an effective reference-free feed-
back provider that only requires ⟨instruction, data⟩.
However, as indicated by the predominance of
red in Tab. 3, existing feedback providers perform
poorly under this reference-free regime. Further-
more, increasing token usage via current methods
fails to resolve this issue. CHARTAF addresses this
scalability barrier, as demonstrated by the experi-
mental results in in-context tuning and TTS.

4531



0 50 100 150 200 250 300 350 400 450
Word Count

0.00

0.01

0.02

0.03

0.04

0.05
De

ns
ity

Evaluation Sets
User Study (Ground Truth)
ChartUIE-8K (<50w)
ChartUIE-8K (<100w)
MatPlotBench (Simple)
MatPlotBench (Expert)
Plot2Code

93% 7%

94% 6%

Prefer Do not prefer Realistic Not realistic

Figure 6: Results of the CHARTUIE-8K empirical study.
Top: Ground truth Q∗ (purple) vs. Q distributions of
initial instruction word count. Middle: % of respon-
dants preferring CHARTUIE’s interaction. Bottom: %
of respondants who think CHARTUIE’s user emulation
is realistic.

In-context Tuning with CHARTAF. CHARTAF
performs best among existing methods for nearly
all f and fAF (Tab. 3). This is particularly notable,
as in-context tuning is often challenging for smaller
models. Even when the feedback is helpful, the in-
trinsic limitations of f—such as small model size
or insufficient tuning to follow instructions—may
result in f inaccurately reflecting the feedback. De-
spite these challenges, the granular feedback of
CHARTAF effectively improves smaller models
(Llama 3.1 70b, Gemma 2 27b). In fact, Llama
3.1 70b and Gemma 2 27b on average experi-
ence greatest performance improvements after in-
context tuning with CHARTAF, likely due to their
weaker base performance that allows for larger
post-tuning gains.

Towards Complex Task Verification. Addi-
tionally, CHARTAF’s reference-free TTS perfor-
mance shows significant strength. TTS has been a
paradigm-shifting development as it introduces a
novel neural scaling axis. While previous scaling
laws focused on data and training compute, recent
works show that similar scaling laws apply to the
inference compute axis. However, current TTS is
limited to tasks with reliable and cheap verifiers
(Wang et al., 2024a,b), emphasizing the salience
of fast, reliable, and cost-effective verifiers (Brown
et al., 2024; Snell et al., 2024). CHARTAF is the
first effective demonstration of a chart generation

verifier within the TTS framework.
We encourage future works to build upon our

approach to advance TTS for chart generation and
other similar tasks. We used the simplest approach
for TTS to empirically prove the verifier’s effec-
tiveness. More advanced TTS for chart generation
is an open problem.

Scaling Frontier Models with CHARTAF. No-
tably, CHARTAF is not a distillation method trans-
ferring knowledge from larger→smaller models.
In Tab. 3, CHARTAF remains effective even for
⟨f, fAF ⟩ pairs where f and fAF are similarly
performing models. Furthermore, TTS is demon-
strated using the same backbone LLM. Such self-
improving LLMs are indispensable in advancing
frontier models (Huang et al., 2023).

Scaling without Parameter Updates. We
demonstrate the effectiveness of C2 with no pa-
rameter updates. This is notable as parameter up-
dating LLMs incur a large memory and training
throughput cost. Therefore, C2 is orthogonal to
Zadeh et al. (2024), where they focus on automat-
ing the instruction (parameter) tuning process for
chart generations.

5.2 Unlocking Large-scale Data with C2

Comprehensive Evaluation and Genera-
tion. The strong reference-free performance of
CHARTAF (Sec. 5.1) enables the curation of a cost-
effective and diverse query set, CHARTUIE-8K.
This approach contrasts with the reference-based
nature of existing query sets, which suffer from
limited diversity (Tab. 1). By pairing CHARTAF
with CHARTUIE-8K, the combined framework of
C2 supports a broadly inclusive evaluation set (Tab.
1, Fig. 4). This enables researchers to evaluate
models on a more comprehensive and diverse
set of queries. Moreover, through CHARTAF, C2

can generate large-scale, high-quality outputs that
significantly improve over previous methods.

Realistic Evaluation. Lastly, it is crucial to cre-
ate evaluation sets that closely reflect real-world
use-cases. As shown by the distributions in Fig.
6, existing query sets often diverge significantly
from common user queries, reducing their practical
utility. We recommend that future work proposing
evaluation sets include rigorous studies (e.g. Sec.
4.4) to ensure their assets are pragmatically aligned
with real-world use-cases.
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6 Limitations

We discuss the limitations of this work to ensure
full transparency. To our knowledge, we disclose
all reasonable information throughout the paper,
project site, and github repository.

Code Execution Error. The feedbacks, sN, sN ,
presented in this paper is conditioned on the fact
that the chart image has been successfully gener-
ated from the code. Occasionally, the code fails
to execute or executes with an error. Under such
circumstances, we allow a maximum of 5 re-
generations for the initial f inference, and a max-
imum of 3 re-generations for post-feedback f in-
ference. We document the initial f inference error
rate for each f in App. F.

Coverage. The coverage of CHARTUIE-8K and
CHARTAF is limited to the English language. Ad-
ditionally, this study is not conducted with smaller
models, e.g. 8B parameter size LLMs. We leave
investigating expanded coverage to future works.

7 Human Study Ethical Consideration

To our knowledge, we follow best practices in com-
puter science human studies (Müller et al., 2014;
Müller and Sedley, 2015). First, to guarantee the
privacy of both researchers and surveyors the study
is double-blind, and do not collect any unnecessary
data. Second, we clearly indicate at the very start
that this is an academic survey for an academic
paper. We do not upload the raw data on the pub-
lic domain to avoid any potential unethical usage.
Third, surveyors voluntarily conduct the surveys
and can choose to leave at any time. Fourth, we
ensure that the surveyors are compensated fairly.
While we do not include any geographic restric-
tions, we pay $14 per hour, well above the U.S.
federal minimum wage of $7.25 (Henderson, 2024)
as of the surveys. We pay surveyors within 48 hours
of completing the survey. Finally, our surveys do
not contain explicit or triggering content.
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A CHARTAF Details

A.1 Basic Criteria References

See Table 4.

Criteria Category References

Chart Type Figueiras (2013); Jung et al. (2017); Islam and Jin (2019b); Midway (2020)
Visual Embellishment Bateman et al. (2010); Borgo et al. (2012); Andry et al. (2021)
Text Chi et al. (2015); Stokes et al. (2022, 2023)
Color Healey (1996); Lee et al. (2012); Tennekes and de Jonge (2014); Rhyne (2017)
Annotation Lee et al. (2015); Ren et al. (2017); Lavrič et al. (2017); Chen et al. (2018); Kim et al. (2021); Zhao et al. (2021)
Aesthetics Skog et al. (2003); Cawthon and Moere (2007); Kim and Park (2013); Harrison et al. (2015)
Visual Clutter Rosenholtz et al. (2005); Ellis and Dix (2007); Ajani et al. (2022)

Table 4: References that form the theoretical background of the Basic Criteria

A.2 CHARTAF Pseudocode

We present the pseudocode of CHARTAF in Alg. 1, along with the prompts used within it. These prompts
can be accessed by clicking on the highlighted phrases in the pseudocode.

We first introduce the notations. Let inst represent the initial instruction, qst the follow-up ques-
tions, and ans the answers to qst. Let d represent the dataset, and dattr its attributes. fAF denotes
the backbone LLM for feedback generation. Let mode be one of two values: "Scalar" or "Granular."
Finally, let codegen be the code that generates a chart. This code is produced by the chart-generating
LLM, using the prompt Generate. The arguments in the prompt—data_path, data, file_index,
initial_instruction, questions, and answers—should be set to the data path for the dataset, d, the
index for the resulting image, inst, qst, and ans, respectively. Denote img as the chart generated by
executing codegen. The procedure returns either a single scalar value, sN, or fine-grained natural language
feedback, sN , depending on the value of mode.

Algorithm 1 ChartAF
1: procedure CHARTAF(inst, qst, ans, da, d, fAF ,mode, codegen, img)
2: ptpa ← TPAAF

3: ptpa.format(
4: initial_instruction:=inst,
5: tasks:=task,
6: data:=d
7: )
8: ⟨tsk, prps, aud⟩ ← fAF (ptpa)
9: pcrt ← Criteria

10: pcrt.format(
11: initial_instruction:=inst,
12: questions:=qst,
13: answers:=ans,
14: tasks:=tsk,
15: purpose:=prps,
16: audience:=aud
17: )
18: crt← fAF (pcrt)
19: pqst ← CriteriaQ
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Algorithm 1 ChartAF (Continued)
20: pqst.format(
21: task:=tsk,
22: purpose:=prps,
23: audience:=aud,
24: criteria:=crt
25: )
26: crtqst ← fAF (pqst)
27: peval ← Evaluate
28: peval.format(
29: evaluation_questions:=crtqst,
30: initial_instruction:=inst
31: )
32: s← fAF (img, peval)
33: sN ← Ratio of "yes" responses in s
34: if mode is "Scalar" then
35: return sN

36: end if
37: sN ← Feedback in s
38: ⟨rtn, dsc, edt, add⟩ ← Classification of
39: feedback according to the tag in sN
40: pcf ← CF
41: pcf .format(
42: initial_instruction:=inst,
43: code:=codegen,
44: attributes:=dattr,
45: retain:=rtn,
46: discard:=dsc,
47: edit:=edt,
48: add:=add
49: )
50: sN ← fAF (pcf )
51: return sN
52: end procedure

Generating a Chart (Generate)

You are an expert data visualizer.
The following instruction asks you to generate code for data visualization of the underlying data
file that we have attached. I will give you the data, but you can ignore some parts from the data
if it is not necessary and unrelated to the instruction. Assume that the data file that has been
attached in the path “{data_path}” in the generated code. The file format of the data is **f”.json or
.csv”.** Your code should include loading the data file, and check and verify the data type and
representation of the data to avoid errors while executing.

<start of data format>
{data}
<end of data format>

Your code should also automatically download the final visualization in a lower level directory
(contained within the current directory) named “plots_d2c”. You MUST name your final generated

4540



visualization as ”{file_index}.png”. You can freely choose package(s) that work best to make
the visualization.

Here is the instruction set:

<start of initial instruction>
{initial_instruction}
<end of initial instruction>

<start of further instruction>
Questions:
{questions}
Answers:
{answers}
<end of further instruction>

Ensure you use this code format in order to avoid errors, and only give the executable Python
Code.

CHARTAF Task Purpose and Audience Inference (TPAAF )

You are a data visualization expert. Given the data and user request, your task is to analyze the user
request to (1) select the most suitable task that the user is expecting from the list of various tasks in
data visualization, (2) specifically figure out the purpose of the user’s request in data visualization,
and (3) prospective audience of the data visualization.

<start of user request>
{initial_instruction}
<end of user request>

<start of data format>
{data}
<end of data format>

<start of various task types>
{tasks}
<end of various task types>

We use data visualization tasks presented in Choe et al. (2017).

List of Tasks (task)

• Show External Context
Uncaptured data provided by the self-tracker to understand and explain a phenomenon shown
in the data.

• Show confirmation
Collected data confirms existing knowledge.

• Show Contradiction
Collected data contradicts existing knowledge.
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• Focus on Identifying value
Explicitly specify the measured value, its range for one or more clearly identified data points,
or the difference between two measured values.

• Focus on Identifying extreme
Explicitly state the identities of the data points possessing extreme values of the measure
variable.

• Focus on Identifying reference
Explicitly state the values of categorical variables, labels from the axes, or legends.

• Comparison by Time Segmentation
Compare measured values segmented by time.

• Comparison by Multiple services
Compare the same data type from two or more services.

• Comparison against external data
Bringing in external data for comparison.

• Comparison by Factor
Compare measured values by a factor (other than time).

• Comparison by Instances
Compare two specific instances.

• Show Trend
Describe changes over time.

• Value judgement
Convey positive or negative connotations about the data.

• Distribution with variability
Explicitly state the variability of measured values.

• Distribution By Category
Explicitly describe the variation of measured values across all or most of the values of a
categorical variable.

• Correlation
Specify the direct relationship between two variables (but not as comparison).

• Outlier
Explicitly point out outliers or state the effect of outliers.

• Sumarization of data
Summary of collected data (such as number of data points, duration of tracking, and averages).

• Prediction/Forecasting
Predict the future based on the collected data.

CHARTAF Criteria Establishment (Criteria)

You are a data visualization expert. You are given basic essential requirements of chart, user
instruction, user request with QA, tasks that must be covered by the chart, purpose of the chart,
and prospective audience of the chart.
Your task is to develop a personalized, detailed, and objective list of criteria, building on the
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basic criteria, to evaluate a data visualization (chart). These criteria should be based on the user
instruction, the user request through questions and answers, tasks at hand, intended purpose, and
the prospective audience.

<start of basic criteria>

• Chart Type
Choose a chart type that aligns with the given purpose, task, and audience. The chart type
should effectively convey the intended message; for example, bar charts are ideal for com-
paring quantities for limited number of categorical data, while line charts show trends over
time. The choice must consider the inherent spacing requirements and the context in which
the chart will be used, ensuring clarity and comprehension.

• Visual Embellishment
Use embellishments to enhance understanding without overwhelming the data. Visual embel-
lishments, like icons, patterns, or textures, should be used sparingly and purposefully to make
the chart memorable and engaging while maintaining a balance that does not distract from
the core data.

• Text
Prioritize legibility and adhere to consistent textual criteria. Text elements, such as legends,
titles, and labels, should be legible and easy to read, with sufficient contrast against the
background. Consistent font size, style, and placement should be maintained to create a
cohesive visual narrative that guides the audience’s understanding.

• Color
Use color purposefully and sparingly to convey meaning. Choose a limited palette that
enhances readability and highlights key data points, considering color statistics and opponent
processing principles (contrasting colors for clarity). This helps ensure accessibility for
viewers with color vision deficiencies.

• Annotation
Emphasize critical data while minimizing irrelevant details. Use annotations strategically to
draw attention to important insights, trends, or outliers, and smooth over or de-emphasize less
significant data points, ensuring the chart communicates its key message effectively.

• Aesthetics
Tailor aesthetics to the chart’s purpose, audience, and context. Consider the chart’s purpose,
the target audience, and the presentation environment when designing aesthetics, including
compact spacing and visual hierarchy. This ensures the chart is both functional and appealing,
maximizing its impact and effectiveness

• Visual Clutter
Optimize the chart size to fit its content and context, balancing data and available space
to prevent clutter or excessive white space while maintaining readability. Manage visual
elements by minimizing overcrowding and overlapping, adequately spacing text, data points,
and annotations, removing unnecessary details, and maintaining a clean layout to enhance
clarity. Segmentation of complex charts or data visualizations can also be employed if the
visual complexity is high, breaking down the data into smaller, more manageable parts
for easier interpretation. It is important to emphasize key data by using size, color, and
opacity to highlight critical insights while downplaying less relevant information for a focused
presentation.

<end of basic criteria>
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<start of user instruction>
{initial_instruction}
<end of user instruction>

<start of user request through QA>
{questions}
{answers}
<end of user request through QA>

<start of tasks>
{tasks}
<end of tasks>

<start of purpose>
{purpose}
<end of purpose>

<start of prospective audience>
{audience}
<end of prospective audience>

Note that the interactivity of the chart, file format, credibility and integrity of data source, summary
statistics do not need to be considered. The quality of the data visualization to general audience is
the only subject to be considered.
Think about the essential chart component requirements that align with the task, purpose, and user
request.

CHARTAF Generate Criteria Questions (CriteriaQ)

You are an expert critic. You will be given wanted tasks, intended purpose, prospective audience,
and established criteria for the chart that you gave in the previous prompt. Your task is to create a
list of Yes/No questions that checks if the generated chart satisfies the established criteria. Use the
established criteria as a reference, but avoid applying them directly when crafting questions to
evaluate the chart.

<start of task>
{task}
<end of task>

<start of purpose>
{purpose}
<end of purpose>

<start of prospective audience>
{audience}
<end of prospective audience>

<start of established criteria>
{criteria}
<end of established criteria>
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"Yes" should be treated as satisfaction, while "No" should be a dissatisfaction.
Here is a detailed protocol for making questions:
First, create questions according to the criteria, tasks, purpose, and audience. Extra questions
that the criteria do not cover can be generated, yet it must help judge evaluating the chart. Lastly,
summarize similar questions and rank the questions so that the first question is the most important
and the last question is the least important.
Your output should follow the format below:

”’
Question 1 : [Question]
Question 2 : [Question]
...
”’

CHARTAF Evaluation (Evaluate)

You are an expert evaluator (judge, critic) of the attached data visualization image.

<start of evaluation questions>
{evaluation_questions}
<end of evaluation questions>

The evaluation questions consist of YES/NO questions; the answer for each question MUST be
either YES or NO. Don’t give anything else like N/A. With the answers, you need to give feedback.
When answering the questions, follow the step-by-step protocol below:

1. Determine and tag whether the question is subjective or fact-checking

• Fact-checking
Verify if the chart image meets the criteria directly based on the visual content. If the
image shows any deviation from the criteria, answer NO. If the image meets the criteria,
answer YES.

• Subjective
Consider whether the image meets the criteria based on visual appeal, clarity, and other
subjective measures. Provide reasons for both YES and NO answers. If there is clear
evidence to support a YES and no substantial reasons to support a NO, answer YES.
Answer NO otherwise.

2. Answer the questions and provide feedback
After answering each question, provide feedback explaining your evaluation. List potential
improvements categorized as RETAIN, DISCARD, EDIT, or ADD if necessary.

Feedback Classification:

• RETAIN
Identify and specify any elements that should be retained even after the improvement.

• DISCARD
Identify and specify any elements that should be discarded for better visualization.

• EDIT
Specify edits needed in the image to satisfy the user’s request. Provide examples if
applicable.

• ADD
Identify and specify elements that should be added for better visualization of the user’s
initial prompt.
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To help your task, here is the user’s initial prompt.

<start of initial prompt>
{initial_instruction}
<end of initial prompt>

CHARTAF Generate Code Feedback (CF )

You are an expert software engineer on the Quality Assurance team Your task is to provide
feedback on the code based on the critic’s feedback on the result of the code. The code’s goal is
to successfully draw a chart, fulfilling the user’s needs. You will be given the user’s needs, the
original code, the critic’s feedback, the data attributes, and the resulting image of the code.

Here is the user’s needs.
<start of needs>
{initial_instruction}
<end of needs>

Here is the original code.
<start of the code>
{code}
<end of the code>

Here are the data attributes.
<start of the attributes>
{attributes}
<end of the attributes>

Here is the critic’s feedback.
<start of feedback>
Elements to RETAIN
—
{retain}

Elements to DISCARD
—
{discard}

Elements to EDIT
—
{edit}

Elements to ADD
—
{add}
<end of feedback>
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Your task is to provide feedback on the code for debugging and offering better data visualization.
Specifically, focus on cases where the image does not correctly reflect the intended output, even
though the code appears correct. Follow these steps:

1. Review the Evaluation Feedback
Examine the feedback, especially noting where the image does not align with the expected
results despite the code being correct.

2. Analyze the Feedback
Determine what changes are necessary in the code to correct errors and enhance the output
based on the feedback. If there are potential errors that may occur, feel free to provide
feedback on those lines. Again, your task is not only to offer better data visualization but also
to debug the code.

3. List your feedback on the code, and make sure such modifications help generate the executable
code.
Explain the modification, log the lines of code that should be modified, and log lines of new
code that can be implemented. When logging the code, log the line number as well, where the
original code lies, and where the new code should be put.
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B CHARTUIE-8K Details

B.1 CHARTUIE-8K Pseudocode

We present the pseudocode of CHARTUIE-8K in Alg. 2, along with the prompts used within it. These
prompts can be accessed by clicking on the highlighted phrases in the pseudocode.

We first introduce the notations. Let d represent the underlying dataset. If it exists, let dttl denote the
title of d; otherwise, set dttl to "unknown." Similarly, if the topic of d is provided, let dtpc represent it.
Finally, let fuie refer to the backbone LLM for CHARTUIE-8K. Here, fuie :=GPT 4o.

The procedure returns a list of queries, Q, generated by the algorithm. Each tuple in Q includes the
initial instruction (inst), column labels for visualization (data attributes, dattr), a selected task (tsk), a
visualization purpose (prps), a text description of the target audience (aud), follow-up questions (qst),
and answers (ans). The model fuie infers dattr, tsk, prps, and aud from inst and follow-up questions to
clarify user preferences, of which only q% are answered.

Algorithm 2 CHARTUIE-8K
1: procedure UIE-8K(d, dttl, dtpc, fuie)
2: pct ← Selectct
3: pct.format(data:= d)
4: Ctype ← fuie(pct)
5: pannot ← Selectannot
6: pannot.format(
7: data:=d,
8: data_title:=dttl,
9: topic:=dtpc

10: )
11: annot← fuie(pannot)
12: jmax ← min{15, the length of Ctype}
13: Q← []
14: for j ∈ {0, 1, ..., jmax − 1} do
15: for word ∈ {50, 100} do
16: if j ≤ 2 then
17: ptrg ← Triggerannot
18: ptrg.format(
19: data:=d,
20: annotations:=annot,
21: data_title:=dttl,
22: topic:=dtpc,
23: chart_type:=Ctype[j]
24: word_count:=word
25: )
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Algorithm 2 CHARTUIE-8K (Continued)
26: else
27: ptrg ← Triggerannot′
28: ptrg.format(
29: data:=d,
30: data_title:=dttl,
31: topic:=dtpc,
32: chart_type:=Ctype[j]
33: word_count:=word
34: )
35: end if
36: inst← fuie(ptrg)
37: ptpa ← TPAuie

38: ptpa.format(
39: initial_instruction:=inst,
40: data:=d,
41: task:=task
42: )
43: ⟨da, tsk, prps, aud⟩ ← fuie(ptpa)
44: pqst ← Questionuie

45: pqst.format(
46: data:=d,
47: initial_instruction:=inst,
48: attributes:=dattr,
49: audience:=aud,
50: tasks:=tsk,
51: purpose:=prps
52: )
53: qst← fuie(pqst)
54: pans ← Answeruie
55: if word == 50 then
56: q% ← 25
57: else
58: q% ← 50
59: end if
60: pans.format(
61: initial_instruction:=inst,
62: q_percent:=q%,
63: purpose:=prps,
64: f_response:= qst
65: )
66: ans← fuie(pans)
67: Q.append(
68: ⟨
69: inst, da, tsk, prps,
70: aud, qst, ans
71: ⟩
72: )
73: end for
74: end for
75: return Q
76: end procedure
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We use chart types presented in Hess (2022).

Chart Type Selection (Selectct)

<start of data example format>
{data}
<end of data example format>

Look at the following list and select one or more chart types appropriate for the data. Try to choose
as many different charts as possible. Consider the purpose and chart type that can visualize the
data well.
But Chart types that are not reasonable for data visualization of the data example format I attached
must be excluded. Respond with the chart types that are compatible with the data. Please include
only one chart type that is similar to each other. Comparison, Correlation, Part-to-whole &
hierarchical, Data over time (temporal), Distribution, Geospatial & other are the purposes, and the
chart types below are suitable for the above purpose.
Look closely at the characteristics of the data, and the annotation should be one that produces as
little clutter as possible.

<start of the chart type list>
1. Comparison

• Bar chart
• Column chart
• Grouped bar/column chart
• Lollipop chart
• Bullet chart
• Dot plot
• Dumbbell
• Pictogram
• Icon chart
• Range chart
• Radial bar chart
• Parallel coordinates
• Radar chart
• Nightingale chart
• Waterfall chart
• Matrix chart
• Small multiples
• Word cloud
• Slope chart
• Table chart
• Categorical scatter plot
• Quadrant chart

2. Correlation

• Heatmap
• Bubble chart
• Scatter plot
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• Connected scatter plot
• Hexagonal binning
• Contour plot

3. Part-to-whole & hierarchical

• Stacked bar/column chart
• Diverging bar chart
• Population pyramid
• Icon array
• Waffle chart
• Pie chart
• Donut chart
• Semi-circle donut chart
• Marimekko chart
• Treemap
• Circular treemap
• Convex treemap
• Dendrogram
• Venn diagram
• Euler diagram
• Circular gauge
• Sunburst chart
• Funnel & pyramid chart

4. Data over time (temporal)

• Area chart
• Stacked area chart
• Stream graph
• Bump chart
• Bump area chart
• Line chart
• Spline chart
• Step line chart
• Candlestick chart
• Gantt chart
• Barcode chart
• OHLC chart

5. Distribution

• Density plot
• Ridgeline plot
• Horizon chart
• Histogram
• Radial histogram
• Strip plot
• Jitter plot
• One-dimensional heatmap
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• Beeswarm chart
• Box chart
• Violin plot

6. Geospatial & other

• Geographic heatmap
• Choropleth map
• Tile map
• Chord diagram
• Arc diagram
• Sankey
• Network diagram
• Flowchart

<end of the chart type list>

Your response should ONLY contain the chart types. Do not include anything else.

Annotation Selection (Selectannot)

<start of data example format>
{data}
<end of data example format>

<start of data details format>
{data_title}
{topic}
<end of data details format>

Look at the following list and select one or more annotations appropriate for the data. Choose two
annotations.
<start of the annotation list>

1. Text Annotations:
Description: Data-driven text annotations display values linked to chart elements, such as
data points in a scatterplot. They draw attention to specific elements by highlighting their
values. Purpose: When only some elements are annotated, the intent is to focus the viewer’s
attention on those before examining others. Other Uses: Non-data-driven annotations can
provide context, orientation, or editorial comments.

2. Shapes:
Description: Shape annotations include lines, arrows, rectangles, and other shapes. They can
highlight or enclose specific chart elements to emphasize or compare them. Data-Driven Use:
Some shapes, like trend lines, are calculated from the underlying data.

3. Highlights:
Description: Highlights modify the appearance of chart elements (e.g., size, color) to empha-
size or reduce their importance. Purpose: Used to distinguish certain elements from others,
making them stand out visually

<end of the annotation list>
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Look closely at the characteristics of the data, and the annotation should be one that produces as
little clutter as possible. Also, refer to the data details to create as practical and realistic instructions
as possible. Your response should ONLY contain the annotations, description, purpose, and uses.
Do not include anything else.

Emulating with annotations (Triggerannot)

You are an expert user emulator.

<start of data example format>
{data}
<end of data example format>

<start of annotations format>
{annotations}
<end of annotations format>

<start of data details format>
{data_title}
{topic}
<end of data details format>

Given a data format, imagine a chart that visualizes this data as the final output you want from the
service provider. It MUST be a chart that can be created using only data columns. Consider what
purpose the data has and the practical purpose of visualization and include it in the instructions.
You need to imagine a chart with {chart_type} and given annotations that utilizes the data format.
If there are multiple given data formats, imagine a chart with {chart_type} and given annotations
that utilizes all the data formats. Since you are an amateur user, your instruction will be partially
SUBJECTIVE and NOT DETAILED. Also, refer to the data details to create as practical and
realistic instructions as possible. Instructions must reflect the context of the data. To emulate a
real-world user your instruction should be {word_count} in size (word count). Do not include data
path in the instruction. Your response should ONLY contain the user emulated instruction. Do not
include anything else.

Emulating without annotations (Triggerannot′)

You are an expert user emulator.

<start of data example format>
{data}
<end of data example format>

<start of data details format>
{data_title}
{topic}
<end of data details format>

Given a data format, imagine a chart that visualizes this data as the final output you want from
the service provider. It MUST be a chart that can be created using only data columns. You need
to imagine a chart with {chart_type} that utilizes the data format. If there are multiple given
data formats, imagine a chart with {chart_type} that utilizes all the data formats. Since you are an
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amateur user, your instruction will be partially SUBJECTIVE and NOT DETAILED. Also, refer to
the data details to create as practical and realistic instructions as possible. Instructions must reflect
the context of the data. To emulate a real-world user your instruction should be {word_count}
in size (word count). Your response should ONLY contain the user emulated instruction. Do not
include anything else.

Task Purpose and Audience Inference for UIE (TPAuie)

You are a data visualization expert. Given the data and user request, your task is to analyze the
user request to figure out the (1) data attributes needed for data visualization, (2) select the most
suitable task that the user is expecting from the list of various tasks in data visualization, (3)
specifically figure out the purpose of the user’s request in data visualization, and (4) prospective
audience of the data visualization.

<start of user request>
{initial_instruction}
<end of user request>

<start of data format>
{data}
<end of data format>

<start of various task types>
{task}
<end of various task types>

For data attributes needed in data visualization, store them in query[’Data Attribute’]. Data
attributes MUST match exactly the column names of the data. Store the selected task from the task
types in query[’Task’]. Store the purpose of visualization in query[’Purpose’]. Store the prospective
audience in query[’Audience’].
Please reply in the same format without altering the key value.
{"Data Attribute": None, "Task": None, "Purpose": None, "Audience": None}
But, please make sure there is no ’ in each keys and values. Use only " for the response. But when
you write a value sentence or each data attribute’s title, you only can use ’. Unless you are writing
a sentence or each data attribute’s title, you should never include ’ in response. If there are multiple
pieces of data, there is no need to reveal which file each is. Please consider that JSON conversion
must be done properly.

List Preference Questions (Questionuie)

You are an expert data visualization analyst. Given data, data attribute, tasks, prospective audience,
purposes of the chart(data visualization) from the initial instruction (user request) of the user, you
have a 2-step task to do.
(1) First, your task is to figure out the essential chart attribute requirements that the chart must
have in order to satisfy such tasks and purposes (2) Then, create a list of questions to the user if the
user have specific chart attribute preference for effective data visualization.
Do NOT include anything else in your response other than the list of questions. Your questions
should be primarily focused on retrieving the user’s preferences. Do NOT include any questions
related to (1) interactivity of the chart, and (2) the file format of the chart.

<start of data format>
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{data}
<end of data format>

<start of data visualization instruction>
{initial_instruction}
<end of data visualization instruction>

<start of data attributes>
{attributes}
<end of data attributes>

<start of prospective audience>
{audience}
<end of prospective audience>

<start of type of tasks>
{tasks}
<end of type of tasks>

<start of purpose>
{purpose}
<end of purpose>

Answer Preference Questions (Answeruie)

You are an expert user emulator.

<start of user request>
{initial_instruction}
<end of user request>

Imagine the best result that can be achieved based on the given instructions and is the final output
you want from the service provider with your purpose given below. Based on your imagination you
are to respond to the service provider. Since you are an amateur user you should concretely answer
{q_percent}% of the questions you think are most important, and the remaining questions should
be answer with uncertainty, e.g. “I am not sure”, “I do not know”, "I have no specific preference".
Finally, remember that you are looking for an image, not an interactive data visualization.

<start of purpose>
{purpose}
<end of purpose>

<start service provider message>
{f _response}
<end service provider message>

Also, remember that the service provider can not see the image you have access to. Your response
should ONLY contain the user emulated response. Do not include anything else.

B.2 Example User Study Initial Instructions

We provide user study initial instruction examples curated by the LLM user participants below.
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User Initial Instruction Example 1

Please make a bar chart of R&D investment (in billions of USD) according to country. Make
each bar green, except for Japan and India, which you should make blue. Title the chart, "R&D
Investment by Country." Include a red line that connects the maximum of each bar. And add a blue
dash line where the average is across the whole chart (including the average value in Billions out
to two decimal places).

User Initial Instruction Example 2

Chart grades over 12 months. Have different colors for each student and label by names. Y axis
will be percentage and x axis months. Title will be Students Grades Over the Year.
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C Chart Generation User Query Examples

Plot2Code Example

The figure generated by the provided Python code consists of four subplots, each displaying a
different transformation of the same image. The image is created using a mathematical function
that generates a grid of values.
The first subplot shows the image rotated by 30 degrees. The second subplot shows the image
skewed by 30 degrees along the x-axis and 15 degrees along the y-axis. The third subplot shows the
image reflected along the x-axis and scaled by 0.5 along the y-axis. The fourth subplot combines
all these transformations: rotation, skewing, scaling, and translation.
Each subplot has a yellow dashed line indicating the intended extent of the image. The x-axis
limits are set from -5 to 5, and the y-axis limits are set from -4 to 4 for all subplots.
To recreate this figure, you would need to generate the same image and apply the same transfor-
mations in each subplot. The transformations are applied using an affine transformation matrix,
which allows for rotation, skewing, scaling, and translation. The specific parameters for each
transformation are mentioned above.
The figure is displayed using the matplotlib library in Python, which would need to be installed and
imported to recreate the figure. The numpy library is also used to generate the image and would
need to be installed and imported as well.
The image is generated using a mathematical function that creates a grid of values between -3.0
and 3.0 with a step of 0.25. This function uses the numpy exp function to calculate the exponential
of the negative square of each value in the grid. The result is a 2D array of values, which is used as
the image in the subplots.
The transformations applied to the image in each subplot are done using the Affine2D function
from the matplotlib.transforms module. This function creates a 2D affine transformation matrix
that can be used to apply various transformations to the image. The specific transformations and
their parameters are as follows:

• Rotation: 30 degrees

• Skew: 30 degrees along the x-axis and 15 degrees along the y-axis

• Scale: -1 along the x-axis (which reflects the image) and 0.5 along the y-axis

• Translation: 0.5 along the x-axis and -1 along the y-axis

The extent of the image in each subplot is set to [-2, 4, -3, 2], and the image is clipped to these
bounds. The yellow dashed line indicating the intended extent of the image is drawn using the plot
function with these bounds.
Finally, the figure is displayed using the show function from the matplotlib.pyplot module.

MatPlotBench’s Simple Instruction Example

Create a Python script using matplotlib to generate a specific plot with the following detailed
parameters:
Initialize a figure with a custom size of 7.5 by 7.5 inches. Add a single axis to the figure with a
custom aspect ratio and specified position. Define X as a linear space from 0.5 to 3.5 with 100
elements. Calculate Y1 as 3 plus the cosine of X, Y2 as 1 plus the cosine of 1+X/0.75 divided by
2, and Y3 as random values uniformly distributed between Y1 and Y2.
Set major and minor locators for both x and y axes with major intervals of 1 and minor intervals of
4. Set minor formatter for the x-axis to display values with two decimal places. Limit the x and y
axes to a range from 0 to 4.
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For major ticks, set the width to 1.0, length to 10, and label size to 14. For minor ticks, set the
width to 1.0, length to 5, label size to 10, and label color to ’0.25’. Add a grid with these specific
attributes:

• Linestyle set to "–" (dashed).

• Linewidth of 0.5.

• Color set to ’.25’ (a shade of gray).

• Z-order set to -10.

Plot three lines with distinct characteristics:

• The first line (Blue signal) should use color ’C0’, linewidth of 2.5, and be placed at z-order
10.

• The second line (Orange signal) should use color ’C1’ and linewidth of 2.5.

• The third line should consist of scatter markers at every third point, with no linewidth,
markersize of 9, marker style ’s’ (square), marker face color ’none’, marker edge color ’C4’,
and marker edge width of 2.5.

Set the title "Anatomy of a figure" and axis labels "x Axis label" and "y Axis label" with specific
font sizes:

• Title font size should be 20.

• Axis label font sizes should be 14.

Add a legend with these specifications:

• Positioned at the "upper right".

• Font size set to 14.

Annotate the figure, including tick labels, axes labels, grid, etc., using circles, text, and code
snippets at specified coordinates. The circles should have a radius of 0.15, a border color defined
by the royal_blue variable with an alpha of 0.6, and a white, non-filled center. Text annotations
should be in both royal blue and black colors, with bold and italic styles.

CHARTUIE-8K Example

Create a bar chart showing the GDP compositions of agriculture, industry, and services for the
top 5 countries by GDP. Highlight the country with the highest percentage of each sector. Add
annotations to display exact values for each bar segment, focusing particularly on the leading
country in each sector.
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D Human Study Details

D.1 Compensation and Qualification

We use paid crowdsource surveyors to conduct our human study. We use the same platform as Gudibande
et al. (2024). To ensure quality responses, all voluntary participants are paid $14 per hour, well above the
U.S. federal minimum wage of $7.25 (Henderson, 2024). We ensure that surveyors feel safe to express
freely by clearly indicating: "feel free to be wholly honest". Moreover, we enforce five requirements
to participate in our study: (i) Masters2, (ii) > 80% Approval Rate, (iii) > 50 Approved, (iv) Casual
experience using LLMs, (v) Survey with a large screen (≥ 10 inches, ≥ 25.4 cm). For privacy, we do not
gather any other unnecessary data.

D.2 Sanity Check

Following Yang et al. (2023) and Xu et al. (2024a), we include multiple sanity check questions within the
survey for reliability. These sanity checks are solidified a priori, and are never changed.

CHARTUIE-8K. In CHARTUIE-8K, we manually remove LLM initial query that clearly suggests that
the surveyor did not understand the survey instructions or put in virtually zero time. For transparency, we
report all the sanity check fail cases on our open-source github repository.

CHARTAF. For the CHARTAF human study, two sanity checks filter very poor quality surveyor
responses. First, we remove surveys that were completed in 50% of the lower-bound completion time.
We time the duration it takes to complete a survey, and create a lower- and upper-bound to signal to
potential surveys how long our study takes. For example, 10 to 16 minutes. In this case, surveys that
were completed within 5 minutes would be removed as this would indicate that very low effort was put
into the survey. Second, a sanity check question was included, presenting an image option intentionally
unrelated to the user instructions. Survey responses that prefer (or strongly prefer) this option is removed
as it indicates that the surveyor does not understand the task or is putting in very little effort.

D.3 CHARTAF Human Study

We provide the precise instructions provided to the surveyors below. We further provide exact screenshots
in Fig. 7 and 8.

CHARTAF Human Study (Part 1)

User Instruction
USER REQUEST
[insert initial instruction]
QA WITH USER
[insert QA]
Referring to the User Instruction, carefully select the better chart.
[insert generated image by f]
[insert generated image by
post-CHARTAF-feedback
or post-ChartX-feedback
or post-ChartX+A-CoT+SC-feedback
or Sanity Check
or post-ChatEval-feedback
or post-NF-feedback
or post-MatPlotBench-feedback
or post-MatPlotBench+A-CoT+SC-feedback
or post-Plot2Code-feedback

2Masters are "Workers who have demonstrated excellence across a wide range of tasks are awarded the Masters Qualification.
Masters must continue to pass our statistical monitoring to retain the Masters Qualification."
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or post-Plot2Code+A-CoT+SC-feedback
or post-Skip+A-CoT-feedback]
[insert preference score options]

CHARTAF Human Study (Part 2)

User Instruction
USER REQUEST
[insert initial instruction]
QA WITH USER
[insert QA]
Referring to the User Instruction, carefully select the better chart.
[insert generated image by pre-TTS]
[insert generated image by post-TTS]
[insert preference score options]

D.4 CHARTUIE-8K Human Study
We provide the precise instructions provided to the surveyors below. We further provide screenshots in
Fig. 9 and 10.

CHARTUIE-8K Human Study (Part 1)

• Looking at the following sample image, imagine you want to ask Large Language Model
(like ChatGPT) to draw a chart like this image:

[insert example chart image]

• Please write how you would prompt (instruct) an LLM

• (You can assume that you have already provided the dataset to the LLM.)

[insert text form field]

CHARTUIE-8K Human Study (Part 2)

• After the user has given an initial set of instructions, the LLM may be inclined to ask some
questions to make sure it clarifies on any lack of detail or subjective instructions.

• The following is an example of the LLM’s response to the user’s initial instructions.

[insert sample initial instruction and questions]

• If you were the user, would you prefer the LLM respond to you with, for example, the
clarification questions above?

[insert binary option (Yes or No)]

• After the user has given an initial set of instructions, the LLM may be inclined to ask some
questions to make sure it clarifies on any lack of detail or subjective instructions.

• The following is an example of the LLM’s response to the user’s initial instructions.

[insert sample initial instruction, questions, and answers for the questions]

• Do you think that the user response above is realistic?

[insert binary option (Yes or No)]
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Figure 7: ChartAF Human Study (Part 1) Example
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Figure 8: ChartAF Human Study (Part 2) Example
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Figure 9: ChartUIE-8K Human Study (Part 1) Example
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Figure 10: ChartUIE-8K Human Study (Part 2) Example

4564



E LLM Configurations

Table 5 shows the LLM configurations we used. These configurations are determined a priori to all
experiments, and never changed.

Model Temp. Max Tokens
GPT 4o gpt-4o-2024-08-06 1 4096

Claude 3.5 Sonnet claude-3-5-sonnet-20240620 1 4096
Llama 3.1 70B llama-3.1-70b-versatile 1 4096
Gemma 2 27B gemma-2-27b-it 1 2048

Table 5: LLM Configurations

F Code Error Rate

Fig. 11 shows the mean execution error rates of the four tested LLMs. This is an inherent limitation of the
original chart-generating LLM and does not relate to our method.

Figure 11: Execution error rates of the tested LLMs

G Icon Attribution

All icons are from flaticon.com except Retain(cycle-100) is from icons8.com. The icons and their respective
authors are in Table 6. The license to these icons belongs to their respective owners. We use them for
non-profit academic use, with attribution as requested by the distributors.
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Category (Icon) Author(s)
Retain (cycle-100) Icons8
Discard (remove) Pixel perfect
Add (add) Arkinasi
Task (checklist) juicy_fish
Purpose (target) Freepik
Audience (users-avatar) SeyDesigner
Basic Criteria (list) Smashicons
Addition (add) Digby Garrett
Query (question) Md Tanvirul Haque
Binarize (file-management) iconsmind
Social Science (network) Freepik
Biology (book) Freepik
Box Chart (chart) Freepik
Stacked Chart (column-chart) Freepik
LLM (big-data) LAFS
AI (ai) Freepik
Number 1 (circle-1) iconographics
Number 2 (circle-2) iconographics
Number 3 (number-3) BS Editing
LLM to Evaluate (dashboard) xnimrodx
Data Set Filter (database-structure) Uniconlabs
Chart Annotations (notes) Freepik
Data Set Crawl (bug) Freepik
Coding (code-review) Freepik
Evaluate (criteria) cah nggunug
Edit (modifed) Uniconlabs

Table 6: Icons and Respective Authors
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