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Abstract

Superlatives are used to single out elements
with a maximal/minimal property. Semanti-
cally, superlatives perform a set comparison:
something (or some things) has the min/max
property out of a set. As such, superlatives pro-
vide an ideal phenomenon for studying implicit
phenomena and discourse restrictions. While
this comparison set is often not explicitly de-
fined, its (implicit) restrictions can be inferred
from the discourse context the expression ap-
pears in. In this work we provide an extensive
computational study on the semantics of su-
perlatives. We propose a unified account of su-
perlative semantics which allows us to derive a
broad-coverage annotation schema. Using this
unified schema we annotated a multi-domain
dataset of superlatives and their semantic inter-
pretations. We specifically focus on interpret-
ing implicit or ambiguous superlative expres-
sions, by analyzing how the discourse context
restricts the set of interpretations. In a set of
experiments we then analyze how well models
perform at variations of predicting superlative
semantics, with and without context. We show
that the fine-grained semantics of superlatives
in context can be challenging for contemporary
models, including GPT-4.

1 Introduction

Superlatives are used to express a certain type of
comparison in language. They work as domain-
based comparisons: an expression like “the small-
est fish” means that there is a fish which is smaller
than all other fish in a specific set. An interpre-
tation of the superlative comparison requires the
human or machine to identify the target, e.g., the
entity or event being the max or min of a set, and
the comparison set (CS), e.g., the set of entities or
events against which you are comparing the target.

* This work was completed in partial fulfillment for the
PhD degree of Valentina Pyatkin.

Appropriately defining the comparison set re-
quires understanding the general domain, and it is
often essential to read beyond the sentence level,
or to draw inferences from world knowledge. Take,
for example, the following statement:

(1) Tom went fishing at the lake together with his friends.
He caught the largest fish.

In ex. (1) the sentence with the superlative ‘largest’
does not provide enough information to properly
define the CS, except that one is comparing a fish
to other fish. With the help of the previous sen-
tence, one can restrict the comparison set to the fish
that were caught by Tom and his friends at the lake.
In this paper we propose that recognizing the CS
hinges on identifying the relevant entities or events
from context, which can appear both before or af-
ter the expression. Specifically here, the catching
event is crucial in restricting the CS.

Being able to automatically interpret the seman-
tics of superlatives can be useful for many down-
stream applications, such as dialogue state track-
ing or mining product reviews (Scheible, 2010;
Bakhshandeh et al., 2016). They appear in seman-
tic parsing datasets, like text-to-SQL (’book the
earliest flight to Boston’ (Price, 1990)) and their
accurate semantic representation might improve
Question Answering or Information Extraction.

To the best of our knowledge, superlatives are
understudied in NLP, and so far there has been no
systematic work on automatically identifying the
CS restrictions from the larger discourse. While
Scheible (2008, 2012) annotated the comparison
set of one semantic superlative subtype, they did
so only when it is explicitly expressed in the syn-
tactic construction of the sentence. Similarly, Bos
and Nissim (2006) mention the problem of appro-
priately defining the CS, but their annotation is
restricted to the sentence-level only.

There are many different types of superlatives,
either through the way they are expressed in syntax

3112



(e.g. adverbial vs. adjectival) or through the way
they express a semantic comparison. But most
works only focus on single subtypes and do not
cover all forms of superlatives.

We propose a unified annotation schema for pro-
viding a complete semantic reading of superlatives.
The schema defines the superlative frames, encap-
sulating all the elements needed for an interpreta-
tion. The frames remain identical whether or not
the semantic elements are explicit or implicit, and
allow us to specify restrictions from context, which
are made explicit in the form of Neo-Davidsonian
Semantics, allowing one to show when interpreta-
tions are restricted by events or arguments.

Based on the proposed schema we annotate a
dataset of superlatives, called SUPERSEM1, over
different domains, ranging from encyclopedic text
to dialogue. We show that SUPERSEM contains a
large variety of superlative types and interesting
instances of implicit domain restrictions.

Given SUPERSEM, we investigate models’ abil-
ity to generate superlative interpretations. This al-
lows us to analyze the effect the discourse context
has on restricting possible comparison interpreta-
tions and to assess the efficacy of filling in implicit
elements from larger contexts. We also show that it
is challenging for sota LLMs, like GPT-4, to appro-
priately incorporate discourse restrictions for the
interpretation of superlatives.

2 Related Work

While superlatives have been widely studied in for-
mal semantics, they have been largely neglected
by NLP research, except for the following works.
Bos and Nissim (2006) presented an automatic ap-
proach for predicting semantic interpretations of
superlatives. For this purpose they annotated a cor-
pus2 of attributive superlatives and their CS spans
inside of a sentence.

Scheible (2008) proposed an annotation scheme
for identifying syntactic classes of superlatives and
a semantic analysis of superlatives in terms of tar-
gets and CS. They further also automatically identi-
fied superlative surface forms and extracted targets
and CS for a specific superlative sub-type (Scheible,
2009, 2012). Zhang et al. (2015) also worked on
identifying the targets and CS, using silver data
from structured knowledge bases.

1https://github.com/ValentinaPy/SuperSem
2We contacted the authors for access to the corpus, but

unfortunately this corpus has been lost since the publication
of their paper more than 15 years ago.

Bakhshandeh et al. (2016) introduced a frame-
work for comparative constructions, including su-
perlatives, which is also able to model ellipsis, but
it is limited to the sentence level. Similarly, Pesa-
hov et al. (2023) propose QA-based annotations for
adjectives (which includes superlatives), but their
annotation is constrained to a single sentence and
does not include adverbial superlatives.

Multiple works have studied ambiguity, but none
of them have specifically focused on superlatives:
Cui et al. (2022) look at generalized quantifier am-
biguity in multilingual NLI data, Liu et al. (2023)
look at sentence ambiguity and its effect on en-
tailment relations, and Stengel-Eskin et al. (2023)
introduce a framework to translate ambiguous state-
ments to formal representations.

We extended upon previous superlative research
by looking at a wider array of phenomena. Firstly,
we are targeting all syntactic types of superla-
tives, while Bos and Nissim (2006) only analyzed
the comparison sets of attributive superlatives and
Scheible (2009) only analyzed predicative superla-
tives. Most importantly, adverbial superlatives have
not been studied in NLP. Lastly, we are extend-
ing the analysis of superlatives beyond the sen-
tence boundary. While previous works did per-
form a (limited) analysis of implicit superlative
phenomena inside of a sentence, we go beyond the
sentence-based analysis and show how compari-
son sets are restricted by the broader domain of
discourse.

3 The Challenge: Syntax, Semantics and
Pragmatics of Superlatives

The particular challenge of superlatives interpre-
tation is somewhat ignored in the study of natu-
ral language understanding, despite demonstrating
many interesting syntactic and semantic phenom-
ena. While all superlative expressions seem to do
the same thing, i.e. pick a maximal entity/event,
they appear in different forms, which, for NLP,
hinders their uniform interpretation. Furthermore,
superlatives may appear in various syntactic real-
izations which do not explicitly express some of
the semantic aspects of the comparison, in partic-
ular how the comparison set is being restricted by
context. In what follows we describe the possible
syntactic realizations and semantics of superlatives,
and how some of the frames can be implicit or
ambiguous.
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3.1 The Syntax of Superlatives
Humans use superlatives in order to reason about
quantities and degrees in a comparative manner.
Analytically, in English, they are formed using the
adverbs most and least and inflectionally they are
formed with the addition of the suffix -est. The
comparison can either be performed in a positive
(most), or negative orientation (least, few) (Huddle-
ston and Pullum, 2002).

Superlatives can be broadly categorized into the
following superficial forms: adjectival superlatives,
such as “Mia is the tallest girl”; adverbial superla-
tives, such as “Most commonly, psychologists use
surveys”; and other forms which are not superla-
tives morphologically, but still lexicalize a superla-
tive meaning, i.e. “The main reason” (Scheible,
2009).

3.2 The Semantics of Superlatives
Semantically, superlatives perform a domain based
comparison (Szabolcsi, 1986; Alshawi, 1992;
Gawron, 1995; Heim, 1999; Farkas and Kiss,
2000).

(2) Nemo is the smallest fish out of all the fish in the
aquarium.

In Example (2) the target of the comparison (i.e.,
the element that has the max/min of some set) is
Nemo. The target is being compared to a set of
other entities, the comparison set, which in this
example is defined by all the fish in the aquarium.
Each item in the comparison set has a property
along which it is being compared, in this example
the property is size. As we seek the smallest fish,
the orientation of the size comparison is negative.
By inference, comparatives can convey the same
sense as superlatives, e.g. “Nemo is smaller than
any of the other fish.”

Towards a semantic account of superlatives,
Scheible (2012) defined 3 types of superlative com-
parisons. The Property Set Comparison is the
most known superlative type, where members of
the CS are being compared with respect to the prop-
erty. Ex. (2) illustrates a property set comparison,
where all fish in the aquarium (CS) are being com-
pared by the size property. The Relative Set Com-
parison involves two interdependent set compar-
isons. For example, in “Of all the band members,
Bob played the longest solo.”, the set of ‘solos’
is being compared in terms of length. But this
set is further restricted by a second set, the ‘band
members playing (solos)’. The Subject-based Set

Comparison is peculiar in that the CS does not
consist of different entities, but instead compares
the target at different states: “Bob is hungriest
at noon.” Here the comparison set involves Bob’s
level of hungriness at different times of the day.

3.3 Implicit Elements of Superlatives

Superlatives can appear in various syntactic realiza-
tions which do not explicitly express some of the
aspects of the comparison. Often an explicit target
is missing:

(3) a. Nemo is the smallest shark.
b. The smallest shark hides under a rock.

In Example (3)a. the target ’Nemo’ is explicit,
while in (3)b. the superlative NP stands for the
implicit target. The CS (and its domain restrictions)
can also be (entirely) missing:

(4) a. In Europe, he is the tallest man.
b. He is the tallest.

In (4)b. the head of the superlative NP (”man”) is
empty (Elazar and Goldberg, 2019) and the domain
“In Europe” is implicit, while in (4)a. constructing
the CS consists of two, syntactically non-adjacent
spans, i.e., men, and in Europe.

Even if the CS’s head is not missing, the broader
discourse can still restrict:

(5) For years, many Haitians and their descendants in
Cuba did not identify themselves as such [...]. Af-
ter Spanish, Creole is the second most-spoken lan-
guage.

The complete CS in (5) is ‘languages spoken in
Cuba’, which could only be identified by also in-
cluding the previous context. This case of con-
text dependence is called quantifier domain restric-
tion (Geurts and van der Sandt, 1999; Stanley and
Gendler Szabó, 2000), which includes superlatives
(Gutiérrez-Rexach, 2006).

(6) She gave me the most expensive present.

Without context this example has multiple read-
ings (absolute vs. relative (Szabolcsi, 1986; Heim,
1999; Farkas and Kiss, 2000; Huddleston and Pul-
lum, 2005)): The CS could be ‘presents in the
world’ (absolute) or ‘presents I have received from
my friends on my birthday’ (relative) or ‘presents
she gave me on that day’ (relative), etc. Note the
restricting events in the last two interpretations,
making them relative set comparisons.

Lastly, the subject-based set comparison
(Sec. 3.2) is very implicit as neither the target nor
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the CS are explicitly expressed in syntax:

(7) The human is broadest at the shoulders.

Here the implicit target would be ‘the width of a
human at the shoulders’ and the implicit compari-
son set would be ‘the width of different parts of the
human body’. This illustrates how critical it is for
machine comprehension to infer implicit elements
from context in order to retrieve the correct entities.

4 Superlative Frames

In what follows we define the set of superlative
frames. We propose a formal, event-based, account
of superlatives. We first define all the frames and
then show how they are able to cover all superla-
tive types from Sec. 3.2. These superlative frames
provide an intuitive way to achieve (i) annotations
and (ii) a straightforward use for computational
modeling.

The frames are built with a focus on annotating
the semantics of the comparison and making dis-
course restrictions explicit. Additionally, we center
the frames around events/predicates, when avail-
able, using Neo-Davidsonian semantics. This is
motivated by the fact that events can also function
as set restrictions for superlatives, such as for rela-
tive set comparisons. When no event is restricting
the superlative, we annotate the restricting noun
phrases. An example annotation using our scheme
can be seen in Fig. 1.

Comparison Set In the comparison set we de-
fine the set of entities or events that take part in
the comparison: CS = {e1, ..., en}. Compar-
isons involving an event are formulated using a
neo-davidsonian expression. The argument slots
are labeled using VerbNet roles (Schuler, 2005)
and filled with tokens from context. The CS in
Fig. 1 consists of a pay event, with four semantic
arguments: AGENT, ASSET, LOCATION and TIME.

Property Each entity or event in the comparison
set has a property along which it is being compared.
We use nouns to define these properties. The prop-
erty in the example is popularity.

Target The target stands in an IS-A relation with
the comparison set, i.e. the target is one of the
entities or events in the comparison set: t ∈ CS.
Specifically, it is the entity or event whose property
has the max/min value: max/min(p).

Anchor The anchor of the CS designates the fo-
cus of the comparison. We index its position in the
CS, e.g. #2=ASSET. The CS, expressed in words,
would be something like ‘Visa cards people pay
with in Romania’. The anchor signals that we are
comparing ‘Visa cards’ and not another entity.

Orientation +/– This field designates if the min
or max operation was applied on the property.

Rank Sometimes superlative targets do not de-
note the entity at the min/max position, but instead
they denote an entity at the n-th position. For exam-
ple: “the second biggest Bulgarian port”. In these
cases we note the given rank (default is 1).

Implicit +/– This field specifies whether the su-
perlative is restricted by content outside the sen-
tence boundary or alternatively by content that is
not mentioned but implied.

Amount The amount specifies the realization of
the property. In Fig. 1 it is explicitly mentioned
that the amount of ‘800,000 cards issued’ makes
the ‘Visa Gold’ card the most popular one.

5 Annotating Superlatives

One of our contributions is the SUPERSEM dataset,
consisting of more than 4000 annotations of su-
perlatives and their semantic interpretation in terms
of the set of frames described in Sec. 4. In what
follows, we describe the annotation process and
provide an analysis of the final dataset itself.

5.1 Data

In order to cover a variety of domains we annotate
the following datasets: We have re-annotated the
Superlatives Wikipedia corpus (Scheible, 2008),
two dialogue datasets: Dailydialog (Li et al., 2017),
MultiWOZ 2.2 (Zang et al., 2020), a subset of su-
perlatives in Amazon Product Reviews (Ni et al.,
2019), superlatives found in the Wikinews docu-
ments used by TNE (Elazar et al., 2022) and su-
perlatives in passages from the following narrative
texts: Animal Farm by George Orwell, Harry Pot-
ter and the Philosopher’s Stone by J. K. Rowling,
The Hitchhikers Guide to the Galaxy by Douglas
Adam, The Great Gatsby by F. Scott Fitzgerald and
The Hobbit by J. R. R. Tolkien.

5.2 Annotators

We hired two annotators for the task, who were
provided with guidelines and training sessions. For
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The number of people in Romania 
who pay with Visa cards rose by 130% 
[…]. The most popular cards were 
Visa Gold, with nearly 800,000 cards 
issued in 2004.

Target
CS

Anchor Property Orientation
Implicit

PAY(e, AGENT=people, ASSET=Visa Gold, LOCATION=Romania, TIME=2004)

PAY(e, AGENT=people, ASSET=Visa cards, LOCATION=Romania, TIME=2004)

#2=ASSET popularity Positive

Yes Amount 800,000 Rank 1

Figure 1: An annotation example showing on the left the superlative (most), the sentence it appears in, and its
previous context (shortened). On the right it shows the annotation slots (Target, DOI, CS etc.) and how they are
filled given the text. Highlighted in yellow are the implicit discourse restrictions.

quality assurance the authors met with the annota-
tors in weekly meetings and discussed a subset of
the annotations. Additionally, we periodically cal-
culated IAA between the annotators and an expert
(i.e. author of the paper, from here on called anno-
tator C). The annotators were paid above minimum
wage for the region. One of the annotators was a
Master’s student in linguistics, hereafter called an-
notator A, and the other, annotator B, a Bachelor’s
student in Computer Science.

5.3 Dataset Analysis

Here we present an analysis of the SUPERSEM

dataset and report statistics. Table 1 shows the
general dataset counts, split by domain. The final
dataset consists of more than 3k annotated superla-
tives and more than 1k non-superlatives, which are
pos-tagged as JJS, but do not express a superlative
reading (such as ‘most’ being used as a quantifier).
About 42% of annotated superlatives contain im-
plicit elements and about 35% contain an event.

Domain Sup. ¬Sup. Events Implicit
Wikipedia 814 476 274 242
Reviews 1098 286 363 555
Dialogue 522 219 222 293
Literature 376 186 111 92
Wikinews 336 152 109 146
total 3146 1319 1079 1328

Table 1: Dataset counts split by domain, showing how
many superlatives (Sup.) or non-superlative (¬Sup.)
there are in the dataset. We further show numbers on
how many superlatives were marked as being implicit
and how many superlatives were restricted by events.

Events Overall, the events restricting the CS are
diverse, with 353 distinct predicate lemmas. The
most common predicates include have, do, use, find
and make. Light verbs are frequent because they
are used to express subject-based set comparisons
(Sec. A.1.4). Other common verbs, which are not
light verbs, are create, play, own and buy.

Arguments In Figure 2 we visualize the distri-
bution of the most frequent roles in our target and
CS annotations. AGENT, LOCATION and THEME

are the most frequently annotated VerbNet roles.
We additionally allowed the use of ‘of’ as a slot
designating restricting bridging relations (such as
“writers OF=the ancient world”).

Figure 2: Most frequent roles found in SUPERSEM.

Context As context around the superlative we
take the preceding paragraph, with 170 words on
average. We found that this is a reasonable amount
of context to include in order to study superlatives’
context dependence, as adding more context would
become less and less relevant, while adding more
and more complexity for the annotators. This is
in line with other literature on implicit arguments,
which found that most of them are located in the
preceding couple of sentences (Ebner et al., 2020).

5.3.1 IAA
To ensure annotation consistency and quality, we
performed three rounds of IAA checks, while anno-
tation efforts were on-going. After each agreement
check, we consolidated and discussed the annota-
tions with the annotators. Details of the IAA checks
can be found in the Appendix. We find that agree-
ment generally improves over the different rounds.
While agreement is moderate to high for categori-
cal slots, higher exact match agreement was harder
to achieve for some non-categorical categories, like

3116



the CS. This is mainly due to the order in which ar-
guments are listed and the differences in argument
spans (i.e. determiners being included or excluded)
and lower agreement for these categories does not
necessarily indicate wrong annotation. The test
set was further manually checked by one of the
authors.

5.3.2 Implicit Arguments as Discourse
Restriction

Since events can also take part in superlative com-
parisons, implicit arguments also form a subgroup
of discourse restrictions. Implicit arguments (Rup-
penhofer et al., 2010; Gerber and Chai, 2010; Roth
and Frank, 2015) fill semantic roles of predicates,
where the argument is not syntactically connected
to the predicate and might even be found outside
of the predicate’s sentence.

(8) Most commonly, psychologists use paper-and-
pencil surveys.

Ex. (8) contains the verbal predicate ‘use’. In
VerbNet ‘use’ has 3 possible roles, of which 2
are explicitly filled in ex. (8): the AGENT, with
‘psychologists’ and the THEME, with ‘paper-and-
pencil surveys’. The third role, EVENTUALITY, is
implicit and can be filled from the previous con-
text, with ‘observational studies’, restricting the
CS as follows: USE(e, AGENT=psychologists,
THEME=surveys, EVENTUALITY=observational
studies). This could be paraphrased as: out of all
types of surveys psychologists use for observational
studies. We find, with automatic string matching
of argument text and context, that about 67% of
event-restricted superlative instances have one
or more implicit argument from context.

6 Computational Modeling of Superlative
Semantics

In what follows we want to examine the computa-
tional modeling of superlative semantics. We are
interested in multiple aspects. First, we want to
establish sequence-to-sequence baselines for pre-
dicting our superlative frames, when trained on
SUPERSEM. Additionally, we want to better un-
derstand the role of context when predicting the
superlative frames, and when superlatives are am-
biguous. To answer those questions, we carry out
multiple experiments (and more in the Appendix).

Experimental Setup We use T5-3B (Raffel et al.,
2020) for all experiments, if not noted otherwise.

We use a batch size of 2, a maximum output length
of 300 and we train for 3 epochs on 2 A100 GPUs.
For training, development and testing we create 80-
10-10 splits of SUPERSEM, by randomly sampling
from each domain equally. We report exact match
accuracy, the Jaccard’s Index, where we divide the
count of overlapping tokens by the count of all
tokens, and Rouge-n (n=1). We additionally fine-
tune llama-3 8b (Dubey et al., 2024) to predict the
comparison set, for 3 epochs, with max sequence
length of 4096 and a batch size of 128.

6.1 Predicting the Interpretation

We first want to establish a seq2seq baseline for
predicting superlatives frames, trained on SUPER-
SEM. Given as input a context with a superlative
expression we want the model to predict the ap-
propriate superlative interpretation, by filling the
frames, such as target, CS and property. We exper-
iment with different input/output settings.

1. FULL: predict all the frames at once.
2. SINGLE: fine-tune a model for each slot indi-

vidually.

To see the effect of context on predicting frames,
we either only use the single sentence the superla-
tive occurs in, or use the full context.

Results Table 2 displays the results. For most
of the frames, the setting which includes both the
superlative sentence and the additional discourse
context works best. This indicates that the context
contains further information needed to make the
appropriate inferences for predicting superla-
tive interpretations. The llama3 7b results con-
firm the T5 results, that adding context to the input
improves a model’s ability to more accurately pre-
dict the comparison set. These context ablations
also indicate that a lot of information restricting
the comparison set is contained in the context. We
also see that, except for the property slot, training
a specialized model for each slot works better
than training a general model that predicts the full
annotation at once. The results on eventive su-
perlatives only (in grey), show that they form a
specially challenging subset for models. The best
models still do not achieve the same EM scores as
the human IAA scores (Sec. A.1.5). While these
IAA scores come from a different, and smaller, set
than the test set, they can still provide a reference
point.
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Sentence Sent. + Context Hu.
EM JI R EM IOU R EM

target 24 46 67 29 53 73 40
FULL 26 46 65 30 51 69
EVENT 8 34 66 9 39 70
CS 25 43 68 31 48 72 33
FULL 21 32 51 22 33 55
EVENT 13 31 65 18 40 71
llama3 14 26 41 22 40 62
anchor 50 53 61 58 60 67 50
FULL 36 40 51 42 47 56
prop. 72 73 75 70 71 73 77
FULL 71 71 73 71 71 73
orient. 92 92 92 87 87 88 100
FULL 92 92 92 91 93 93
impl. 69 69 69 73 73 73 73

Table 2: Results showing exact match accuracy (EM),
Jaccard’s Index (JI) and Rouge-n (R, n=1). For each se-
mantic slot we show the performance when only trained
on that specific slot and the FULL performance. For
target and CS, highlighted in grey, we also show perfor-
mance of the SINGLE model (EVENT) tested only on the
events subset. The last column shows human EM IAA
scores from the last IAA round. For CS we also report
llama3 7b performance.

6.2 Superlatives and GPT-4

We test GPT-43’s ability to zero-shot interpret su-
perlative comparisons, in natural language, and to
few-shot interpret superlatives’ CS.

Experimental Setup We perform two different
experiments on the test split of SUPERSEM. First,
a zero-shot experiment where we input a single
sentence containing a superlative expression and
ask GPT-4 to answer the question “What is being
compared to what here with the superlative?”. The
model’s answer is expected to be a natural language
explanation of the comparison. We also experiment
with adding the full context and with explicitly
marking the superlative in the prompt. Second,
we evaluate GPT4 in a few-shot manner, where
the task is to predict the superlative frame of the
CS. Specifically, we add three demonstrations to
the prompt, with each demonstration capturing a
different type of CS interpretation.

For the first setting, the NL explanation is evalu-
ated with human evaluation, as it differs from the
logical forms contained in SUPERSEM. And for
the few-shot setting, we additionally evaluate us-
ing the same metrics we also used to evaluate the
fine-tuned T5 models (Sec. 6.1).

Discourse restrictions make things harder. In
Tab. 3 we show the target and CS accuracies for the

3Accessed on: 10.01.2023 and 05.16.2024.

target CS
single sentence (implicit+explicit) 89.0 77.9
paragraph (implicit) 84.0 62.9
single sentence (implicit) 87.1 69.7
paragraph (implicit) few-shot - 32.6

Table 3: GPT-4’s performance (accuracy) on identifying
the target and CS, evaluated on the single sentence and
the paragraph level.

single sentence context, the paragraph-level con-
text for the implicit subset and the single sentence
setting for the implicit subset. The main conclusion
to be drawn from the results is that the paragraph-
level interpretation of superlatives is harder than the
single sentence setting, for GPT-4. The following
is an example of a failure case:

(9) The Four Horsemen: Book 2 in the Light Trilogy
was intense. [...] I think out of all of the characters,
excluding the main ones, I would have to say that I
love Mona the most. [...]

In this excerpt (shortened for space considerations),
the target is ‘Mona’ and the CS is ‘all of the char-
acters, excluding the main ones’, which is further
restricted by a love event and by the fact that these
characters are from the book ‘The Four Horsemen’.
GPT-4 writes: “All other characters are being com-
pared to Mona with the superlative.” While this
output correctly identifies that there is a comparison
between Mona and other characters, it incorrectly
writes ‘all other characters’. The correct response
would have excluded the main characters from the
comparison. It further misses to specify discourse
restrictions, such as the book title these characters
appear in.

Few-shot is not enough for learning about su-
perlative semantics. The few-shot experiments
show that structured semantic prediction is hard
to do using prompting. The few-shot scores in
Tab 4 fall behind the fine-tuned model at predicting
the CS. These results are in line with recent works
examining prompting for structured prediction: Et-
tinger et al. (2023) found that LLMs are limited
in their capability to predict correct AMR struc-
tures, also when using few-shot demonstrations,
and Mehta et al. (2024) showed that prompting for
semantic structures leads to inconsistencies.

In addition, the manual evaluation reveals lower
accuracy for the few-shot prompting setup (Tab. 3).
Looking at the outputs, the model sometimes seems
to be able to capture the format of the frames, also
of eventive CSs. Interestingly, most of the errors
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involve the model not being able to incorporate the
relevant elements from context, such as missing a
LOCATION or TIME restriction.

EM JI R
T5 fine-tuned 31 48 72
GPT4-few shot 4 17 43

Table 4: GPT-4’s few-shot performance (EM - exact
match, JI - Jaccard’s Index, R - Rouge-1) on full test set,
for identifying the CS, given full context.

6.3 Ambiguous Superlatives

Figure 3: Accuracy for predicting the CS: given abso-
lute vs. relative contexts. top_1: the first prediction in
a beam is correct. top_5: at least one prediction in a
beam of 5 is correct. comp/abs match: Does the type
(absolute/relative) of the predicted CS fit the gold type?

The main ambiguity present for superlatives is
the distinction between absolute versus relative in-
terpretations (see Sec. 3.3). In an effort to analyze
how sensitive our model is to discourse cues which
could help to disambiguate between different read-
ings, we perform the following experiment. We
manually curated 20 sentences in which the su-
perlative comparison is ambiguous. Many of these
sentences are (synthetic) example sentences found
in formal semantic literature. Additionally, for each
of the 20 instances, we added context that strength-
ens a certain reading, such as absolute vs. relative
readings. This is an example from our synthetic
test set.

(10) John put the tallest plant on the table.
Context 1: Tom, John and Mary all brought plants
which they put on the table.

The first sentence is ambiguous in that it could be
read as either absolute or relative, i.e. restricted by
the putting event or not. Given the additional con-

text 1, the relative reading is strengthened: PUT(e,
AGENT=Tom & John & Mary, PATIENT=plants,
DESTINATION=table).

We run the T5-3b model trained to predict the
CS slot on the synthetic test data.

Relative is harder than absolute As shown in
Fig. 3, absolute superlative comparisons are easier
to identify: in 100% of absolute cases the predicted
CS represents an absolute reading. Additionally, in
100% of the absolute test cases, the model predicts
the correct CS among a beam of 5. Relative read-
ings, on the other hand, are harder to get right and
the model also only correctly identifies a relative
instance as such in 87% of the cases.

6.4 Ambiguity and Context
To analyze and quantify ambiguity and the ef-
fect of context in superlatives, the conditional log-
probabilities as a measure.

Formally, for the conditional log-probabilities,
we define the prefix to be the previous context and
the stimulus to be the superlative-sentence, consist-
ing of tokens Wn = (w1, ..., wn). And we then cal-
culate the conditional per-token log-probabilities,
using MINICONS (Misra, 2022):

∑|W |
n=1 p(wn|prefix)

|W |

We evaluate the output of our T5-3B model,
trained to predict the CS, on the test split of SU-
PERSEM and the synthetic challenge set.

6.4.1 Probability Given Context
With the conditional log-probabilities we want to
measure the likelihood our model assigns to dif-
ferent given interpretations of the synthetic inputs
with varying contexts. Concretely, we take a su-
perlative sentence and see how the likelihood of
an interpretation changes given different tailored
contexts, or no context.

Overall, our model prefers the correct over the in-
correct interpretation in 87% of the cases. Interest-
ingly, the absolute difference between the log prob-
abilites of two completions given only a sentence,
is on average smaller than the absolute difference
between the log probabilities of two completions
given the full context. This indicates that a model
fine-tuned on SUPERSEM is appropriately sen-
sitive to ambiguous instances without context,
i.e. assigns all possible completions similar likeli-
hoods, while given the full context, the likelihood
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gap increases and a certain interpretation becomes
considerably more likely.

(11) John is angriest at Mary.
Context 1: Mary and Tom forgot to invite John to
the party. vs. Context 2: The whole party is angry
at Mary for forgetting the cake.

For example, for the above sentence, the CS
MARY & TOM is more likely for Context 1,
while BE_ANGRY(e, AGENT=whole party, PA-
TIENT=Mary, FOR=forgetting the cake) is more
likely for Context 2. Both CS interpretations are
similarly likely with no additional context given.

7 Conclusion

Superlative comparisons are interesting because
their interpretation is closely tied to the context
they appear in and because many of their compo-
nents are often implicit. This paper provides a
comprehensive study of superlatives, by proposing
a new, unified annotation scheme and an annotated
superlative dataset, SUPERSEM. We further per-
form a set of experiments which analyze how mod-
els interpret superlative comparisons, how they are
able to incorporate context restrictions, and how
ambiguity and context interact for superlative inter-
pretations.

8 Limitations

Annotating semantics is non-trivial, requiring
trained and skilled annotators. Due to resource
constraints, we were only able to hire two annota-
tors and while our dataset is considerably bigger
than any other superlatives datasets, it can not be
considered a large-scale effort. For more accurate
agreement numbers and more consolidated annota-
tions, it would have been nice to have annotations
per instance done by at least two or more anno-
tators, which we unfortunately could only do for
subsets of the data. We believe that superlatives are
extremely interesting to study and highly encour-
age people to study their semantics for languages
other than English. Lastly, this paper mainly fo-
cuses on intrinsic evaluations of language models
and superlatives, and it would be interesting to also
see downstream evaluation results, which would
ideally show that a more precise modeling of su-
perlative semantics leads to extrinsic performance
improvements.

9 Ethical Considerations

Our annotators were paid a fair wage and no per-
sonally identifiable information will be released as
part of the dataset. We have further made sure that
the amount of toxic content in our dataset is kept to
a minimum, but some of the reviews in our dataset
might contain toxic language.
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A Appendix

A.1 Annotating Superlatives
A.1.1 Preprocessing
In order to extract sentences containing superla-
tives from our chosen corpora, we POS-tag them
using Stanza (Qi et al., 2020) and extract all sen-
tences containing at least one word tagged with
either JJS (adjectival) or RBS (adverbial). We
run the preselection by POS-tag approach on a
test set from Scheible (2008), receiving a recall
of 98.8%. We can therefore be sure that we are
capturing most, if not all, superlatives present in
a text. In terms of precision, we note that not all
words tagged with JJS signal a superlative, such
as, ‘at least’ or ‘at most’, which are proportional
quantifiers. We increase precision to 99% through
manual post-processing, by having annotators mark
such instances as non-superlative readings.

A.1.2 Dataset Analysis
Property Types In Figure 4 we visualize the dis-
tribution of the most frequent properties. Quality
(‘best’/‘worst’) and size (‘biggest’/‘smallest’) are
most prevalent in the dataset.

Figure 4: Most frequent properties in SUPERSEM.

A.1.3 Bridging and Discourse Restrictions
Discourse restrictions and bridging relations are
closely related. Bridging relations are anaphoric
relations, such as part-of, between two entities in
a discourse (Gundel et al., 1993; Hou et al., 2013).
They form a subset of the different types of dis-
course restrictions affecting the CS of superlatives.
To analyze the influence of noun phrase (NP) rela-
tions as discourse restrictors for superlatives, we
annotated a subset of TNE (Elazar et al., 2022).
TNE annotations follow a broader definition of
bridging, by connecting NPs of any relation type.

(12) The largest single language is English, which has
2.3 million articles.

The sentence in Ex. (12) has the target ‘En-
glish’ and the CS ‘single languages’. The CS is
further restricted by context: ‘single languages
OF=Wikipedia’. This type of NP part-of rela-
tion is also annotated in TNE, where ‘largest single
language’ is connected with the preposition ‘of’ to
‘Wikipedia editions’.

Using string matching we found that about 26%
of the implicit superlatives in our TNE sub-
set are restricted by noun phrase relations also
present in TNE. Due to the automatic way of ex-
tracting these statistics we assume that this is a
lower bound and conclude that CS are often also
restricted by NP relations from discourse.

A.1.4 Coverage

The superlative frames, described in Sec. 4, can be
used to annotate all three semantic types defined by
Scheible (2012). The example in Fig. 1 annotates a
relative set comparison. A property set comparison
distinguishes itself from the relative one by not
having restrictions, which can either be events or
noun phrases, in the target and CS. The subject-
based set comparison can be identified through
our annotations by the use of light verbs as the
event predicate. For “Bob is hungriest at noon”,
the target, for example, would look as follows:
BE_HUNGRY(e, THEME=Bob, TIME=at noon).

Figure 5: Counts of the semantic types annotated over
the different domains.

Figure 5 shows how the types are distributed
across the five domains. Except for the literature
domain, relative superlative comparisons are the
most frequent. In the literature domain on the other
hand, property set comparisons occur most often.
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The least frequent type is the subject-based com-
parison, for all domains.

A.1.5 IAA

To ensure annotation consistency and quality, we
performed three rounds of IAA checks. For the first
two checks, a set of instances was given to two an-
notators: 50 Amazon review instances were shown
to annotator A and C, and 81 Wikipedia instances
to annotators B and C. We compare the agreement
on different aspects of the annotation, as seen in
Tab. 5. For all categorical values we also report Co-
hen’s Kappa scores, which are moderate to high for
the event vs. no-event and the orientation frames
and fair for the implicit frame. It is worth noting
that these first IAA checks were performed while
annotations were on-going and that there was an an-
notation consolidation after the checks. This means
that the scores could be seen as a lower bound for
annotation agreement, which then improved after
the consolidations. Higher exact match agreement
was harder to achieve for some non-categorical cat-
egories, like the CS. This is mainly due to the order
in which arguments are listed and the differences in
argument spans (i.e. determiners being included or
excluded) and lower agreement for these categories
does not necessarily indicate wrong annotation.

The third IAA check was performed after the an-
notation effort was completed. We randomly sam-
pled 30 instances from the whole dataset, which
were then re-annotated by annotator C. The results
show that agreement has improved for nearly all
categories. This is a promising sign for our anno-
tation protocol, since it indicates that our annota-
tor training and consolidation process resulted in
higher agreement.

A.2 Extrinsic Evaluation

A.2.1 Frame-specified Context Generation

We also model the problem in the inverse direction:
given the semantic interpretation, predict further
restricting context outside of the sentence bound-
aries. Specifically, we trained a model on the task
of predicting the whole paragraph given the superla-
tive interpretation and the sentence the superlative
appears in.

This type of context generation is challenging
because it requires the model to perform semantic
consolidations (Hirsch et al., 2023): it needs to
identify propositions which are expressed in the
superlative frames annotations, but not in the given

Wiki. Reviews Final
event vs. none .78 (.55) .76 (.47) 0.83 (.63)
exact target .23 .29 .4
exact CS .1 .29 .33
exact anchor .58 .45 .5
exact property .58 .61 .77
exact orientation .99 (.88) .92 (.86) 1 (1)
exact implicit .67 (.34) .43 (.16) .73 (.48)
event predicate .78 .73 .75
CS (no event) .22 .54 .47
role arg. iou>=0.5 .36 .42 .45

Table 5: Inter-Annotator Agreement on Wikipedia, Re-
views and a final set randomly sampled from SUPER-
SEM. event vs. none: Accuracy of choosing an event.
exact ...: exact match accuracy for each of these slots.
event predicate: acc. of choosing the same predicate.
CS text: exact match of CS text if no event was chosen.
role argument: Accuracy of having an intersection over
union (IOU) >= 0.5 of the role argument text. Cohen’s
Kappa scores are added in brackets for all categorical
values.

sentence, and then generate coherent and appropri-
ately restricting context.

Results The context generation model achieved
a decent ROUGE-1 score of 0.41, which indicates
that the model learns to generate appropriate con-
text restrictions. We further performed a manual
evaluation of the test set results, where we analyzed
how well the model is able to predict context that
appropriately restricts implicit superlative readings.
For example:

(13) But the ancient race of the northern mountains were
the greatest of all birds [...]. TARGET: Eagles
LOCATION=northern mountains CS: birds AN-
CHOR: birds PROPERTY: greatness ORIENTA-
TION: positive

Here, the target is implicit. The model is nonethe-
less able to identify which parts of the superlative
interpretation are not mentioned in the given sen-
tence and then predicts appropriate context con-
taining this implicit information. In this case, it
predicted context mentioning eagles4. In 83% of
the implicit test cases, the model correctly in-
cluded the missing restrictions when predicting
context beyond the sentence boundaries.

A.3 Intrinsic Evaluation
A.3.1 More GPT-4 Results
GPT-4 does not always recognize that there is a
superlative comparison. In the first setup (see
Sec. 3), our aim was to see whether the LLM is

4‘Then the eagles swooped down and snatched him up,
and he flew away [...]”
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able to recognize the comparison relation triggered
by the superlative. For 16% of the test set sentences
GPT-4 either outputs that “There is no direct com-
parison being made in this sentence.”, or, in rarer
cases, mentions other types of comparisons present
in the sentence, such as discourse relations. Gen-
erally, though, it is able to correctly recognize that
the presence of a superlative expression indicates a
comparison.

A.4 Entropy
With entropy we aim to measure how models deal
with ambiguous superlatives and whether they are
able to express all possible interpretations of such
instances. For this purpose we quantify the en-
tropy of interpretation types present in a top-n beam
search output:

H(X) = −
∑

x∈X
p(x) log p(x)

Where X takes values from the following inter-
pretation types: eventive relative set comparison
(SC), (non-eventive) relative SC, property SC and
subject-based SC.

We evaluate the output of our T5-3B model,
trained to predict the CS, on the test split of SU-
PERSEM and the synthetic challenge set.

Figure 6: SUPERSEM test set: Entropy over 4 different
CS interpretation types, using top-5 beam predictions.

The entropy scores in Fig. 6 show that context
reduces the entropy over the semantic types of com-
parisons in the output beam of our model, for 2
categories, relative and subject-based. Interest-
ingly, for eventive relative and property, entropy is
slightly higher when shown the full context.

The instances with the highest difference in en-
tropy between the no-context and with-context se-
tups, reveal some patterns. Cases where entropy is

low for with-context but high for no-context tend to
be extremely underspecified superlatives, usually
in dialogue turns, where a sentence might simply
say “Which one is best?”. The eventive and prop-
erty CS predictions have higher entropy for the
full-context model, as it more frequently predicts
eventive interpretations in its beam, compared to
the no-context model.

A.5 Extrinsic Evaluation: Superlatives in
Downstream Tasks

Superlatives play a role in many NLP tasks. Most
notably, they are used in queries, including queries
over SQL tables or over text, for QA and reading
comprehension datasets (Wolfson et al., 2020).

We perform one analysis on the influence of su-
perlatives on a downstream task, using the BREAK

dataset (Wolfson et al., 2020). This dataset con-
tains decompositions of natural language queries
into a set of steps that are necessary for answer-
ing these queries (QDMR). QDMR defines a set
of operators, one of which denotes superlatives,
which appear in 13% (QDMRhigh) of decompo-
sitions. Interestingly, the paper mentions that a
qualitative analysis of the QDMRs revealed that
“workers have somewhat struggled with decompos-
ing superlatives". This indicates that the semantic
interpretation of superlatives is challenging for both
machines and humans.

In our experiments we re-implement the current
best model on the BREAK-leaderboard, which con-
sists of a t5-large model, using the hyperparameters
from Wolfson et al. (2022). We train this model on
either the (1.) standard QDMRhigh training data,
or (2.) on the QDMRhigh training data enriched
with superlative annotations. We evaluate with the
official evaluation script5.

QDMRhigh QDMRhigh−Superlative

EM 0.103 0.107
norm EM 0.262 0.268
sari 0.728 0.734

Table 6: Results on the QDMRhigh dev set (234 su-
perlative instances), using the official evaluation metrics
(Wolfson et al., 2022). QDMRhigh: using the standard
train/dev data and QDMRhigh−Superlative: using the
superlative enriched data.

Results Table 6 shows that adding superlative
predictions to the QDMR training data improves

5https://github.com/allenai/break-evaluator
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the model’s capabilities to perform query decompo-
sitions. Downstream tasks might thus benefit from
additional superlative annotations.
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