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Abstract

Large Language Models (LLMs) are pivotal
for advanced text processing and generation.
This study presents a framework to train a se-
ries of on-device LLMs optimized for invok-
ing software APIs. Using a curated dataset
of 30,000 API function calls from software
documentation, we fine-tune LLMs with 2B,
3B, and 7B parameters to enhance their pro-
ficiency in API interactions. Our approach
improves the understanding of API structures
and syntax, leading to significantly better ac-
curacy in API function calls. We also propose
a conditional masking technique to enforce
correct output formats, significantly reducing
generation format errors while maintaining
inference speed. This technique is specifi-
cally tailored for API tasks. Our fine-tuned
model, Octopus, outperforms GPT-4 in API
calling tasks, showcasing advancements in au-
tomated software development and API inte-
gration. The model checkpoints are publicly
available.

1 Introduction

The advent of Large Language Models (LLMs)
has revolutionized artificial intelligence, enabling
transformative applications in natural language
processing and specialized domains such as math-
ematics (Imani et al., 2023; He-Yueya et al., 2023),
healthcare (Jo et al., 2023; Thirunavukarasu et al.,
2023), and legal analysis (Cui et al., 2023; Fei
et al., 2023). Despite their advancements, LLMs
face challenges in adapting to real-time updates
and performing domain-specific tasks like im-
age/video editing (Fu et al., 2023) or complex
tax filings. Integrating LLMs with external APIs
offers a solution, enabling real-time access to spe-
cialized resources and fostering innovations such
as code interpreters (Vaithilingam et al., 2022;
Chen et al., 2021). Research on ToolAlpaca (Tang
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et al., 2023) and NexusRaven (Srinivasan et al.,
2023) demonstrates the potential of open-source
LLMs in function-calling scenarios, extending
their utility to IoT, edge computing, and auto-
mated software development.

Enhancing LLM integration with APIs requires
balancing large-scale model capabilities and effi-
ciency. While large models like GPT-4 (Brown
et al., 2020; Wu et al., 2023; Chen et al., 2024)
are powerful, they are computationally expensive
for tasks using only a subset of APIs. Smaller,
task-specific LLMs offer a cost-effective alterna-
tive (Shen et al., 2024b; Pallagani et al., 2024; Xu
et al., 2024) but risk increased errors or "halluci-
nations" (Yao et al., 2023; Ji et al., 2023). Precise
output formatting is critical for software reliabil-
ity (Jiang et al., 2023), emphasizing the need for
innovations that combine accuracy, efficiency, and
reliability.

To address these challenges, we propose a
framework for training and inference tailored
to task-specific LLMs. Using a curated dataset
of over 30,000 APIs from Rapid API Hub (rap,
2024), we employ curriculum learning (Liu et al.,
2024) to improve precision in selecting appro-
priate API functions. Fine-tuning smaller mod-
els like Codellama7B (Roziere et al., 2023),
Google’s Gemma (Gemma Team, Google Deep-
Mind, 2023), and Stable Code 3B (Pinnaparaju
et al., 2023) demonstrates superior performance
over GPT-4 on specific benchmarks. The frame-
work also supports deployment on resource-
constrained platforms such as mobile devices
(team, 2023), ensuring broad applicability.

To ensure output consistency, we introduce a
conditional masking technique tailored for API
function calls. Unlike generic constrained decod-
ing, this approach dynamically restricts token pre-
dictions to valid options based on the API schema,
such as permissible parameter types and argument
names. This guarantees syntactic and semantic
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correctness, significantly reducing errors while
preserving inference speed. Mathematical vali-
dation further demonstrates consistent improve-
ments in accuracy, making this technique reliable
for diverse real-world API interactions.

In summary, this paper makes the following key
contributions:

• Task-Specific Framework: We introduce a
training and data-cleaning framework, with
a high-quality dataset of over 30,000 APIs
from RapidAPI Hub, to fine-tune smaller,
task-oriented LLMs for API function calls.
This reduces operational costs while main-
taining high accuracy, enabling on-device
inference for resource-constrained environ-
ments like mobile devices and IoT systems.

• Conditional Masking Technique: A tai-
lored technique ensuring syntactic and se-
mantic correctness in API calls, addressing
formatting errors and hallucinations. It dy-
namically enforces schema adherence with-
out compromising inference speed.

• Superior Performance and Model Check-
point: Leveraging curriculum learning and
innovative dataset engineering, our models
surpass GPT-4 in API function accuracy. Our
Octopus series models are publicly available.

These contributions collectively advance the
field of automated software development by ad-
dressing critical inefficiencies in LLM deploy-
ment for API interactions, providing open re-
sources for the community, and setting a foun-
dation for further research in task-specific LLM
optimization and application.

2 Related Work

Enhancing LLMs with Tools The integration
of external tools into Large Language Models
(LLMs) like GPT-4, Alpaca, and Llama signif-
icantly enhances their capabilities. Early efforts
focused on model-specific fine-tuning (Lin et al.,
2024; Hu et al., 2023; Schick et al., 2024; Zhang
et al., 2023b), which faced challenges in flexibil-
ity. The adoption of prompt-based approaches
broadened accessibility, enabling models to use
code interpreters and retrieval frameworks (Zhou
et al., 2023; Zhang et al., 2023a). Developments
in simulated tool environments (Shen et al., 2024a;

Du et al., 2024; Xi et al., 2023) and API interac-
tion frameworks (Li et al., 2023) have further ex-
panded tool capabilities. Additionally, advanced
reasoning strategies (Valmeekam et al., 2022; Hao
et al., 2023; Lewkowycz et al., 2022) improve
the efficiency of solving complex tasks. Some
existing works demonstrate some solutions. For
example, language models can teach themselves
to use external tools via simple APIs and achieve
the best of both worlds(Schick et al., 2023).

Dataset Format Optimizing datasets
(Zhuang et al., 2024; Kong et al., 2023) is critical
for fine-tuning LLMs. Multi-stage refinements
with models like GPT-4 and Alpaca iteratively
improve prompts and develop advanced chain-
of-thought processes (Wang et al., 2023; Zhang
et al., 2022; Shridhar et al., 2023; Zheng et al.,
2023a; Wei et al., 2022). These refinements
significantly enhance function-calling accuracy
and establish benchmarks for dataset quality
and model training, shifting the focus toward
improved output precision.

Robustness in LLM Generation Unlike arti-
cle generation, software applications require strict
adherence to structured output formats, such as
JSON (Zheng et al., 2023b). Format consistency
issues in LLM outputs (Vaswani et al., 2017; Ack-
erman and Cybenko, 2023) have driven research
into rigid format enforcement. Frameworks like
LangChain (Harrison, 2022) introduce parsers for
formats like YAML, JSON, CSV, but such tools
often fail for complex cases like function call re-
sponses, where precise argument and schema ad-
herence is critical.

Constrained Decoding The use of con-
strained decoding techniques has been explored
to address format consistency in LLM outputs.
Grammar-constrained decoding (Geng et al.,
2023) enforces grammar rules, finite-state ma-
chines (FSM) (Zhang et al., 2024) ensure syn-
tax compliance, and monitor-guided decoding
(Agrawal et al., 2023) restricts vocabulary to pre-
defined subsets. While effective for structured text
generation, these methods struggle with API func-
tion calls due to their inability to capture nuanced
API-specific requirements. Grammar-constrained
decoding fails to adapt to diverse schemas, FSMs
lack scalability for large argument spaces, and
monitor-guided decoding cannot enforce struc-
tural or type-specific constraints.

Our proposed conditional masking technique
overcomes these limitations by dynamically adapt-
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ing token predictions to API schemas. It integrates
context-sensitive constraints at runtime, enforcing
syntactic and semantic correctness to ensure out-
puts align with API specifications. This tailored
approach addresses the gaps in existing methods,
making it uniquely suited for reliable and accurate
API function generation.

3 Methodology

In this section, we outline our approach to dataset
collection, preparation, and model development,
detailing the steps taken to optimize the training
process for API function calling tasks. We in-
troduce the workflow designed to curate, format,
and refine the dataset to ensure its suitability for
effective model fine-tuning. Furthermore, we de-
scribe the architecture and training process of our
model, Octopus, including the innovative tech-
niques applied to enhance inference accuracy and
efficiency.

3.1 Dataset Collection and Refinement

The initial dataset was sourced from RapidAPI
Hub, a prominent repository with extensive and
diverse API documentation, selected for its large
developer base and relevance to real-world appli-
cations. We focused on approximately 30,000
frequently utilized APIs to ensure broad applica-
bility.

The dataset preparation process involved two
main stages. In the initial collection phase, we
systematically gathered raw API documentation,
capturing function names, descriptions, argument
types, and return formats. This provided an unpro-
cessed view of widely used APIs. The refinement
phase focused on optimizing the dataset for train-
ing through standardization, validation, and error
correction. Formats across APIs were standard-
ized for consistency in naming conventions and
schema representations. Large language models
such as GPT-3.5 and CodeLlama 70B were em-
ployed to fill in missing details, validate accuracy,
and align descriptions with Google Python Style
guidelines. Errors, duplicates, and overly verbose
descriptions were corrected to create a concise
and informative dataset.

This structured approach ensured high-quality
data inputs, critical for the effective fine-tuning of
the Octopus model.

3.2 Single API Data Preprocess
From our detailed exploration of RapidHub’s API
documentation, we derived a comprehensive un-
derstanding of how API usage examples are struc-
tured and utilized. The preprocessing approach
involves meticulously extracting API usage exam-
ples, which include the API’s name, description,
argument names, and their respective descriptions,
and formatting this information in JSON. This data
is then reorganized using OPENAI GPT-3.5 and
CodeLlama 70B models to align with standard-
ized organizational guidelines.

Function names are refined based on their de-
scriptions to ensure they are concise and informa-
tive, and arguments’ names and descriptions are
carefully captured. To mitigate potential inaccu-
racies (“hallucinations”) from smaller LLMs, we
adopt the Python coding format. This strategic
decision leverages the inherent code reasoning ca-
pabilities of models such as CodeLlama7B and
StableCode3B, which are pretrained on extensive
code datasets. This process streamlines API in-
formation for enhanced usability while leveraging
advanced AI models to present the information
in a structured and accessible manner. By pri-
oritizing function descriptions for renaming and
thoroughly detailing argument names and descrip-
tions, we ensure that essential elements of API
usage are conveyed effectively, enabling develop-
ers to integrate these APIs seamlessly into their
projects.

Example Converted Function:

def get_flight_details(flight_id):
"""
Get detailed information on
specific flights, including real-
time tracking,

departure/arrival times, flight
path, and status insights.

Args:
flight_id (string): The flight_id
represents the ID of a flight.

"""

In our methodology, we deliberately excluded
the function body from the final dataset compila-
tion. Through a meticulous selection process, we
aggregated approximately 30,000 APIs, employ-
ing OPENAI GPT-4 for a comprehensive examina-
tion to identify and remove APIs with deficiencies,
such as missing arguments or inconsistencies be-
tween function descriptions and their parameters.
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This stringent selection criterion was pivotal in as-
suring the dataset’s quality. Each API underwent
this rigorous scrutiny, culminating in the compila-
tion of Dataset A, which serves as the foundation
for subsequent data processing.

3.3 Dataset Refinement
Dataset Refinement To enhance the decision-
making capabilities of Large Language Models
(LLMs) for real-world API usage, we propose a
sophisticated dataset construction approach. This
process is central to our study, as it ensures the
model’s ability to effectively handle diverse and
challenging scenarios. Our methodology begins
by integrating various functions, intentionally in-
corporating irrelevant ones to create a complex
training environment for the LLM. Inspired by
curriculum learning, we gradually introduce hard
negative samples, incrementally increasing the dif-
ficulty of selecting the most relevant function. Fig-
ure 1 illustrates the detailed pipeline for compiling
the dataset. Below, we outline the key techniques
employed in this process.

1. Negative Samples: To improve the model’s
reasoning capabilities and applicability, we
incorporate both positive and negative exam-
ples into the dataset. The ratio of positive to
negative samples is represented as M

N in Fig-
ure 1, where we set M and N both equal to 1.
This balance ensures a robust training setup,
enabling the model to distinguish between
correct and incorrect API calls effectively.

2. Similar Function Clustering: To further
challenge the model, we introduce semanti-
cally similar functions into the training data.
For each data point, three similar functions
are selected based on their vector embed-
dings, computed from function descriptions.
Milvus is used to facilitate this similarity
search, and functions ranked between 5 and
10 by similarity scores are chosen to avoid re-
dundancy while maintaining diversity. This
approach cultivates a model capable of differ-
entiating between closely related functions
in real-world applications.

3. GPT-4 Generated Queries: High-quality
queries are essential for effective training.
Positive queries are generated using GPT-4,
ensuring each query is solvable by a single
API. To further enhance training, we include

Chain of Thought (CoT) reasoning for these
queries. CoT annotations have been shown to
significantly improve model reasoning abili-
ties and performance (Srinivasan et al., 2023).
This step ensures that the training data not
only covers diverse scenarios but also sup-
ports advanced reasoning.

4. GPT-4 Verification: While GPT-4 is highly
capable, its outputs are not immune to er-
rors. To address this, we implemented a
self-verification workflow using GPT-4 to
identify and rectify inaccuracies. After com-
piling the initial dataset (Dataset A), GPT-
4 was employed to meticulously verify the
data, eliminating approximately 1,000 data
points that failed to meet our stringent qual-
ity standards. This rigorous process resulted
in Dataset B, a highly optimized dataset for
training.

One data point 
from dataset A

Data point with 
multiple similar 

functions, shuffle 
the order

Dataset A

Sample the query 
that can’t be 

answered; add 
irrelevant function 

body

GPT-4

Dataset B
Sample the query 

that can be 
answered; generate 
response and chain 

of thoughts

GPT-4

x N times

x M times

semantic search

GPT-4 verification

Figure 1: Refining Dataset A into Dataset B through a
rigorous workflow. This process involves three critical
steps: generating positive queries solvable by specific
APIs and corresponding Chain of Thoughts (CoT);
introducing unsolvable queries and augmenting them
with irrelevant function bodies; and incorporating se-
mantically similar functions using vector embeddings.
Following GPT-4’s verification, Dataset B emerges as
an optimized dataset for training, designed to enhance
model performance significantly.

Using this methodology, we compiled a ro-
bust training dataset consisting of approximately
150,000 data points. Each API is associated with
five positive queries it can resolve. To provide
a comprehensive understanding of the dataset, a
sample of the complete dataset is included in the
Appendix (B.1), showcasing its detailed structure
and composition.

3.4 Octopus
To validate the efficacy of our framework, we fine-
tuned four open-source models: CodeLlama7B,
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Google Gemma 2B & 7B, and Stable Code LM
3B. A standardized training template, detailed in
Appendix (B.1), was applied across all models.
We employed LoRA with 8-bit quantization and
allocated GPU hours on A100 80GB as follows:
90h for CodeLlama7B and Google Gemma 7B,
30h for Google Gemma 2B, and 60h for Stable
Code LM 3B. The learning rate was set at 5×10−5

with a linear scheduler for optimization. During
inference, user queries trigger function retrieval
and execution by mapping generated functions
and arguments to corresponding APIs, ensuring
accurate responses.

Experiments with different LoRA setups
revealed that the optimal configuration uses
a LoRA rank of 16 applied to the layers
"q_proj", "v_proj", "o_proj", "up_proj",
"down_proj". Training followed a curriculum
learning strategy, progressively introducing data
points with more similar examples. Training and
validation losses for selected models are shown in
Figure (2).
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Figure 2: The training and validation loss for selected
pretrained models

3.5 Inference using conditional mask
The utilization of smaller-parameter Large Lan-
guage Models (LLMs) has a pivotal challenge:
a noticeable decrement in robustness when gen-
erating outputs. This challenge is also observed
in our model, which necessitates the need to en-
force the response with precise function names
along with their corresponding arguments. The ex-
pected output format demands that arguments be
encapsulated within parentheses, function names
align with a pre-defined repository, and argument
values conform to their designated types. Dis-
crepancies, such as typographical errors in func-
tion names or misalignment in argument types,
critically undermine the integrity of the output,
rendering it susceptible to errors. For instance,
both in GPT-4 and our model, deviations in the

function name—whether through misspelling or
elongated expressions—can lead to unintended
corrections that fail to map back to the original
function names, thereby distorting the intended
output. The original LLM, denoted as π, genera-
tion process to sample the next token is

P (xt+1|x1:t) = P (xt+1|x1:t;π),
xt+1 = argmaxP (xt+1|x1:t;π)

(1)

where x1:t is all the current tokens, with the se-
quence length as t, and xt+1 is the next token to be
sampled. What we do here is to introduce another
dynamic mask dependent on x1:t so that

xt+1 = argmax [P (xt+1|x1:t;π)⊙mask(x1:t)] .
(2)

In constructing the dynamic mask, we desig-
nate all tokens, which are not aligned with correct
format, to be masked by assigning a value of 0
to their respective positions, and a value of 1 to
all other positions. For example, if we already
know the next token represents integers, we will
only unmask the tokens that are used for integers.
Therefore, the formulation of an accurate mask
is paramount for achieving the desired outcome.
In this context, we delineate several methodolo-
gies that were investigated for the derivation of
the mask.

• enum data type Function names are usu-
ally already known, and will not change dur-
ing inference. We can treat them as enumer-
able data variables. To efficiently manage
these names, a Trie tree can be constructed,
facilitating the retrieval of the mask with a
time complexity of O(D), where D denotes
the Trie tree’s depth, equivalent to the max-
imum length of a function name, which in
our case is approximately 20. This result in
the constant time complexity. As an alterna-
tive approach, storing all prefixes of poten-
tial function names within a dictionary could
further reduce the complexity to O(1). The
implementation of the Trie class is provided
in the Appendix (B.2).

• string, float, dict, int type Regular expres-
sions can be employed to analyze subsequent
tokens and generate the conditional mask.

Therefore, we can confirm that the output result
is free from formatting errors. Our experimental
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findings indicate that the application of the condi-
tional mask significantly enhances the robustness
of the Large Language Model (LLM) in the con-
text of function calls.

4 LLM Evaluation for Function Calling

We evaluated the Octopus model’s ability to inter-
pret and execute API function calls, comparing its
performance to GPT-4 and GPT-3.5-turbo. The
evaluation focused on function name recognition
and parameter generation, with and without the
use of conditional masking. The test set contains
a vast diversity of APIs in the real world.

4.1 Evaluation Dataset and Benchmark

To benchmark function calls for commonly used
APIs, we constructed an evaluation dataset and
sampling queries tailored to these APIs. Queries
were generated using the same prompt template as
training (Appendix B.1). Solvable queries, requir-
ing a single API to resolve, were balanced with
unsolvable queries in a 1:1 ratio to test model ro-
bustness against ambiguous inputs. Human anno-
tations ensured accurate ground truth, and minor
format discrepancies (e.g., JSON issues) were over-
looked for models not fine-tuned on this dataset
to focus on semantic correctness.
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Figure 3: Accuracy comparison between GPT-3.5,
GPT-4, and Octopus models without conditional mask-
ing.

4.2 Without Conditional Masking

In the initial evaluation, responses were gener-
ated without conditional masking. Greedy decod-
ing was used across all models to prioritize preci-
sion in function name and argument selection. As

shown in Figure 3, GPT-4 achieved the highest ac-
curacy among pre-trained models. However, it ex-
hibited common issues such as correcting typos in
function names (e.g., send_emil to send_email),
which deviated from input queries, and generating
invalid parameters like Australian instead of a
valid country name. While GPT-3.5 and GPT-4
performed well in function name recognition, their
accuracy declined when generating contextually
appropriate parameters.

4.3 With Conditional Masking

To address these challenges, we applied condi-
tional masking during inference for Octopus mod-
els. This technique constrained token predictions
to align with API schema requirements, such as
valid parameter types and enumerations. As il-
lustrated in Figure 4, conditional masking sig-
nificantly improved parameter generation accu-
racy, particularly for structured inputs like country
names. By enforcing schema adherence, the Octo-
pus models avoided errors observed in pre-trained
models. However, since GPT-3.5 and GPT-4 APIs
do not expose logits, conditional masking could
not be applied, leaving their metrics unchanged.
With this enhancement, Octopus variants matched
or surpassed GPT-4’s accuracy, demonstrating
the efficacy of conditional masking in improving
model reliability.
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Figure 4: Accuracy comparison between GPT-3.5,
GPT-4, and Octopus models with conditional masking.

4.4 Discussion and Key Insights

GPT-4 demonstrated high accuracy in function
name recognition but lacked schema constraints,
leading to frequent parameter errors. Conditional
masking significantly enhanced Octopus models,
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ensuring robust parameter generation for real-
world API tasks. Without masking, parameter
errors were prevalent, particularly for ambiguous
or complex queries. These findings underscore
the importance of schema-aware mechanisms like
conditional masking for improving LLM perfor-
mance in structured tasks.

5 Conclusion

This study introduces a novel framework for train-
ing large language models on practical software
APIs and evaluates their performance in API call-
ing tasks, surpassing GPT-4 in specific scenarios.
Our approach includes a refined dataset prepara-
tion methodology, leveraging negative sampling
and curriculum learning to enhance model perfor-
mance. Additionally, we propose a conditional
masking technique to address mismatched out-
put formats, significantly improving accuracy and
robustness in API function generation.
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A Mathematical Derivation

A.1 Impact of conditional masking on
inference performance

In this appendix, we examine the effect of ap-
plying a conditional mask during inference on a
causal language model’s accuracy and validation
loss. Consider the validation loss without masking
defined as:

Lnon-mask
val =

∑

i∈V
−yi log(ŷi), (3)

where V denotes the vocabulary set, and yi is
a binary indicator (0 or 1) if class label i is the
correct classification for the current observation.

Introducing a conditional mask allows us to
partition the vocabulary V into two subsets: V1,
containing indices not masked, and V2, containing
indices that are masked. Given that the true label
yi belongs to V1 during inference, and considering
that for all i,

−yi log(ŷi) > 0, (4)

the validation loss with masking can be ex-
pressed as:

Lmask
val =

∑

i∈V1

−yi log(ŷi) < Lnon-mask
val , (5)

indicating that the validation loss is reduced
when a conditional mask is applied during infer-
ence.

Accuracy, particularly precision in this context,
for the non-masked scenario is determined by the
alignment between the ground truth label’s index
and the index of the maximum value in the pre-
dicted distribution:

Precisionnon-mask = 1[argmaxi(yi) = argmaxi(ŷi)],
(6)
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where 1[·] is the indicator function, returning 1 if
the condition is true, and 0 otherwise.

With conditional masking, the prediction ŷi is
constrained to V1, effectively reducing the search
space for argmaxi(ŷi) and increasing the likeli-
hood of matching argmaxi(yi), given that yi ∈ V1.
Hence,

Precisionmask ≥ Precisionnon-mask, (7)

demonstrating that conditional masking during
inference not only reduces validation loss but also
enhances the model’s precision by focusing on a
more relevant subset of the vocabulary.

B Dataset and code illustration

B.1 Dataset template

"""
You are an assistant, and you need to

call find appropriate functions
according to the query of the
users. Firstly, find the relevant
functions, then get the function
arguments by understanding the

user's query. The following
functions are available for you
to fetch further data to answer
user questions:

Function:

def no_relevant_function(user_query):
'''
Call this when no other provided
function can be called to answer
the user query.

Args:
user_query (str): The user_query
that cannot be answered by any
other function calls.

'''

def youtube_downloader(videourl):
'''
Get direct video URL for youtube to

download and save for offline
viewing or sharing.

Args:

videourl (string): The URL of the
video being accessed as a string.

'''

def facebook_dl_link(url):
'''
Get downloadable link for facebook,

allowing convenient offline
viewing and sharing.

Args:
url (string): The URL string for
the function argument.

'''

def pinterest_video_dl_api(url):
'''
Get download feature for videos
from Pinterest enabling users to
save videos for offline viewing.

Args:
url (string): The URL string
represents the web address of the
resource being accessed.

'''

def insta_download_url(url):
'''
Get download access to Instagram
content by inputting the URL,
enabling users to save and view
content offline.

Args:
url (string): The URL string.

'''

Obtain download access for viewing a
recent Instagram post offline
using the URL https://www.
instagram.com/p/
CODEinstantiate123/

Response:insta_download_url('https://
www.instagram.com/p/
CODEinstantiate123/')<im_end>

Thought:To acquire download access
for Instagram content for offline
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viewing, 'insta_download_url' is
called with the post's URL as

the argument, ensuring the
content specified by the URL is
fetched for download.

"""

B.2 Trie class to process the enum variable

class TrieNode:
def __init__(self) -> None:

self.children: Dict[str,
TrieNode] = {}

self.isEndOfWord: bool =
False

class Trie:
def __init__(self) -> None:

self.root: TrieNode =
TrieNode()

def insert(self, word: str) ->
None:

node = self.root
for char in word:

if char not in node.
children:

node.children[char] =
TrieNode()

node = node.children[char
]

node.isEndOfWord = True

def is_prefix(self, prefix: str)
-> bool:

node = self.root
for char in prefix:

if char not in node.
children:

return False
node = node.children[char

]
return True

def get_all_prefixes(self) ->
List[str]:

prefixes: List[str] = []
self._dfs(self.root, "",

prefixes)
return prefixes

def _dfs(self, node: TrieNode,
prefix: str, prefixes: List[str])
-> None:

if node != self.root:
prefixes.append(prefix)

for char, next_node in node.
children.items():

self._dfs(next_node,
prefix + char, prefixes)

def search(self, prefix: str,
include_prefix: bool = True) ->
List[str]:

node = self.root
for char in prefix:

if char not in node.
children:

return []
node = node.children[char

]

initial_string: str = prefix
if include_prefix else ""

return self.
_find_words_from_node(node,
initial_string)

def _find_words_from_node(self,
node: TrieNode, current_string:
str) -> List[str]:

words: List[str] = []
if node.isEndOfWord:

words.append(
current_string)

for char, next_node in node.
children.items():

words.extend(self.
_find_words_from_node(next_node,
current_string + char))

return words
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